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AMENDED CLAIMS
received by the International Bureau on 04 December 2009 (04.12.2009)

1. A method, comprising:

performing, by a first node, an action with respect to a first node error counter for a

device in communication with the first node and a second node;

transmitting, by the first node, a message to the second node indicating the device

and the action performed with respect to the first node error counter for the device;

performing, by the second node, the action indicated in the message with respect to a

second node error counter for the device indicated in the message, wherein the second node

error counter corresponds to the first node error counter for the device; the method further

comprising:

detecting, by the first node, an error at the device, wherein the action performed by

the first node comprises incrementing the first node error counter for the device in response

to detecting the error, wherein the action indicated in the message comprises an increment

action, wherein performing, by the second node, the increment action comprises

incrementing the second node error counter for the device at the second node.

2. The method of claim 1, wherein the action indicated in the message comprises an

open action, wherein performing, by the second node, the open action comprises creating the

second node error counter for the device in response to the message.

3. The method of claim 1, wherein the action indicated in the message comprises an

expire action, wherein performing, by the second node, the expire action comprises expiring

the second error counter for the device in response to the message.

4. The method of claim 1, further comprising:

initiating, by the first node, an error recovery operation in response to the error

counter value reaching an error threshold.

5. The method of claim 1, wherein the first node operates as an owner of the device

performing error handling for the device, further comprising:

taking over, by the second node, ownership of the device; and
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incrementing, by the second node, the second node error counter, indicating errors at

the device detected by the first node, in response to the second node detecting an error at the

device.

6. The method of claim 5, wherein the second node takes over the ownership of the

device in response to a failure of the first node.

7. The method of claim 1, wherein the device comprises a first device, the first node

error counter comprises a first node first device error counter, and the second node error

counter comprises a second error first device counter copy, further comprising:

maintaining, by the second node, a second node second device error counter

indicating a number of errors at a second device in communication with the first node and

the second node;

maintaining, by the first node, a first node second device error counter indicating a

number of errors at the second device including errors detected by the second node.

8. The method of claim 7, wherein the first and second nodes comprise first and second

processing clusters in a server that communicate over a first interface in the server, wherein

the first and second devices comprise first and second network adaptors, and wherein the

first and second processing clusters communicate with the first and second adaptors over a

second interface.

9. The method of claim 7, further comprising:

receiving, by the second node, an error message from the second device;

incrementing, by the second node, the second node second device error counter;

transmitting, by the second node, an increment message to the first node for the

second device;

incrementing, by the first node, the first node second device error counter to the

second error counter value in response to the increment message.

10. The method of claim 7, wherein the first node operates as an owner of the first device

performing error handling for the first device and wherein the second node operates as an
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owner of the second device performing error handling for the second device, further

comprising:

taking over, by the second node, ownership of the first device, wherein the second

node uses the second node first device error counter to perform error management for the

first device; and

taking over, by the first node, ownership of the second device, wherein the first node

uses the first node second device error counter to perform error management for the second

device.

11. The method of claim 7, further comprising:

initiating a synchronization operation at the first and second nodes;

sending, by the first node a synchronization message to the second node indicating a

value of the first node first device error counter to the second node in response to the

synchronization operation; and

sending, by the second node a synchronization message to the first node indicating a

value of the second node second device error counter to the first node in response to the

synchronization operation.

12. The method of claim 11, further comprising:

updating, by the first node, the first node second device error counter with the value

of the second node second device error counter indicated in the synchronization message

sent to the first node in response to the first node determining that the value indicated in the

synchronization message is greater than the first node second device error counter; and

updating, by the second node, the second node first device error counter with the

value of the first node first device error counter indicated in the synchronization message

sent to the second node in response to the second node determining that the value indicated

in the synchronization message sent to the second node is greater than the second node first

device error counter.

13. The method of claim 11, further comprising:
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generating, by the first node, the first node second device error counter in response to

determining that first node does not include the first node second device error counter for the

second device;

setting, by the first node, the first node second device error counter to the value

indicated in the synchronization message sent to the first node;

generating, by the second node, the second node first device error counter in response

to determining that the second node does not include the second node first device error

counter for the first device;

setting, by the second node, the second node first device error counter to the value

indicated in the synchronization message sent to the second node.

14. The method of claim 1, further comprising:

initiating, by the second node, a reinitialization operation;

sending, by the second node, a join message to the first node as part of the

reinitialization operation;

sending, by the first node, a message to the second node indicating a value of the first

node error counter for the device in response to the join message; and

updating, by the second node, the second node error counter to the value indicated in

the message sent in response to the join message.

15. A system comprising a first node and a second node in communication with a device,

the system being adapted to execute program code to perform the steps as claimed in any of

claims 1 to 14.

16. A computer program product including code executed by a first node and second

node, wherein a device is in communication with the first node and the second node, wherein

the code is executed to perform the steps as defined in any of claims 1 to 14.
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