(12) STANDARD PATENT
(19) AUSTRALIAN PATENT OFFICE

(11) Application No. AU 2014281331 B2

(54) Title
Intra prediction from a predictive block using displacement vectors

(51) International Patent Classification(s)
HO4N 19/463 (2014.01) HO4N 19/593 (2014.01)

(21)  Application No: 2014281331 (22)  Date of Filing:  2014.06.20
(87) WIPONo: WO14/205339

(30)  Priority Data

(31) Number (32) Date (33) Country
61/866,965 2013.08.16 us
61/870,050 2013.08.26 us
61/883,612 2013.09.27 us
61/847,549 2013.07.17 us
14/309,730 2014.06.19 us
61/838,209 2013.06.21 us
61/893,539 2013.10.21 us
61/887,115 2013.10.04 us
61/923,698 2014.01.05 us
61/896,013 2013.10.25 us

(43) Publication Date: 2014.12.24

(44) Accepted Journal Date: 2018.09.27

(71)  Applicant(s)

Qualcomm Incorporated
(72)  Inventor(s)
Guo, Liwei;Pang, Chao;Kim, Woo-Shik;Pu, Wei;Sole Rojals, Joel;Joshi, Rajan
Laxman;Karczewicz, Marta
(74) Agent/ Attorney
Madderns Patent & Trade Mark Attorneys, GPO Box 2752, ADELAIDE, SA, 5001, AU
(56) Related Art

S. Yu, et al., “New Intra Prediction using Intra-Macroblock Motion
Compensation”, JVT-C151r1, ISO/IEC JTC1/SC29/WG11 and ITU-T SG16 Q.6, 3rd
Meeting: Fairfax, Virginia, USA, 6-10 May 2002.

Y. Dai, et al., “Fast 2D Intra Prediction (2DIP) Mode Decision for Image and Video
Coding”, 16th IEEE International Conference on Image Processing (ICIP), Cairo,
Egypt, 7-10 November 2009.




wo 20147205339 A3 I} A0 00O OO A O A

(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

(10) International Publication Number

WO 2014/205339 A3

24 December 2014 (24.12.2014) WIPO | PCT
(51) International Patent Classification: (72) Inventors: GUO, Liwei; 530 Fiore Ter. 303, San Diego,
HO4N 19/463 (2014.01) HO4N 19/593 (2014.01) California 92122 (US). PANG, Chao; 5775 Morehouse
(21) International Application Number: Drive, San Dicgo, California 9 2121_171.4 (US). .KIM’
PCT/US2014/043397 Woo-Shik; 5775 Morehouse Drive, San Diego, California
92121-1714 (US). PU, Wei; 5775 Morehouse Drive, San
(22) International Filing Date: Diego, California 92121-1714 (US). SOLE ROJALS,
20 June 2014 (20.06.2014) Joel; 5775 Morehouse Drive, San Diego, California
- ) . 92121-1714 (US). JOSHI, Rajan Laxman; 5775 More-
(25) Filing Language: English house Drive, San Diego, California 92121-1714 (US).
(26) Publication Language: English KARCZEWICZ, Marta; 5775 Morehouse Drive, San
Diego, California 92121-1714 (US).
(30) Priority Data:
61/838,209 21 June 2013 (21.06.2013) US (74) Agent: KELLY, Jason D.; Shumaker & Sieffert, P.A.,
61/847,549 17 July 2013 (17.07.2013) us 1625 Radio Drive, Suite 300, Woodbury, Minnesota 55125
61/866,965 16 August 2013 (16.08.2013) US (US).
61/870,050 26 August 2013 (26.08.2013) Us (81) Designated States (uniess otherwise indicated, for every
61/883,612 27 September 2013 (27.09.2013) Us . . . ) )
kind of national protection available). AE, AG, AL, AM,
61/887,115 4 October 2013 (04.10.2013) Us
AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
61/893,539 21 October 2013 (21.10.2013) us
BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,
61/896,013 25 October 2013 (25.10.2013) Us
DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
61/923,698 5 January 2014 (05.01.2014) us
14/309.730 197 2014 (19.06.2014 US HN, HR, HU, ID, IL, IN, IR, IS, JP, KE, KG, KN, KP, KR,
’ une (19.06.2014) KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD, ME,
(71) Applicant: QUALCOMM INCORPORATED [US/US]; MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ,

Attn: International IP Administration, 5775 Morehouse
Drive, San Diego, California 92121-1714 (US).

OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA,
SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM,

[Continued on next page]

(54) Title: INTRA PREDICTION FROM A PREDICTIVE BLOCK USING DISPLACEMENT VECTORS

FIG. 2

(57) Abstract: Techniques coding video data, including a
mode for intra prediction of blocks of video data from pre-
dictive blocks of video data within the same picture, may
include determining a predictive block of video data for the
current block of video data, wherein the predictive block of
video data is a reconstructed block of video data within the
same picture as the current block of video data. A two-di-
mensional vector, which may be used by a video coder to
identify the predictive block of video data, includes a hori-
zontal displacement component and a vertical displacement
component relative to the current block of video data. The
mode for intra prediction of blocks of video data from pre-
dictive blocks of video data within the same picture may be
referred to as Intra Block Copy or Intra Motion Compensa-
tion.



WO 2014/205339 A3 |00V A0 0RO RO

84)

TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, Published:

ZW.

Designated States (unless otherwise indicated, for every
kind of regional protection available): ARTIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, SZ, TZ,
UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU,
LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK,
SM, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ,
GW, KM, ML, MR, NE, SN, TD, TG).

(88)

with international search report (Art. 21(3))

before the expiration of the time limit for amending the
claims and to be republished in the event of receipt of
amendments (Rule 48.2(h))

Date of publication of the international search report:
26 February 2015



WO 2014/205339 PCT/US2014/043397

INTRA PREDICTION FROM A PREDICTIVE BLOCK

16061} This apphication claims the benetit of cach of the following U.S. Provisional
Applications, the entire contents of each of which is tncorporated herein by reference:
.S, Provisional Application Serial No. 61/838,209, filed June 21, 2013;
U.S. Provisional Application Serial No. 61/847,549, filed July 17, 2013;
U.S. Provisional Application Serial No. 61/866,968, filed August 16, 2013;
U.S. Provisional Application Serial No. 61/870,050, filed August 26, 2013;
U.S. Provisional Application Serial No. 61/883,612, filed September 27, 2013;
U5, Provisional Application Serial No. 61/887,115, filed October 4, 2013;
U8, Provisional Application Serial No, 61/893,539, filed October 21, 2013;
. Provisional Application Serial No., 61/896,613, filed October 25, 2013; and

oo
e

. Provisional Application Serial No. 61/923,69%, filed January 3, 2014,

TECHNICAL FIELD
16062) This disclosure relates to video coding and, more particularly, prediction of

video blocks based on other video blocks.

BACKGROUND

{80663} Digital video capabilities can be mncorporated into a wide range of devices,
inchading digital televisions, digital divect broadcast systems, wireless broadcast
systems, personal digital assistants (PDAs), laptop or deskiop computers, tablet
computers, e-book readers, digital cameras, digital recording devices, digital media
players, video gaming devices, video game consoles, cellular or satellite radio
telephones, so-calied “smart phones,” video teleconferencing devices, video streanung
devices, and the like. Digital video devices implement video compression technigues,
such as those described in the standards defined by MPEG-2, MPEG-4, ITU-T H.263,
ITU-T H264/MPEG-4, Part 10, Advanced Video Coding (AVC), the High Efficiency
Video Coding (HEVC) standard presently under development, and extensions of such
standards. The video devices may fransmit, receive, encode, decode, and/or store digital
video information more efficiently by implementing such video compression

technigues.
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160664} Video compression techniques perform spatial (intra-picture) prediction and/or
temporal (inter-picture) prediction to reduce or remove redundancy inherent in video
sequences. For block-based video coding, a video slice (i.¢., a video frame or a portion
of a video frame} may be partitioned into video blocks, which may alse be referred 10 as
treeblocks, coding units (CUs) and/or coding nodes. Video blocks in an mtra-coded ()
slice of a picture are encoded using spatial prediction with respect to reference samples
in neighboring Hocks in the same picture. Video blocks in an inter-coded (P or B) slice
of a pictarc may use spatial prediction with tespect to reference samples in neighboring
blocks in the same picture or temporal prediction with respect 1o reference samples in
other reference pictures. Pictares may be referred to as frames, and reference pictures
may be referred to a reference frames.

{8885 Spatial or temporal prediction results in a predictive block for a block to be
coded. Residual data represents pixel differences between the original block to be
coded and the predictive block. An inter-coded block is encoded according to a motion
vector that poinds to & block of reference samples forming the predictive block, and the
residual data indicating the difference between the coded block and the predictive block.
An intra-coded block is encoded according to an tntra-coding mode and the residual
data. For further compression, the residual data may be transformed from the pixel
domain to a transform domain, resulting in residual transform coefficients, which then
may be quantized. The quantized transform coefficients, initially arranged in a two-
dimensional array, may be scanned in order to produce a one-dimensional vector of
transtormo coefficients, and cutropy coding may be applied to achicve even more

compression,

SUMMARY
{80066} In goneral, this disclosure describes techniques for performing intra-prediction
for video coding. More particularly, this disclosure describes techniques for coding
video data that include a mode for intra prediction of blocks of video data from
predictive blocks of video data within the same picture. Intra prediction of blocks of
video data from predictive blocks of video data within the same picture may be referred
to herein as Intra Bloek Copy (IntraBC) or Intra Motion Compensation (IntraMC).
(8047} The IntraBC or IntraMC techniques of this disciosure may nclude identifying
predictive block of video data for the current block of video data, wherein the predictive

block of video data is a reconstructed block of video data within the same picture as the
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current block of video data. The predictive block of video data may be from within an
intended region that is within the picture, e.g., a region above, above-right, above-left,
and/or left of the current block of video data. The predictive block of video data is not
limited to being either above or left of the current video block and, consequently, the
vector used to identify the predictive block relative to the current block is not
necessarily and one-dimensional vector. Instead, to identify or determine the predictive
block of video data, a video coder may code one or more syntax elements that define a
two-dimensional vector that includes a horizontal displacement component and a
vertical displacement component relative to the current block of video data. The two-
dimensional vector may be referred to as a block vector or motion vector.

[0008] The techniques of this disclosure may improve the efficiency and accuracy of
predicting current video blocks based on previously coded video blocks in the same
picture using IntraBC, which may be referred to as IntraMC, by considering additional
reconstructed blocks of video data as possible predictive blocks for the current block of
video data, e.g., by not limiting predictive blocks to being above or left of the current
block. In some examples, the techniques of this disclosure may improve the efficiency
and accuracy of predicting current video blocks based on previously coded video blocks
in the same picture using IntraBC by defining the intended area to include reconstructed
samples without in-loop filtering, such as deblocking and sample adaptive offset (SAO)
filtering. In some examples, the techniques of this disclosure may improve the
efficiency and accuracy of predicting current video blocks based on previously coded
video blocks in the same picture using IntraBC by enabling a video coder to identify
and code a predictive two-dimensional vector the current two-dimensional vector, e.g.,
block vector or motion vector, of the current block of video data.

[0009] One aspect of an embodiment of the disclosure provides a method of decoding
video data including a mode for intra prediction of blocks of video data from predictive
blocks of video data within the same picture, the method comprising: for a current block
of video data that is a first video block in a largest coding unit, receiving, in an encoded
video bitstream, one or more syntax elements that define a residual horizontal
displacement component and a residual vertical displacement component of a residual
two-dimensional vector; determining a horizontal displacement component of a two-
dimensional vector and a vertical displacement component of the two-dimensional
vector based on the residual horizontal displacement component and the residual

vertical displacement component of the residual two-dimensional vector and based on a
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default predictive two-dimensional vector; determining a predictive block of video data
for the current block of video data based on the horizontal displacement component and
the vertical displacement component of the two-dimensional vector, wherein the
predictive block of video data is one of a plurality of reconstructed blocks of video data
within an intended region within the same picture as the current block of video data, and
wherein the intended region comprises a limited set of the plurality of reconstructed
blocks of video data, and the predictive block of video data is within the intended
region, wherein the intended region is limited to the limited set of the plurality of
reconstructed blocks of video data within the same picture that have not been in-loop
filtered; and reconstructing the current block of video data by adding the predictive
block of video data to the residual block.

[0010] Another aspect of an embodiment of the disclosure provides a method of
encoding video data including a mode for intra prediction of blocks of video data from
predictive blocks of video data within the same picture, the method comprising: for a
current block of video data that is a first video block in a largest coding unit, defining an
intended region within the same picture as the current block of video data, the intended
region comprising a set of previously encoded blocks of video data within the same
picture as the current block of video data, wherein the set of previously encoded blocks
comprises a plurality of reconstructed blocks of video data within the same picture that
have not been in-loop filtered; selecting a predictive block of video data for the current
block of video data from the set of previously encoded blocks of video data within the
intended region within the same picture as the current block of video data; determining
a two-dimensional vector, wherein the two-dimensional vector has a horizontal
displacement component and a vertical displacement component, wherein the horizontal
displacement component represents a horizontal displacement between the predictive
block of video data and the current block of video data and the vertical displacement
component represents a vertical displacement between the predictive block of video data
and the current block of video data; determining a residual horizontal displacement
component and a residual vertical displacement component based on a difference
between the two-dimensional vector and a default predictive two-dimensional vector;
determining a residual block by determining a difference between the current block of
video data and the predictive block of video data; and encoding, in an encoded video

bitstream, one or more syntax elements that define the residual horizontal displacement
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component and the residual vertical displacement component of the two-dimensional
vector and the residual block.

[0011] Another aspect of an embodiment of the disclosure provides a device comprising
a video decoder configured to decode video data using a mode for intra prediction of
blocks of video data from predictive blocks of video data within the same picture,
wherein the video decoder comprises: a memory configured to store video data; and one
or more processors configured to: for a current block of the video data that is a first
video block in a largest coding unit, receiving, in an encoded video bitstream, one or
more syntax elements that define a residual horizontal displacement component and a
residual vertical displacement component of a residual two-dimensional vector;
determining a horizontal displacement component of a two-dimensional vector and a
vertical displacement component of the two-dimensional vector based on the residual
horizontal displacement component and the residual vertical displacement component of
the residual two-dimensional vector and based on a default predictive two-dimensional
vector; determine a predictive block of video data for the current block of video data
based on the decoded syntax elements that define the horizontal displacement
component and the vertical displacement component of the two-dimensional vector,
wherein the predictive block of video data is one of a plurality of reconstructed blocks
of video data within an intended region within the same picture as the current block of
video data, wherein the intended region comprises a limited set of the plurality of
reconstructed blocks of video data, and the predictive block of video data is within the
intended region, wherein the intended region is limited to the limited set of the plurality
of reconstructed blocks of video data within the same picture that have not been in-loop
filtered; and reconstruct the current block of video data by adding the predictive block
of video data to the residual block.

[0012] Another aspect of an embodiment of the disclosure provides a device comprising
a video encoder configured to encode video data using a mode for intra prediction of
blocks of video data from predictive blocks of video data within the same picture,
wherein the video encoder comprises: a memory configured to store an encoded video
bitstream; and one or more processors configured to: for a current block of video data
that is a first video block in a largest coding unit, define an intended region within the
same picture as the current block of video data, the intended region comprising a set of
previously encoded blocks of video data within the same picture as the current block of

video data, wherein the set of previously encoded blocks comprises a plurality of
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reconstructed blocks of video data within the same picture that have not been in-loop
filtered; select a predictive block of video data for the current block of video data from
the set of previously encoded blocks of video data within the intended region within the
same picture as the current block of video data; determine a two-dimensional vector,
wherein the two-dimensional vector has a horizontal displacement component and a
vertical displacement component, wherein the horizontal displacement component
represents a horizontal displacement between the predictive block of video data and the
current block of video data and the vertical displacement component represents a
vertical displacement between the predictive block of video data and the current block
of video data; determine a residual horizontal displacement component and a residual
vertical displacement component based on a difference between the two-dimensional
vector and a default predictive two-dimensional vector; determine a residual block by
determining a difference between the current block of video data and the predictive
block of video data; and encode, in the encoded video bitstream, one or more syntax
elements that define the residual horizontal displacement component and the residual
vertical displacement component of the two-dimensional vector and the residual block.
[0013] Another aspect of an embodiment of the disclosure provides a device comprising
a video coder configured to code video data using a mode for intra prediction of blocks
of video data from predictive blocks of video data within the same picture, wherein the
video coder comprises: means for coding a video bitstream that includes one or more
syntax elements that define a residual horizontal displacement component and a residual
vertical displacement component of a two-dimensional vector and a residual block for a
current block of video data that is a first video block in a largest coding unit; and means
for determining a predictive block of video data for the current block of video data;
means for determining a horizontal displacement component of a two-dimensional
vector and a vertical displacement component of the two-dimensional vector based on
the residual horizontal displacement component and the residual vertical displacement
component of a residual two-dimensional vector and based on a default predictive two-
dimensional vector, wherein the horizontal displacement component of the two-
dimensional vector represents a horizontal displacement between the predictive block of
video data and the current block of video data and the vertical displacement component
of the two-dimensional vector represents a vertical displacement between the predictive
block of video data and the current block of video data, wherein the predictive block of

video data is one of a plurality of reconstructed blocks of video data within an intended
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region within the same picture as the current block of video data, and wherein the
intended region comprises a limited set of the plurality of reconstructed blocks of video
data, and the predictive block of video data is within the intended region, wherein the
intended region is limited to the limited set of the plurality of reconstructed blocks of
video data within the same picture that have not been in-loop filtered, and wherein the
residual block represents a difference between the current block of video data and the
predictive block of video data.

[0014] Another aspect of an embodiment of the disclosure provides a non-transitory
computer-readable storage medium having stored thereon instructions for coding video
data including a mode for intra prediction of blocks of video data from predictive blocks
of video data within the same picture that, when executed, cause one or more processors
to: code a video bitstream that includes one or more syntax elements that define a
residual horizontal displacement component and a residual vertical displacement
component of a two-dimensional vector and a residual block for a current block of video
data that is a first video block in a largest coding unit; and determine a predictive block
of video data for the current block of video data; determine a horizontal displacement
component of a two-dimensional vector and a vertical displacement component of the
two-dimensional vector based on the residual horizontal displacement component and
the residual vertical displacement component of a residual two-dimensional vector and
based on a default predictive two-dimensional vector, wherein the horizontal
displacement component of the two-dimensional vector represents a horizontal
displacement between the predictive block of video data and the current block of video
data and the vertical displacement component of the two-dimensional vector represents
a vertical displacement between the predictive block of video data and the current block
of video data, wherein the predictive block of video data is one of a plurality of
reconstructed blocks of video data within an intended region within the same picture as
the current block of video data, wherein the intended region comprises a limited set of
the plurality of reconstructed blocks of video data, and the predictive block of video
data is within the intended region, wherein the intended region is limited to the limited
set of the plurality of reconstructed blocks of video data within the same picture that
have not been in-loop filtered, and wherein the residual block represents a difference

between the current block of video data and the predictive block of video data.
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[0015] The details of one or more embodiments are set forth in the accompanying
drawings and the description below. Other features, objects, and advantages will be

apparent from the description and drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS
[0016] FIG. 1 is a block diagram illustrating an example video encoding and decoding
system that may utilize the techniques described in this disclosure.
[0017] FIG. 2 is a conceptual diagram illustrating an example predictive block of video
data within a current picture for predicting a current block of video data within the
current picture according to the techniques of this disclosure.
[0018] FIG. 3 is a conceptual diagram illustrating an example technique for defining an
intended region, from which a predictive block of video data may be selected.
[0019] FIGS. 4A-4C are conceptual diagrams illustrating boundaries for defining an
intended region relative to samples of video data that are deblock filtered in a
neighboring largest coding unit.
[0020] FIGS. 5A-5C are conceptual diagrams illustrating boundaries for defining an
intended region relative to samples of video data that are deblock filtered and sample
adaptive offset (SAO) filtered in a neighboring largest coding unit.
[0021] FIG. 6 is a conceptual diagram illustrating a boundary for defining an intended

region relative to samples of video data that are deblock filtered in a neighboring largest

coding unit.
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16622} FIG. 7 is a conceptual diagram an example of a current block of video data and
neighboring blocks of video data from which candidate predictive vectors for the
current block of video data may be derived.

(8023} FIQG. ¥ is a block diagram illustrating an cxample videe encoder that may
mplement the techniques described in this disclosure.

[8024] FIQG. 9 is a block diagram illustrating an example video decoder that may
implement the techniques described in this disclosure.

16028} FIG. 10 s a flow diagram illustrating an cxample method for encoeding video
data inchiding a mode for intra prediction of blocks of video data from predictive blocks
of video data within the same picture.

[8026] FIG. 11 s a flow diagram illustrating an example method for decoding video
data including a2 mode for intra prediction of blocks of video data from predictive blocks
of video data within the same picture.

186271 FIG. 12 s a flow disgram illustrating an cxample method that includes deriving
& two-dirnensional vecior for a bleck of chroma video data from a two-dimensional
vector of a corresponding block of tuma video data.

(8028} FIG. 13 is a flow diagram illustrating an example method encoding video data
including a mode for intra prediction of blocks of video data from predictive blocks of
video data within the same picture that includes determining predictive two-dimensional
VeCtors.

18629} FIG. 14 s a flow diagram illustrating an example method decoding video data
inchading 2 mode for infra prediction of blocks of video data from predictive blocks of
video data within the same picture that mcludes determining predictive two-dimensional
veotors.

[8038] FIG. 15 is a flow diagram illustrating an example method for determining

predictive two-dimensional vector candidates for a current bleck of video data.

DBETAILED DESCRIPTION
180311 A video sequence is generally represented as a sequence of pictures. Typically,
block-based coding techniques are used to code each of the individual pictures. That s,
cach picture is divided into blocks, and cach of the blocks is mdividually coded.
Coding a block of video data gencerally involves forming a predicted value for the block
and coding a residual value, that is, the difference between the original block and the

predicted valae. Specifically, the original block of video data inchudes a matrix of pixel
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vatucs, and the predicted value includes a matrix of predicted pixel values. The residual
vatue corresponds to pixel-by-pinel differences between the pixel valaes of the original
block and the predicted pixel values.

(8032} Prediction techniques for a block of video data are generally categorized ag
mira-prediction or inter-prediction. fntra-prediction, or spatial prediction, generally
mvolves predicting the block from neighboring pixel values that are part of previcusly
coded blocks. Imter-prediction, or temporal prediction, generally involves predicting the
block from pixel values of proviously coded pictures (e.g., frames or slices).

18633} Many applications, such as remote desktop, remote gaming, wireless displays,
automotive infotainment, cloud computing, and others, are becoming routine in daily
lives. Video contents in these applications are usually combinations of natural content,
text, artificial graphics, and other contents. In text and artificial graphies regions,
repeated patierns (such as characters, icons, symbols, or the like) often exist.

18434} Intra prediction of biocks of video data from predictive blocks of video data
within the same picture, which may be referred to as Tntra Bleck Copy (JutraBC) or
Intra Motion Compensation {IntraMC}, s a technigue which may enable a video coder
to remove such redundancy, and improve intra-frame coding efficiency. In some video
coding techniques, video coders may use blocks of previoushy reconstructed video data
that are cither directly above or below or directly in line horizontally with the current
block of video data in the same picture for prediction of the current video block. In
other words, if a picture or frame of video data is imposed on a 2-D grid, each block of
video data would ocecupy a unigue range of x-values and y-values. Accordingly, some
video coders may predict a current block of video data based on blocks of previously
coded video data in the same picture that share only the same set of x-values (i.e.,
vertically in-line with the corrent video block) or the same set of y-values (ic.,
horizontally in-line with the current video block),

68035} It may be advantageous for a video coder to predict a current video block from a
previously reconstructed block of video data within the same frame, 1.¢., same picture,
that 18 not necessarily directly above or lett (or divectly right or below), the current
block of video data. By including more video blocks in the predictive set, a video coder
may achieve more accurate prediction of the current video block, thereby imcreasing
coding cfficiency.

(8036} In goveral, this disclosure describes techniques for coding video data that

melade a mede for mtra prediction of blocks of video data from predictive blocks of
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video data within the same picture, which may be referred to as an IntraBC or IntraMC
mode. The IntraBC or IntraMC techniques of this disclosure may melude identifying
predictive block of video data for the current block of video data, whercin the predictive
block of video data s a reconstructed block of video data within the same picture as the
current block of video data. The predictive block of video data may be from within an
intended region that is within the picture, ¢.g., a region above, above-right, above-loft,
and/or left of the current block of video data. The predictive block of video data is not
fimited to being cither above or left of the current video block and, consequently, the
vector used to identify the predictive block relative to the current block is not
necessarily and one-dimensional vector. Instead, to identify or determine the predictive
block of video data, a video coder may code one or more syntax clements that define a
two-dimensional vector that inchides a horizontal displacement component and a
vertical displacement component relative to the current block of video data. The two-
dimensional vector may be referred to as a block vector or motion vector.

160371 The techniques of this disclosure may improve the efficiency and accuracy of
predicting current video blocks based on previcusly coded video blocks n the same
picture using IntraBC or IntraMC by considering additional reconstracted blocks of
video data as possible predictive blocks for the currerd block of video data, ¢.g., by not
bimiting predictive blocks to being above or left of the corrent block. In some examples,
the techniques of this disclosure may improve the efficiency and accuracy of predicting
current video blocks based on previously coded video blocks in the same picture using
IntraBC by defining the imtended region to inchude reconstructed samples without in-
loop filtering, such as deblocking and sample adaptive offsct (SAQ) fitering. Insome
examples, the techniques of this disclosire may improve the efficiency and accuracy of
predicting current video blocks based on previcusly coded video blocks in the same
picture using IntraBC by enabling a video coder to identify and code a predictive two-
dimensional vector the current two-dimensional vector, e.g., block vector or motion
vector, of the current block of video data.

16038} FIG. 1 is a block diagram illustrating an example video encoding and decoding
system that may implement one or more of the techniques described herein. As used
herein, the term “video coder” refers generically to both video encoders and video
decoders. In this disclosure, the terms “video coding™ or “coding” may refer gencrically

to video encoding or video decoding.
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186391 As shown in FIG. 1, system 10 includes a source device 12 that provides
encoded video data to be decoded by a destination device 14, In particular, sowree
device 12 provides the video data to destination device 14 via a computer-readable
medium 16, Source device 12 and destination device 14 may corprise any of a wide
range of devices, including desktop computers, notebook {i.¢., laptop) computers, tablet
computers, set-top boxes, telephone handsets such as sg-called “smart” phones, so-
called “smart” pads, televisions, cameras, display devices, digital media players, video
gaming consoles, video streaming device, or the like. ¥n sorae cases, source device 12
and destination device 14 may be equipped for wircless communication.

{8648} Destination device 14 may receive the encoded video data to be decoded via
computer-readable medivm 16, Computer-readable mediurn 16 may comprise any type
of medium or device capable of moving the encoded video data from source device 12
to destination device 14, In one example, computer-readable mediom 16 may comprise
a comumunication medium to enable source device 12 to transmit encoded video data
directly to destination device 14 jn real-time. The eocoded video data may be
modulated according to a commumication standard, such as a wireless communication
protocol, and transmitted to destination device 14, The commaunication medivm may
comprise any witeless or wired communication medium, such as a radio frequency (RF)
spectrum or one or more physical transmission ines. The commumication medium may
form part of a packet-based network, such as a local area network, 2 wide-area network,
or a global network such as the Internet. The communication medivm may include
rourters, switches, base stations, or any other equipruent that reay be useful to faciuate
communication from source device 12 to destination device 14,

(80411 In some examples, computer-readable mediom 16 may comprise a storage
device, and source device may ouiput encoded video data via ouiput interface 22 to the
storage device. Similarly, encoded data may be accessed from the storage device by
mput interface 28, The storage device may inchude any of a variety of distributed or
locally accessed data siorage media such as a hard drive, Blu-ray discs, DVDs, CD-
ROMs, tlash memory, volatile or non-volatile memory, or any other suitable digital
storage media for storing encoded video data. For example, a computing device of a
medium production facility, such as a disc stamping facility, may receive encoded video
data from source device 12 and produce a disc containing the encoded video data.
Therefore, computer-readable medium 16 may be understood to include one or more

computer-readable media of various forms, in variocus examples. In a further example,



WO 2014/205339 PCT/US2014/043397

i1

the storage device may correspond to a file server or another intermediate storage device
that may store the encoded video generated by source device 12, Destination device 14
may access stored video data from the storage device via streaming or download. The
file server may be any type of server capable of storing encoded video data and
transmitting that encoded video data to the destination device 14, Example file servers
mclade a web server {e.g., for a website), an FTP server, network attached storage
(NARS) devices, or a local disk drive. Destination device 14 may access the encoded
video data through any standard data connection, jncluding av foteroet connection. This
may include a wireless chamnel {¢.g., 8 Wi-Fi connection), a wired connection {¢.g.,
DSL, cable modem, ¢tc.), or a combination of both that is suitable for accessing
encoded video data stored on a file server. The transmission of encoded video data
from the storage device may be a streaming transmission, a download transmission, or a
combination thereof.

18842} The techniques of this disclosure are not necessartly Hmited to wireless
applications or settings. The techniques may be applied to video coding in support of
any of a varicty of multimedia applications, such as over-the-air television broadeasts,
cable television {ransmissions, satellite television transmissions, Internet streaming
video transmissions, such as dynamic adaptive streaming over HTTP (DASH), digital
video that is encoded onto a data storage mediom, decoding of digital video stored on a
data storage medium, or other applications. In some examples, system 10 may be
configured to support one-way of two-way video {ransmission to support applications
such as video streaming, video playback, video broadeasting, and/or video telephony.
16043} FIG. 1 is merely an example and the techmiques of this disclosure may apply 1o
video coding settings {¢.g., video encoding or video decoding} that do not necessarily
inchide any data communication between the encoding and decoding devices. In other
examples, data is retricved from a local memory, streamed over a network, or the like.
A video encoding device may encode and store data to memory, and/or a video decoding
device may retrieve and decode data from memory. In many cxamples, the encoding
and decoding s performed by devices that do not communicate with one ancther, but
simply encode data to memory and/or retrieve and decode data from memory.

{8644} In the example of FIG. 1, scurce device 12 includes video source 18, video
encoder 20, and output interface 22. Destination device 14 inclades imput interface 28,
video decoder 30, and display device 32, In other examples, a source devicec and a

destination device may include other components or arrancements. For example, source
) o 9
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device 12 may receive video data from an external video source 18, such as an external
camera, Likewise, destination device 14 may interface with an exiernal display device

32, rather than including an integrated display device 32.

encoding and/or decoding device may perform the techniques described herein.
Although gencrally the techniques of this disclosure are performed by a video encoding
device, the techniques may also be performed by a video encoder/decoder, typically
referred to as a “CODEC” Moreover, the techniques of this disclosure may alse be
performed by a video preprocessor. Source device 12 and destination device 14 are
merely exampies of such coding devices in which source device 12 generates coded
video data for transmission to destination device 14. In some examples, devices 12, 14
may operate in 4 substantially symmetrical manner such that each of devices 12, 14
include video encoding and decoding components. Hence, system 10 may support one-
way of two-way video {ransmission between video devices 12, 14, e.g., for video
streaming, video playback, video broadcasting, or video telephouny.
18846} Video source 18 of source device 12 may include a video capture device, such as
a video camera, a video archive containing previously captured video, and/or a video
ced interface to receive video from a video content provider. As a further altornative,
video source 18 may generate computer graphics-based data as the source video, or a
combination of live video, archived video, and computer-generated vides. In some
cases, if video source 18 is a video camera, source device 12 and destination device 14
may form sc-called camera phounes or video phones. As mentioned above, however, the
techniques deseribed in this disclosure may be applicable to video coding in general,
and may be applied to wireless and/or wired applications. In cach case, the captured,
pre-capiured, or computer-generated video may be encoded by video encoder 20, The
encoded video information may then be output by output trderface 22 onto a coraputer-
readable medium 16, Tn some examples, output interface 22 may include a
modulator/demodulator (modem) and/or a transmitier.
18047} Input interface 28 of destination device 14 receives information from computer-
readable mediom 16, In some examples, input interface 28 mecludes a receiver and/or a
modem. The information of compoter-readable mediom 16 may inchide an encoded
video bitstream, which may inchude encoded video data and other syntax information
defined by video encoder 20, which is used by video decoder 30, and that describes

characteristics and/or processing of blocks and other coded units, e.g., slices, pictures,
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groups of pictures (GOPs), or video data. Display device 32 displavs the decoded video
data to a user, and may comprise any of a variety of display devices such as a cathode
ray tube {CRT), a liquid crystal display (LCD), a plasma display, an organic light
emitting diode (OLED) dispiay, or another type of display device.

[8848] Video encoder 20 and video decoder 30 each may be implemented as any of a
variety of suitable encoder circuitry, such as one or more microprocessors, digital signal
processors {BSPs), application specific integrated circuits {ASICs), field programmable
gate arrays (FPGAs), discrete logic, software, hardware, firmware or any combinations
thercof. When the techmiques are implemented partially in software, a device may store
mstroctions for the software in a suitable, non-transitory computer-readable medium and
execute the instructions in hardware using one or more processors to perform the
techniques of this disclosure. Each of video encoder 20 and video decoder 30 may be
mcladed in one or more encoders or decoders, either of which may be integrated as part
of a combined encoder/decoder (CODEC) in a respective device. Although not shown in
FIG. 1, in some aspects, video encoder 20 and video decoder 30 may cach be integrated
with an audio encoder and decoder, and may fnclude appropriate MUX-DEMUX units,
or other hardware and software, to handle encoding of both audio and video in a
common data stream or separate data streams. {f apphicable, MUX-DEMUX units may
conform to the ITU H.223 mubtiplexer protocol, or other protocols such as the user
datagram protocol (UDP).

18849} This disclosure may generally refer to video encoder 20 “signaling” certain
information to another device, such as video decoder 30. The term “signaling” may
generally refer to the commumication of syntax clements and/or other data used to
decode the compressed video data. Such commumication may ceour in real- or near-
real-time. Alternately, such communication may occur over a span of time, such as
ouight oceur when storing syntax clements 1o a computer-readable storage medium in an
encoded bitstream at the time of encoding, which then may be retrieved by a decoding
device at any time after being stored to this mediom.

18858] Video encoder 20 and video decoder 30 are described in this disclosure, for
purposes of ithustration, as being configured 1o operate according o one or more video
coding standards. However, the techniques of this disclosure are not necessarily limited
to any particular coding standard, and may be applied for a varicty of different coding

standards.
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160581} Video encoder 20 and video decoder 30 may operate according to a video coding
standard, such as the High Efficiency Video Coding (HEV() standard presently under
development, including any cxtensions, modifications, or additions, and may conform to
the HEVC Test Model (HM). Alternatively, video encoder 20 and video decoder 30
may operate according to other proprictary or industry standards, such as the ITU-T
H.264 standard, alternatively referred to as MPEG-4, Part 10, Advanced Video Coding
{AVC), or extensions of such standards. The techuiques of this disclosure, however, are
not Htted to any pacticular coding standard. Other examples of video coding standards
include MPEG-2 and 1TU-T H.263.

[6052] Examples of other proprietary or industry standards include the ITU-T H.261,
I1SO/MEC MPEG-1 Visual, ITU-T H.262 or ISOMEC MPEG-2 Visual, ITU-T H.263,
ISOAEC MPEG-4 Visual and ITU-T H.264 (also known as ISO/AEC MPEG-4 AV(),
mclading its Scalable Video Coding (SVC) and Multiview Video Coding (MVC)
extensions, or extensions of, modifications of, or additions to, such standards.
Farthermore, there is an ongoing offort to generate a three-dimensional video (3DV)
coding extension to H.264/AVC, namely AVC-based 3DV, In other words, example
video coding standards mmchude ITU-T H.261, ISO/TEC MPEG-1 Visual, ITU-T H.262
or ISOAEC MPEG-2 Visual, ITU-T H.263, ISO/IEC MPEG-4 Visual and ITU-T H.264
{also known as ISO/IEC MPEG-4 AVQ), including its Scalable Video Coding (SVC)
and Multi-view Video Coding (MVC) extensions. The H.264 standard is described in
ITU-T Recommendation H.264, Advanced Video Cading for generic audiovisual
services, by the ITU-T Study Group, and dated March, 2005, which may be referred to
herein as the H.264 standard or H.264 specification, or the H.264/AVC standard or
specification. The Joint Video Team (JVT) continues to work on extensions to
H.264/MPEG-4 AVC. A recent joint draft of MV C is described in “Advanced video
coding for generic audiovisual services,” ITU-T Recommendation H.264, Mar. 2010,
{8053} In addition, there is a new developed video coding standard, namely High
Efficiency Video Coding (HEV(), developed by the Joint Collaboration Team on Video
Coding (JCT-VC) of ITU-T Video Coding Experts Group (VCEG) and ISO/IEC
Motion Pictare Experts Group (MPEG). In the exampie of FIG. 1, video encoder 20
and video decoder 30 may operate according to HEVC. Bross et al., “High Efficiency
Video Coding (HEVC) text specification draft 10 (for FDIS & Last Call), Joint
Collaborative Team on Video Coding (JCT-VO) of ITU-T 5G 16 WP 3 and ISO/AEC
JTC 1/SC29/WG 1, 12th Meeting: Geneva, CH, 14-23 Jan. 2013, document JCTVC-
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L1003 v34, which as of October 17, 2013 s available from: hitp:/phenix. int-

evryv.iv/jct/doc end user/documents/12 Geneva/wsl VICTVC-L1003-v34 zip

hereinafter, “JCTVC-L1003-v34”, the entire content of which is incorporated by
reforence, is a recent draft of HEVC. The version of HEVC defined in JCTVC-L1003-
v34 may be referred to as HEVC version § or “HEVC v1” McCann et al, “High
Efficiency Video Coding (HEVC) Test Model 12 (HM 12) Encoder Description,”

document JCTVC-N1002, available from htip://phenix int-

evry. fi/ict/doc end user/current document.phn?id=8143, the entire content of which 1s

mcorporated by reference, 1s 4 recent encoder deseription of HEVC.

[8054] Two extensions of HEVC sapporting 3D services have been under development
by the Jotnt Collaboration Team on 3D Video coding (JCT-3V) of ITU-T Video Coding
Experts Group (VCEG) and [SO/IEC Motion Picture Experts Group (MPEG). The two
extensions are namely MV-HEVC and 3D-HEVC respectively. In the example of FIG.
1, video encoder 20 and video decoder 30 may operate according to MV-HEVC and/or
33-HEVC,

166585] MV-HEVC supports the coding of multiple (texture) views without changing
block level design. Tech etal, "MV-HEVC Draft Text §,” Joint Collaborative Team on
30 Video Coding Extension Development of F'TU-T 5G 16 WP 3 and ISO/IEC

JTC 1/SC 29/WG 1, document no. JCT3IV-E1004-v6, available from http:/phenix.it-

sudparis.cw/jct?/doc_end user/documents/S Vienna/wgl VICTIV-E1004-v6.zip, the

entire content of which is incorporated by reference, is a recent draft of MV-HEVC.
180586] 3D-HEVC codes multi-view video plus depth format and includes new coding
tools built in addition to the HEVC coding modules. The newly introduced coding tools
are applicable for both texture coding and depth coding. Tech et al,, “3D-JEVC Draft
Text 1,” Joint Collaborative Team on 3D Video Coding Extension Development of
ITU-T 858G 16 WP 3 and ISOAEC JTC 1/8C 29/WG 11, 5th Meeting: Vienna, AT, 27
Jul -2 Aug 2013, document no. JCTIV-EI001-v3, available from hitp:/phenixit-

sudparis.cw/iciZ2/doc end user/documents/S Vienna/wzl VICTIV-EIQ01-v3.zip, the

entive content of which 18 incorporated by refercnce, is a recent draft of 3D-HEVC. A
recent software 3D-HTM for 3D-HEVC can be downloaded from the following link:
[3D-HTM version &.0]:

https://heve hhi fraunhofer. de/svi/svn 3DV CSoftware/tass/HTM-8.0/. A recent

software description, Zhang et al,, “3D-HEVC Test Model 5,7 Joint Collaborative Team

on 3D Video Coding Extension Development of ITU-T 8G 16 WP 3 and ISO/IEC
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JTC 1/3C 29/W G 1, 5th Meeting: Vienna, AT, 27 Jul. =2 Aug. 2013, document
number: JCTIV-EL00S5, the entire content of which is incorporated by reference, is
available frony: hitp:/phenix. it-

sudpans.ew/jctd/doc end user/current document.phpfid=1360.

(88571 Additional development and extensions of the HEVC standard inchude the
HEV{ Range Extensions. An example of the HEVC Range Extensions is described in
Flyno et al., "High Efficiency Video Coding (HEVC) Range Extensions text
specification: Draft 4, Jomt Collaborative Team on Video Coding (JCT-VO) of ITU-T
SG 16 WP 3 and ISOAEC ITC 1/8C 29/WG 1H, Document JCTVC-NIG05_v3, 13th
Meeting: Incheon, KR, 18-26 April 2013, which is tncorporated herein by reference in
its entirety, and is available at:

bttpy//phenixant-evry.fi/ict/doc_end _user/current document. php?id=8139.
18088} In HEVC and other video coding specifications, a video sequence typically

mchides a series of pictures. Pictures may also be referred to as “frames.” A picture
may include three sample arrays, denoted 51, Scy, and S¢Sy is a two-dimensional array
(i.c., a block) of limua samples. Scp 18 a two-dimensional array of Ch chrominance
samples. Scyis a two-dimensional array of Cr chrominance samples. Chrominance
samples may also be referred to herein as “chroma” samples. In other instances, a
picture may be monochrome and may only include an array of fuma samples.

18659 The HEVC standardization offorts are based on an evolving model of a video
coding device referred to as the HEVC Test Model (HM). The HM presumes several
additional capabilities of video coding devices relative to existing devices according to,
e.g., ITU-T H.264/AVC. For cxample, whercas H.264 provides nine intra-prediction
encoding modes, the HM may provide as many as thirty-three intra-prediction encoding
modes.

18868] In general, the working mode! of the HM describes that video encoder 20 may
divide a video frame ot picture into a sequence of coding tree units (CTUs), also
referred to as largest coding units (LCUS) or trecblocks. Each of the CTUs may
comprise a coding tree block (CTB) of huna samples, two corresponding coding tree
blocks of chroma samples, and syniax structures used o code the samples of the coding
tree blocks. In 2 monoechrome picture or a picture comprising separate color planes, a
CTU may comprise a single coding tree block and syntax structures vsed to code the

sampics of the singie coding tree black.
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16661} Syntax data within a bitstream may define a size for the CTU, which is a largest
coding unit in terms of the number of pixels. A CTU may be an NxN block of samples.
The CTUs of HEVC may be broadly analogous {o the macroblocks of other video
coding standards, such as H.264/AVC. However, a CTU is not necessarily htted to 2
particular size and may include one or more coding units {CUs).

1808621 A video frame or picture may be partitioned into one or more slices. A slice
includes a number of consecutive CTUs in coding or scanning order. Each CTU may be
split into coding units (CUs) according to a quadtree. A CU may be an NxN block of
sarnples. In general, a quadiree data structure inchades one node per CU, with a root
node corresponding to the treeblock. 1fa CU is split into four sub-CUs, the node
corresponding to the CU mclades four leaf nodes, cach of which corresponds to one of
the sub-Cls. A CU or sub-CU, which may also be referred to as a CU, may comprise a
coding block of huma samples and two corresponding coding blocks of chroma samples
of a picturc that has a luma sample array, & Cb sample array, and a Cr sample array, and
syntax structures used to code the samples of the coding blocks. In a monochrome
picture or a picture comprising separate color planes, a CU may comprise a single
coding block and syntax structures used to code the samples of the single coding block.
8063} Each node of the quadires data structure may provide syntax data for the
corresponding CU. For example, a node in the quadtree may include a split flag,
mdicating whether the CU corresponding to the node is split into sub-CUs. Syntax
clements for a CU may be defined recursively, and may depend on whether the CU s
split into sub-CUs. if a CU s not split furthey, it is referred as a leat-CU. In this
disclosure, four sub-CUs of a leaf-CU will also be referred to as leaf-CUs even if there
is no explicit splitting of the original leaf-CU. For example, if a CU at 16x16 size is not
split further, the four 8x8 sub-CUs will also be referved to as leaf-CUs although the
16x16 CU was never split. Syntax data associated with a coded bitstream may define a
maximum number of times a wweeblock may be sphit, veferred to as a maximum CU
depth, and may also define a minimum size of the coding nodes. Accordingly, a
bitstream may also define a smallest coding vntt (SCU).

16064} A CU includes a coding node and prediction units (PUs) and transtorm units
{TUs) associated with the coding node. A size of the CU corresponds to a size of the
coding node and must be square in shape. The size of the CU may range from 8x¥

pixels up to the size of the treeblock with a maximum of 64x64 pixels or greater. In
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general, video encoder 20 and video decoder 30 code each CU with one mode, e.g.,
ntra prediction or inter prediction.

(8665} Each CU may contain one or more PUs and ong or more TUs. Syntax data
associated with a CU may describe, for example, partitioning of the CU into one or
more PUs. Partitioning modes may differ between whether the CU 1s skip or direct
mode encoded, mtra-prediction mode encoded, or inter-prediction mode encoded. PUs
may be partitioned to be non-square {c.g., rectangular) in shape. Syntax data associated
with a CU may also describe, for example, partitioning of the CU into one or more TUs
according to a quadivee. A TU can be square or non-square {e.g., rectanguolar) in shape.
[8866] PUs and TUs of a CU may comprise a prediction block of huna samples, two
corresponding prediction blocks of chroma samples of a picture, and synfax structures
used to predict the prediction block samples. Video encoder 20 may generate predictive
toma, Ch, and Cr blocks for luma, Ch, and Cr prediction blocks of each PU of the CUL
In a3 monochrome picture or 3 picture comprising separate color planes, a PU may
comprise a single prediction block and syntax structures used fo predict the single
prediction block.

[8067] Video encoder 20 and video decoder 30 may support PUs having various sizes.
Assuing that the size of a particular CU is 2NxIZN, video eocoder 20 and video
decoder 30 may support intra-prediction in PU sizes of 2Nx2N or NxN, and nter-
prediction in sypmmetric PU sizes of ZNx2N, ZNxN, Nx2N, or NxN. Video encoder 20
and video decoder 30 may alse support asymmctric partitioning for inter-prediction in
PU sizes of 2Nxoll, 2Nxnb, nlLx2N, and nRxZN. In asymmeiric partitioning, one
direction of a CU is not partitioned, while the other direction is partitioned into 25% and
75%. The portion of the CU corresponding to the 25% partition is indicated by an “n”
followed by an indication of “Up”, “Down,” “Left,” or “Right.” Thus, for example,
“INxnU” refers to a ZNx2IN CU that is partiioned herizontally with a 2Nx0O.5N PU on
top and a ZNx1.5N PU on bottom.  In HEVC, the smallest PU sizes are %x4 and 4x8.
18668} In this disclosure, “NxN” and “N by N” may be used interchangeably to refer to
the pixel dimensions of a video block in terms of vertical and horizontal dimensions,
e.z., 16x16 pixels or 16 by 16 pixels. In general, a 16x16 block will have 16 pixels ina
vertical direction {y = 16} and 16 pixels in a horizontal direction (x = 16). Likewise, an
NxN block gencrally has N pixels in a vertical direction and N pixels in a horizontal
direction, where N represonts a nonnegative integer value, The pixels in a block may be

arranged i rows and colunmms. Moreover, blocks need not necessarily have the same
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number of pixels n the horizontal divection as in the vertical direction. For example,
blocks may comprise NxaM pixels, where M is not necessarily equal to N

18069} In general, a PU represents a spatial arca corresponding to all or a portion of the
corresponding CU, and may include data for retrieving a reference saraple for the PU.
Moreover, a PU includes data related to prediction. For example, when the PU is intra-
mode encoded, data for the PU may deseribe an mtra-prediction mode for a prediction
block corresponding to the PU.

180781 As another example, when the PU is inter-mode encoded, the PU may include
data defining one or more motion vectors for the PU. The data defining the motion
vector for a PU may deseribe, for example, a horizontal component of the motion
vector, a vertical component of the motion vector, & resolution for the motion vector
{e.g., one-quarter pixel precision or one-cighth pixel precision). The PU may also
mclade data identifying a reference picture to which the motion vector points, such as
an index into reference picture list that inchudes the reference picture.

16471} Inter prediction may be uni-directional (i.e., uni-prediction) or bi-dircctional
(i.c., bi-prediction). To perform uni-prediction or bi-prediction, video encoder 20 andd
video decoder may generate a first reference picture list (RefPicList0) and a second
reference picture list {RefPiclistl) for a current picture. Bach of the reference picture
hists may inclode one or more reference pictures. After a reference picture list is
constructed (namely RefPicList0 and RefPicList! if available), a reference index to a
reference picture st can be used to identify any reference picture included in the
reference picture list.

160721 A reference picture may be a previous pictare in temporal, ¢.g., display, order, a
future pictire, or a combination of predictions from two or more previcusly encoded
pictures. Video coders, e.g., video encoder 20 and video decoder 30 use picture order
court (POC) to identify a tomporal order of a picture. Video coders also use POC
values of pictures for reference picture list construction and mwotion vector scaling.
Video encoder 20 or video decader 30 may store the reference pictures in a reference
picture memory, ¢.g., reference pictare memory 368 (FIG. 8) and reference picture
memory 396 (FIG. 9y

{8673} When a current video block, e.g., PU, is coded using IntraBC according to the
techniques of this disclosure, dats defining a two-dimensional vector (which may be
referred to 28 a block vector, motion vector, or displacement vector) for the block may

describe, for example, a horizontal component of the motion vector, a vertical
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component of the motion vector, a resolution for the motion vector {e.g., one-quarter
pixel precision or one-eighth pixel precision). However, the data of the PU predicted
using fntraBC according to the techniques of this disclosure need not identify a
reference picture to which the motion vector poinds, as the refercoce block is within
same frame or pictares as the current video block.

[8074] After video encoder 20 generates predictive luma, Ch, and Cr blocks for one or
more PUs of a CU, video encoder 20 may generate a fuma residual block for the CUL
Fach sample in the CU”s luma residual bleck indicates a difference between a huma
sample in a predictive luma block of a PU of the CU and a corresponding sample in the
CU’s original luma coding block. In addition, video encoder 20 may generate a Cb
residual block for the CU. Each sample in the CU%s Chb residual block may indicate a
difference between a Ch sample in a predictive Ch block of a PU of the CU and a
corresponding sample in the CU’s original Cb coding block. Video encoder 20 may
also generate a Cr residual block for the CU. Hach sample in the CU’s Cr residual block
may indicate a difference between & Cr samaple in a predictive Cr block of a PU of the
CU and a corresponding sample in the CU’s original Cr coding block.

{8673} A keaf-CU having one or more PUs may also include one or more transform
voits (TUs). A TU of a CLU may comprise a transform block of luma saoples, two
corresponding transform blocks of chroma samples, and syntax structures used to
transform the transform block samples. Video encoder 20 may transform pixel
difference values within the residual blocks associated with the TUs to produce
transtorra coefficients, which may be quardized. Video encoder 20 raay, for exanples,
apply discrete cosine transform (DCT), an integer transform, a wavelet transform, ora
cenceptually similar transform to the residual video data.

[8076] The TUs may be specitied using an ROT (also referred to as 8 TU quadtres
structure), as discussed above, For example, a split flag may indicate whether a leaf-CU
18 split into four tramsform units. Then, cach transform unit may be split further into
further sub-TUs. When a TU is not split further, it may be referred #o as a leafTU, TH
18 not necessarily fimited to the size of a PU. Thus, TUs may be larger or smaller than a
PU. Forintra coding, a PU may be collocated with a corresponding leaf-TU for the
same CU. In some examples, the maximum size of a leaf-TU may correspond to the
size of the corresponding leaf-CU. In general, this disclosure uses the terms CU and TU

to refer to leat-CU and leaf-TU, respectively, unless noted otherwise.
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18677 This disclosure may use the term “video unit,” “video block,” or “block of video
data” to refer to any one or more blocks of samples and syntax structures used to code
sampies of the one or more blocks of samples as described herein, Example types of
video blocks may include CTUs, CUs, PUs, or TUs in the context of HEVC, or similar
data stroctares in the context of other standards (e.g., macroblocks or macroblock
partitions thereof in H.264/AV(),

186781 Following any transforms to produce transform coefficients, video encoder 20
may perform guantization of the transform cocfficients. Quantization generally refers to
a process in which transform coefficients are quantized to possibly reduce the amount of
data vsed to represent the coefficients, providing further compression. The quantization
process may reduce the bit depth associated with some or all of the coefficients. For
example, an #-bit value may be rounded down to an m-bit value during guantization,
where » 18 greater than m.

186791 Following quantization, the video encoder may scan the transform coetficients,
producing a one-dimensional vecior from the two-dimensional matrix including the
quantized transform coctlicients. The scan may be designed to place higher energy (and
thercfore lower frequency) coefficients at the front of the array and to place lower
encrgy (and therefore higher frequency) coctlicionts at the back of the arvay. In some
examples, video encoder 20 may utilize a predefined scan order to scan the quantized
transform coefficients to produce a serialized vector that can be entropy encoded. In
other examples, video encoder 20 may perform an adaptive scan. After scanning the
guantized transform coctficients to form a one-dimensional vector, video encoder 20
may entropy encode the one-dimensional vector, e.g., according to context-adaptive
variable length coding (CAVLC), context-adaptive binary arithmetic coding (CABAC),
syntax-based context-adaptive binary arithmetic coding {SBAC), Probability Iuterval
Partitioning Entropy (PIPE} coding or another entropy encoding methodology. Video
encoder 20 may also entropy encode syntax clements associated with the encoded video
data for use by video decoder 30 in decoding the video data.

16086] To perform CABAC, video encoder 20 may assign a context within a context
maodel 10 a symbol to be transmitted. The context may relate to, for example, whether
neighboring valoes of the symbol are non-zero or not. To perform CAVLC, video
encoder 20 may sclect a variable length code for a symbol to be transmitted.
Codewords m VL may be counstructed such that relatively shorter codes correspond to

more probable symbols, while longer codes correspond to less probable symbols. In
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this way, the use of VLC may achieve a bit savings over, for example, using equal-
length codewords for cach symbol to be transmitted. The probability determination
may be basced on a context assigned to the symbol.

(8081} In addition, video encoder 20 may decode encoded pictures, ¢.g., by inverse
quantizing and inverse ransforming residual data, and combine the residual data with
prediction data. In this manner, video encoder 20 can simulate the decoding process
performed by video decoder 3. Both video encoder 20 and video decoder 30,
therefore, will have access to substantially the same decoded video data, ¢.g., pictures or
blocks from pictures, for use in intra-picture, inter-picture, or IntraBBC prediction.
{8682} Video encoder 20 may ouiput an encoded video bitstream that includes a
sequence of bits that form a representation of the coded pictures and associated data,
melading syntax clements. The bitstream may comprise a sequence of network
abstraction layer (NAL} units. Each of the NAL umnits may inclade a NAL unit header
and may encapsulate a raw byte sequence payload (RBSP). The NAL unit header may
nclude a syntax clement that indicates a NAL unit type code. The NAL unit type code
specified by the NAL unit header of a NAL onit ndicates the type of the NAL umit. A
RBSP may comprise a syntax strocture containing an integer mumber of bytes that is
encapsufated within a NAL unit. i some instances, an RBSP inclades zero biis.

[BOR3] Different types of NAL units may encapsulate different types of RBSPs. For
example, a first type of NAL unit may encapsulate an RBSP for a parameter set, 2
second type of NAL unit may cncapsulate an RBSP for a coded slice, a third type of
NAL unit may cocapsulate an RBSP for Supplomental Enbancerent Information (SED,
and so on. NMAL units that encapsulate RBSPs for video coding data (as opposed to
RBSPs for parameter sets and SEI messages) may be reforred to as video coding layer
{(VCL) NAL units. A NAL vnit that encapsulates a coded skice may be reforred to
herein as a coded slice NAL voyt. An RBSP for a ceded slice may include a slice header
and shice data.

18884} Video encoder 20 may inchide in the encoded video bitstream, o addition to the
encoded video data, syntax clements that inform video decoder how to decode a
particular block of video data, or grouping thereof. Video encoder 20 may include the
syntax elements in a varicty of syntax structures, ¢.g., depending on the type of video
structure (e.g., sequence, picture, slice, block) to which i refers, and how frequently its
value may change. For example, video encoder 20 may include syntax clements in

parameter sets, such as a Video Parvameter Set (VPS), Sequence Parameter Set (SPS), or
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Pictare Parameter Set (PPS). As other examples, video encoder 20 may inclade syntax
clements in SET messages and slice headers.

{8085} In general, video decoder 30 may perform a decoding process that is the inverse
of the encoding process performed by video encoder. For example, video decoder 30
may perform entropy decoding using the inverse of the entropy encoding techniques
used by video encoder to entropy encode the quantized video data. Video deceder 30
may further inverse quantize the video data osing the inverse of the quantization
techniques employed by video enceder 20, and may perform an foverse of the
transformation used by video encoder 20 to produce the transtorm coefficients that
quantized. Video decoder 30 may then apply the resulting residual blocks to adjacent
reference video data (indra-prediction), predictive blocks from another picture {(inter-
prediction), or predictive blocks from the same picture (IntraBC) to produce the video
block for eventoal display. Video decoder 30 may be configured, instructed, controlled
or directed to perform the inverse of the varicus processes performed by video encoder
20 based on the syntax clements provided by video encoder 20 with the encoded video
data in the bitstream received by video decoder 30,

[6086] Each picture may comprise a hima component and one or more chroma
components. Accordingly, the bleck-based encoding and decoding operations described
herein may be equally apphicable to blocks, e.g., CUs, PUs and TUs, including or
associated with huma or chroma pixel vahues.

186871 IntraMC (also referred to as fntraBC) is a dedicated technique which enables
removing tira-picture redundancy and improving the intra-frame ceding ctficioncy as
reported in Budagavi et al,, "AHGE: Video coding using Intra motion compensation,”
Deocument: JCTVC-MO350, foint Collaborative Team on Video Coding (JCT-VC) of
ITU-T 8G 16 WP 3 and ISO/AEC JTC 1/SC 29/WG 11, 13" Meeting: Incheon, KR, 18-
26 Apr. 2013 (hercimafier, “JCT-VC MO0O350™). JCT-VC MO350 is incorporated herein

by reference i ifs entivety, and is avatilable for download from http:/phenix int-
o 3

evry. fi/ict/doc_ond user/current document.php?id=7601. According o JCT-VC

MO350, IntraMC includes coding: (1) a one-dimeunsional offset or displacement vector
{also called here block vector, motion vector, or “MV™), which indicates the position of
the prediction signal, e.g., a block within the same frame or pictore, displaced from the
current video block, e.g., CU, together with (2) the residual signal. For CUs or other
blocks which use IotraMC, the prediction signals arc obtained from the already

reconstructed region in the same picture.
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16088} There are some Limitations of and problems associated with existing proposals
for IntraMC or IntraBC, e.g., as presented in JCT-VC MOG3S0. For example, according
to the IntraMC technigues presented in JCT-VC M350, the predictive block of video
data must be cither directly above or directly left of the current block of video data, 1.c.,
the search range for the predictive block only includes blocks direetly above or directly
feft of the current block of video data. Consequently, according to the IntraMC
technigues presented in JCT-VT M{O356, a video encoder only signals information
specifying a one-dimensional biock vector to a video decoder. The block vector is
cither horizontal displacement or vertical displacement, and the video encoder encodes
flag to signal the direction to the video decoder.

(808G} As anotber example, according to the TntraMC technigues presented in JCT-VC
MO350, the motion vector can point to a location outside the current LCU or CTU,
which may complicate the system design when LCU level pipelining need to be
supported. For example, when parallel coding is performed at the LCU level, other
LCUs in the same picture as the current LCU will not be reconstrucied during coding of
the current CU. Thus, Clls within such LCUs will be unavailable to provide the
prediction signal for IntraMC prediction. Additionally, according to the IntraMC
techniques preseuted in JCT-VC MO350, the motion vectors are encoded with fixed-
length code (FLC) coding, which may not be very effective.

186881 As described above, it may be advantageous for a video coder, e.g., video
encoder 20 and/or video decoder 30, to predict a current video block from a larger set of
previously-reconstrucied blocks of video data within the same frame, i.c., same picture,
rather than only vertical or horizontal neighboring blocks identified with one-
dimensional vectors. By including more video blocks in the predictive set, the video
coder may achicve more accurate prediction of the current video block, thereby
increasing coding efficiency. In some examples, a video coder, e.g., video encoder 20
and/or video decoder 30, may mmplement the techniques of this disclosure to improve
the cfficiency and accuracy of predicting current video blocks based on previously
coded video blocks in the same picture using IntraBC by defining the intended region
such that includes available reconstructed samples and, in some cases, samples for
which in-loop filtering, such as deblocking and sample adaptive offset (SAQ) filtering,
has not been performed. In some examples, the techniques of this disclosure may
improve the efficiency and accuracy of predicting current video blocks based on

previously coded video blocks 1n the same picture using IntraBC by enabling the video
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coder to identify and code a predictive two-dimensional vector of the carrent two-
dimensional vector, e.g., block vector or motion vector, of the current block of video
data. Additionally, in some exampics, video encoder 20 and/or video decoder 30 may
improve the efficiency and accuracy of predicting current video blocks based on
previeusly coded video blocks in the same picture using IntraBC by using different data
encoding and decoding techniques, which may be adaptive based on block size, block
position, or a variety of other factors.

16091} FIG. 2 is a conceptual diagranm dlustrating an example techoique for predicting a
current block of video data 102 within a current picture 103 according to a mode for
ntra prediction of blocks of video data from predictive blocks of video data within the
same picture according 1o this disclosure, e.g., according to an IntraBC mode in
accordance with the techniques of this disclosure. FIG. 2 illustrates a predictive block
of video data 104 within current picture 103, A video coder, ¢.g., video encoder 20
and/or video decoder 30, may use predictive video block 104 to predict current video
block 102 according to au IntraBC mode in accordance with the techniques of this
disclosure.

18692} Video encoder 20 selects predictive video block 104 for predicting current video
block 102 from a set of proviously reconstructed blocks of video data. Video encoder
29 reconstracts blocks of video data by inverse quantizing and inverse transforming the
video data that is also included in the encoded video bitstream, and summing the
resulting residual Blocks with the predictive blocks used to predict the reconstructed
blocks of video data. o the exaniple of FIG. 4, intended region 108 within picture 103,
which may also be referred to as an “intended arca” or “raster area,” inclades the set of
previcusly reconstracted video blocks. Video encoder 20 may define intended region
108 within picture 103 in varicty of ways, as described in greater detail below. Video
encoder 20 may sclect predictive video block 104 to predict current video block 102
from among the video blocks in intended region 108 based on an analysis of the relative
cfficiency and accuracy of predicting and coding current video block 102 based on
various video blocks within fntended region 108,

186931 Video encoder 20 determines two-dimensional vector 106 representing the
location or displacement of predictive video block 104 relative to current video block
102, Two-dimensional motion vector 106 includes horizontal displacement component
112 and vertical displacement comaponent 110, which respectively represent the

horizontal and vertical displacement of predictive video block 104 relative to current
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video block 102, Video encoder 20 may mclude one or more syntax elements that
identify or define two-dimensional motion vector 106, ¢.g., that define horizontal
dispiacement component 112 and vertical displacement component 110, in the encoded
video bitstream. Video decoder 30 may decode the one or more syrdax elements fo
determine two-dimensional motion vector 106, and use the determined vector to identify
predictive video block 104 for current video block 102.

18894} In some examples, the resolution of two-dimensional motion vector 106 can be
integer pixel, €.g., be constrained to have integer pixel resolution. In such examples, the
resolution of horizontal displacement component 112 and vertical displacement
component 110 will be integer pixel. In such examples, video encoder 20 and video
decoder 30 need not interpolate pixel values of predictive video block 104 to determine
the predictor for current video block 102,

(88851 In other examples, the resolution of one or both of horizontal displacement
component P12 and vertical displacement component 110 can be sub-pixel. For
exaraple, one of components 112 and 114 may have integer pixel resolution, while the
other has sub-pixel resolution. In some examples, the resolution of both of horizontal
displacement component 112 and vertical displacement component 110 can be sub-
pixel, but horizontal displacement component 112 and vertical displacement component
110 may have different resolutions.

[8886] In some examples, a vides coder, e.g., video encoder 20 and/or video decoder
30, adapts the resolution of hovizontal displacement component 112 and vertical
displacement component 110 based on a specific level, e.g., block-level, slice-level, or
picture-level adaptation . For example, video encoder 20 may signal a flag at the slice
level, e.g., in a slice header, that indicates whether the resolation of horizontal
dispiacement component 112 and vertical displacement component 110 is nteger pixcel
resolution or is not tnteger pixel resolution. 1 the flag indicates that the resclution of
horizontal displacement component 112 and vertical displacement component 110 is not
integer pixel resolution, video decoder 30 may infer that the resolution is sub-pixel
resolution. In some exampies, one or more syntax clements, which are not necessarily a
flag, may be transmitted for cach slice or other unit of video data to indicate the
collective or individaal resohutions of horizontal displacement components 112 and/or
vertical displacement components 110

(8097} In still other examples, mstead of a flag or a syntax clement, video encoder 20

may set based on, and video decoder 30 may infer the resolution of horizontal
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displacement component 112 and/or vertical displacement component 110 from
resolution context information. Resolution context information may inchude, as
examples, the color space {e.g., YUV, RGB, or the like), the specific color format (e.g.,
4:4:4,4:2:2, 4:2:0, or the like), the frame size, the frame rate, or the quantization
parameter (P} for the picture or sequence of pictures that include cusrent video block
102. In at least some examples, a video coder may determine the resolution of
horizontal displacement component 112 and/or vertical displacement component 110
hased on information related to previously coded frames or pictures. In this manner, the
resolution of horizontal displacement component {12 and the resolution for vertical
displacement component 110 may be pre-defined, signaled, may be inferred from other,
side nformation (c.g., resolution context information}, or may be based on already
coded frames.

[8688] Current video block 102 may bea CU, ora PU of a CU. In some examples, a
video coder, e.g., video encoder 20 and/or video decoder 30, may splita CU that is
predicted according to TotraBC into a mumber of PUs. In such examples, the video
coder may determing a respective {e.g., different) two-dimensional vector 106 for cach
of the PUs ¢f the CU. For example, a video coder may split a ZNxZN CU into two
2NN PUSs, two Nx2N PUs, or four NxN PUs. As other examples, & video coder may
split a 2NN CU mnto ((N/2)xN + (3N/2N) PUSs, ({(3N/2)xN + (N/2)xN) PUs,
(Nx{N/2) + Nx(3N/2)} PUs, (Nx(3N/2) + Nx(N/2)) PUs, four (N/2)x2N PUs, or four
ZNx{N/2) PUs. In some examples, video coder may predict a ZNxZN CU using a
2NxIN PLL

186991 Current video block 102 may be a luma video block, or a chroma video block
corresponding to a huma video block. In some examples, video encoder 20 may only
encode ong or more syntax clements defining two-dimensional vectors 106 for luma
video blocks mnte the encoded video bitstream.  In such examples, video decoder 30 may
derive two-dimensional vectors 106 for each of onc or morve chroma blocks
corresponding to a lama block based on the two-dimensional vector signaled for the
fuma block.

16188} Depending on the color format, e.g., color sampling format or chroma sampling
format, a video coder may downsample corresponding chroma video blocks relative to
the foma video bock. Color format 4:4:4 does not include downsampling, meaning that
the chroma blocks include the same number of samples in the horizontal and vertical

directions as the luma block. Color format 4:2:2 is downsampled in the horizontal
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direction, meaning that there are half as many samples in the horizontal direction in the
chroma blocks relative to the luma block. Color format 4:2:0 1s downsampled i the
horizontal and vertical directions, meaning that there are half as many samples in the
horizontal and vertical directions in the chroroa blocks relative to the ua block.
(81811 In examples in which video coders determine vectors 106 for chroma video
blocks based on vectors 106 for corresponding luma blocks, the video coders may need
to modify the luma vector. For example, if a lums vector 106 has integer resolution
with horizontal displacerment component 112 and/or vertical displacement compounend
110 being an odd number of pixels, and the color format is 4:2:2 or 4:2:0, the converted
hima vector will not point an integer pixel location in the corresponding chroma block.
o such cxamples, video coders may scale the luma vector for use as a chroma vector to
predict a corresponding chroma block. In some examples, video encoder 20 may define
mtended region 108, or scale the converted vector, such that a converted luma vector
106 used for predicting a chroma biock will not point (o predictive chroma blocks that
are not reconstructed, or that are in-loop filtered.

16162} FIG. 3 1s a conceptual diagram ilustrating an example technique for defining an
imtended region, from whichk video encoder 20 may select a predictive block of video
data to predict a current block of video data. To the example illustrated by FI(. 3, video
encoder 20 15 predicting and encoding current block of video data 122, Video encoder
24 selects predictive block of video data 124 within intended region 128 to predict
current video block 122, Video encoder 20 determines two-dimensional vector 126,
which includes a horizontal displacement component 132 and a vertical displacement
component 130, that indicates the displacement of predictive video block 124 relative to
current video block 122. Video encoder 20 encodes one or more syntax elements in the
encoded video bitstream defining two-dimensional vector 126,

(8183} In some examples, video encoder 20 defines intended region 128, e.g., defines
the size of intended region, such as a height, width, or other dimension, such that
implementation and processing complexity, particularly at video decoder 30, can be
reduced. fn doing so, video encoder 20 himits the size of two-dimensional vector 126,
e.g., Hmits the size of vertical displacement component {30 and/or horizontal
displacement component 132, In some examples, video encoder 20 Himits intended
region 128 to facilitate parallel processing video data by video cncoder 20 and video
decoder 20. in some examples, videe encoder 20 limits intended region 128 to facilitate

use of predictive video blocks without in-loop filtering, such as deblocking and sample
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adaptive offset (SAQ) filtering, and without unduly burdening the memory requirements
of a video coder or delaying application of such in-loop filtering.

(8184} As illustrated in FIG. 3, current video block 122 is within a current LCH 134,
FIG. 3 also illustrates the left-neighboring (lefty LCU 136 of currerd LCU. Lef LCU
136 15 illustrated i F1G. 3 because video blocks of a picture are typically encoded in
raster-scan order from top-left to bottom-right. In examples in which video blocks of a
picture are coded in a different order, the following discussion regarding left LCU 136
may apply to a different, neighboring LCU of current LCU 134,

16165} In some examples, video encoder 20 may Bmit intended region 128 such that the
fetched predictive video block 124 is within the same LU as current video block 122,
i.c., within current LCU 134, Luniting intended region 128 to current LCU 134 may
facilitate parallel processing of LCUs by video coders, because processing units of a
video coder will not require information from another LCU when coding a biock of a
current LCUL

18166} In some examples in which intended region 128 is Hinited to current LCU 134,
two-dimensional vector 126 may be Himited to a horizontal vector if current video block
122 is a top-most block of current LCU 134, and to a vertical vector if current video
block 122 is a lefi-most block of current LCU 134, In such examples, video encoder 20
may encode one or more syntax elements defining horizontal displacement component
132 of two-dimensional vector 126, and need not encode one or more syntax elements
defining vertical displacement component 130 of two-dimensional vector 126, which
would be zero, if current video block 122 15 a top-most block of current LCU 134,
Similarly, video encoder 20 may encode one or more syntax elements defining vertical
displacement component 130 of two-dimensional vector 126, and need not encode one
or more syntax clements defining horizontal displacement component 132 of two-
dimensional vector 126, which would be zero, if current video block 122 is a left-most
block of current LCU 134, Similarly, if intended region 128 is limited to current LCU
134 and current video block 122 is the top-left voit of corrent LCU 134, both horizontal
and vertical components 130, 132 of two-dimensional vector 126 have to be zero. In
some examples i which this situation is encountered, video encoder 20 may not
perform IntraBC, and need not single any syntax elements for IntraBC, such as syntax
clements to indicate two-dimensional vector 126, or any flag indicating whether corrend

video block 122 is predicted according to fntraBC.
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181671 These techniques to reduce signaling for InraBC when an intended region is
BEmited to a current LCU and a current video block is within certain positions in the
current LCU may also be applied for IntraBC technigues limited to ong-dimensional
mofion vectors, such as those proposed in JCT-VC MO350 as well. For example, if the
vertical motion vector is restricted to be within the carrent LCU and the current umit 1s
the top-most unit, there is no need to signal whether the motion is vertical or horizontal.
13108} In some examples, video encoder 20 may limit intended region 128 to be within
current LCU 134 and part of the reconstructed area in one or more neighboring L.CUs,
e.g., lett LCU 136 as illustrated in FIG. 3. In this mamer, video encoder 20 Hmits two-
dimensional vectors 126 such that they may refer, in addition to reconstructed blocks in
current LCU 134, ounly to blocks in a reconstructed area of ovne or more neighboring
LCUs, such as left LCU 136, as iHustrated in FIG. 3.

(#1891 In some examples, video encoder 20 limits a sive of intended region 128 based
on a size of current LCY 134, For example, as illustrated in FIG. 3, video encoder 20
may Hmit a beight 138 of intended region 128 based on a height (or upper vertical limit)
of current LCU 134, such that intended region 128 does not extend vertically beyond
current LCU 134 and left LCU 136, The size of an LCU {or CTB) may be signaled by
video encoder 20 to video decoder 30 in the encoded video bitstream, ¢.g., via a slice
header, parameter set, or SEI message, and so a Hmit on the intended region based on
LCU size may also be effectively signaled to video decoder 30, In some examples,
video encoder 20 limits a size, ¢.g., height 138 or width 140 (o the [oft of current video
block 122, of intended region 128 bascd or an integer number of pixels. For example,
video encoder 20 may limit width 140 to the left of current video block 122 to an
imteger number of pixels, such as 64, which may correspond to the width of LCUs 134
and 136.

(8118} Video encoder 20 roay Hmit tdended region 128 to include recounstructed video
blocks without in-loop filtering, such as deblocking and sample adaptive offset (SAQ)
filtering. In this manoer, video encoder 20 may limit two-dimensional veciors for
IndraBC such that they may refer, in addition to current LCU 134, only to blocks in the
reconstructed area of a neighboring LCU, such as left LCU 136, for which in-loop
filtering was not performed. Video encoder 20 could increase the size of intended
region 128, but such increases may delay in-loop filtering and forther processing of

video blocks i the idended region, or require additional memory to store samples prior
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to in-loop filtering, Accordingly, video encoder 20 may himit intended region 128, ¢.g.,
as described herein, to achiove a balance between prediction accuracy and efficiency.
(8111} FIGS. 4A-4C are concepiual diagrams illustrating boundarics for defining
intended region 128 relative to samples of video data that arc deblock filtered in g
neighboring LCU. According to HEVC, video coders may apply deblock filtering for
each 8x8 block and, when applied, only three lines of samples along the edges are
affected. Therefore, in some examples, video encoder 2{ may expand an intended
region and increase two-dimensional block vector size to refer cutside a current LCU,
but hmit the intended region and block vector size to the area which has not been in-
loop filtered in the previcusly coded, neighboring LCUL

(6112} FIG. 44 dlustrates a current LCU 150 and a [efi-ueighboring LCU 152, In FIG.
44, deblock filtered pixels 154 in left LCU 152 are illustrated by filled-m civeles. Non-
deblock fikered pixels 156 that will not be deblock filtered because they are not
proximate to the edge of left LCU 152, and therefore not affected by horizontal or
vertical deblock filtering, are shown in FIG. 4A as shaded circles. Non-deblock filtered
pixels 158 that have not yet been deblock filtered because, although they are proximate
to the edge of left LCU 152, the right or below LCU is not available, are shown i FIG,
4A as emapty circles. Line 160 illustrates an example boundary of an intended region
and limit of two-dimensional block vector size that may be applhied by video encoder 20
when encoding blocks of video data within corrent LCU 150

18113} FIG. 4B illustrates a current LCU 161 and a lefi-neighboring LCU 162, in FIG,
48, deblock filtered pixels 164 i left LCU 162 are dllustrated by filled-in circles. Non-
deblock filtered pixels 166 that will not be deblock filiered because they are not
proximate to the edge of left LCU 162, and therefore not affected by horizontal or
vertical deblock filtering, are shown in FIG. 4B as shaded cireles. Non-deblock filiered
pixels 168 that have not yvet been deblock filiered because, although they are proximate
to the edge of left LCU 162, the right or below LCU is not available, are shown in FIG.
48 as empty circles.

16114} A video coder may perform horizontal deblock filtering followed by deblock
vertical filtering, Thercfore, a video coder may horizontally filter pixels in the lower-
left portion of left LCU 162 prior to vertically filtering the pinels along the bottom of
eft LCU 162 when the lower neighboring LCUs become available. To facilitate such

horizontal filtering, video encoder 20 may it the intended region within left LCU
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162, such as based on vertical line 169 illustrated m F1G. 48, to allow horizontal
filtering of those pixcls.

18115} FIG. 4C illustrates a current LCU 170 and an upper-neighboring LCU 172, In
FIG. 4C, deblock filtered pixcels 174 in upper-neighboring LCU 172 are illustrated by
filled-in cireles. Non-deblock filtered pixels 176 that will not be deblock filtered
because they are not proximate to the edge ofupper LCU 172, and therefore not
affected by horizontal or vertical deblock filtering, are shown in FIG. 4C as shaded
circles. Non-deblock filtered pixels 178 that bave not yet been deblock filtered are
shown in FIG. 4C as empty circles,

(8116} In case of upper neighboring LCU 172, video encoder 20 may hmit the intended
region and two-dimensional block vectors as tustrated by line 180 in FIG. 4C,
However, in the case of upper neighboring LOU 172, the limit illustrated by Hne 180
may lead to delay of horizomal deblock filtering of pixels in the arca below line 180,
To allow horizontal deblock filtering in this area, video encoder 20 may define a vertical
fmit of the intended region and block vectors fo be within the current LCU, or to not
exceed the upper boundary of the current L.CU, e.g., as illustrated in FIG. 3,

(8117} FIGS. 5A-5C are conceptual diagrams illustrating boundaries for defining an
intended region relative to samples of video data that arc deblock filtered and sample
adaptive otfset (SAQ) filtered in a neighboring LCU. FIG. 5A illustrates a current LCU
190 and a left-neighboring LCU 192, In FIG. SA, deblock filtered pixels 194 in left
LCU 132 are illustrated by filled-in circles. Non-deblock filtered pixels 196 that will
not be deblock filtered are shown 1o FIG. 5A as shaded circles. Non-deblock filtered
pixels 198 that have not yvet been deblock filtered are shown n FIG. SA as emipty
circles.

(8118} Additionally, pixels 200 that bave not been deblock filtered, but have been SAQ
filtered, are illustrated in FIG. 5A as cross-hatched cireles. Line 202 illustrates an
example boundary of an intended region and limit of two-dimensional block vector size
that may be applied by video encoder 20 when encoding blocks of video data within
current LCU 190, As Ulustrated by line 202, video enceder 20 may ot ntended
region to avoid SAO filiered pixels 200. Accordingly, Hne 202, and the corresponding
boundary of the intended region, may be moved relative to ling 160 of FIG 4A.

(8119} FiG. 5B illusirates a current LCU 210 and a left-neighboring LCU 212, In FIG.
3B, deblock filtered pixels 214 in left LCU 212 are illustrated by filled-in circles. Non-

deblock filtered pixels 216 that will not be deblock filtered are shown in FIG. 5B as
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shaded circles. Non-deblock filtered pixels 218 that have not yet been deblock filtered
are shown in FIG. SB as empty circles. Additionally, pixels 220 that have not been
deblock filtered, but have been SAQ filicred, are illustrated in FIG, 5B as cross-haiched
circles,

(8128} As discussed above, a video coder may perform horizontal deblock filtering
followed by deblock vertical filtering, ¢.g., may horizontally filter pinels in the lower-
feft portion of left LCU 212 prior to vertically filiering the pixels along the bottom of
feft LCU 162 when the lower neighboring 1.CUs become available. To facilitate such
horizontal filtering, video encoder 20 may Hmit the intended region within left LCU
212, such as based on vertical line 222 illustrated in FIG. 5B, to aliow horizontal

5]

filtering of those pixels. Additionally, as tHustrated by hine 222, video encoder 20 may
himit intended region to avoid SAO filtered pixels 220, Accordingly, line 202, and the
corresponding boundary of the intended region, may be moved relative to lne 169 of
FIG 4B.

16321} FIG. 5C lustrates 2 current LCU 230 and an upper-neighboring LCU 232, In
FIG. 5C, deblock filtered pixels 234 in upper-neighboring LCU 232 are illustrated by
filled-in circles. Non-deblock filtered pixels 236 that will not be deblock filtered are
shown tn FIG. 5C as shaded cireles. Non-deblock filtered pixels 23% that have not yet
been deblock filtered are shown in FIG. 5C as empty circles. Additionally, pixels 240
that have not been deblock filtered, but have been SAQD filtered, are illustrated in FIG.
5C as cross-hatched circles.

16322} In case of upper neighboring LCU 232, video encoder 20 may limit the intended
region and two-dimensional block vectors to avoid deblock and SAQO filtered pixels as
ithustrated by line 242 in FIG. 5C, which may be at a different position then line 180 in
FiGG. 4C. However, as discussed above, extending an intended region into an upper
neighboring LCU may lead 1o delay of horizontal deblock filiering of pixels in the upper
neighboring LCU. To allow horizontal deblock filtering in this area, video encoder 20
may define a vertical limit of the intended region and block vectors to be within the
current LCU, or to not exceed the upper boundary of the current LCY, ¢.g., as illustrated
i FI1G. 3.

(8123} FIG. 6 1s a conceptual diagram illustrating a boundary for defining an intended
region refative to samples of video data that arc deblocking filtered in a neighboring

largest coding unit. FIG. 6 illustrates a current LCU 250 and a leftneighboring LCU
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252, FIG. 6 also ilhustrates deblock fikered pixels 254 with sohid cireles, and pixels 256
that have not been deblock filtered with empty circles,

(8124} In some examples, video sncoder 20 may limit the intended region and the
horizontal component of a two dimensional block vector such that only the part of left
LCU 252 which is on the right of Iine 258 may be used as the intended region. Since the
horizontal deblocking of the left boundary of left LCU 252 may only affect the three left
most columns of pixels in left LCU 252, the coding of current LCU 250 and the
deblocking of the left boundary of lefi LCU 252 can be performed at the same time,
18128} Although described n the context of two-dimensional block vectors, the
techniques for defining an intended region described with respect to FIGS. 3, 4A-4C,
5A-5C, and 6 may be applied to IntraBC using one-dimensional block vectors, ¢.g.,
such as the IntraBC using one-dimensional block vectors described i JCT-VC MO350.
For example, when performing IntraBC using one-dimensional block vectors, instead of
restricting the vertical motion vector to the current LCU, the vertical motion vector can
be aliowed to extend to four additional bottoro-most lines from the top-neighboring
LCUL

[8126] Although video encoder 20 may define the intended region to exclode in-loop
filtered video blocks, video coders, e.g., video encoder 20 and/or video decoder 30, may
eventually in-loop filter such video blocks and the current video block that was coded
with the IntraBC mode. In some examples, the video coders apply 2 deblocking filter
that is also applied to video blocks, ¢.g., CUs, coded with Intra mode to the video
blocks, e.g., CUs, coded using the IntraBC mode as described herein. In some
examples, the video coders apply a deblocking filter that is also applied 1o video blocks,
e.g., Cls coded with Inter mode to the video blocks, e.g., CUs, coded using the IntraBC
mode as described hercin. In some examples, use of the deblocking filter from the Intra
mode or the Inter mode, or the use of any other deblocking filter for the TntraBC mode,
may be selective, e.g., on a per-unit, per-slice, per-picture, or per-sequence basis.

18127} Video encoder 20 may also define the intended region for a current block of
video data based on the on/off and the length of an interpolation filter. Generally the
mterpolation for pixels at sub-pel position (e.g., 1/2) needs pixels at neighboring integer
positions {e.g., ..., -k, .., -1, 0, |, . k+1 ). In HEVC, k=3 for huma pixels and k= 1 for
chroma pixcls.

{8128} In the case of chroma pixels, to make sure a vertically fetched chroma pixel 5 in

the intended region, e.g., below the vertical boundary of the carrent LCU, video encoder
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20 may bimit the minimum {(e.g., the most negative one, or corresponding 1o the highest
position from the top of the picture boundary) vertical chroma motion vector component
MVc vy to point to row k (i.e., the first row is vow 0} of the current LCU. Video
encoder 20 may limit the maxinnnm (e.g., the least negative one, or corresponding to
lowest position from the top of the picture boundary} chroma motion vector MVe_y to
be -CU height chroma — k. The reason for such himits on the intended region is that if
MVe y=

-CU _height chroma, the predictive block is the tomediate top neighbor of the current
CU. Consequently, it MVe v is -CU_height chroma -0.53, the video coder needs to
mterpolate predictive block using neighboring integer positions, imchuding K pixels in
the current CU, which are not available during prediction of the current CU.

(8128} Similarly, to make sure horizontally the fetched chroma pixels are in the
intended region, ¢.g., the current LCU and the {eft LCU, MV¢ x may be Hmited to 1,
The minimum MVe x points to column k (the first column is column 0) of the left
LCU. 2. The maxioom MVe _x = -CU width_ chroma -k

18138} In addition, video encoder 20 may Hmit the intended region such that the
horizontally the fetched chroma pixels are in an intended region incloding the current
LCU and the N most right columns of the left-neighboring L.CU. As examples, N may
be 2 for chroma and 4 for luma if the color format s 4:2:2 or 4:2:0, and 4 for both
chroma and luma if the color format is 4:4:4. The N most right columns of the left-
neighboring LCU may be designated columon x, x+1... x+N-1 of the left LCU. Insome
exaraples, video encoder 20 may lumit MVe_x such that the minimure MVe _x poinds to
colormm x+k of the left LCU. I the lefi-neighboring LCU has only K colummns that K<=
x-+k, the minimom MVe x points to x+k K in the cavent LCUL . In some examples,
video encoder 20 may limit MVe x such that the maximum MVe x =

-CU width_chroma -k

(68131} Although described primarily with respect to chroma pixels, these technigues for
video encoder 20 to determing the maximun and mininwm valoes of the horizontal and
vertical components of motion vectors, which are also referred to as block vectors or
two-dimensional vectors, may be applied to loma pixels. Furthermore, as deseribed
above, In some examples, video encoder 20 may only encode one or more syntax
clements defining two-dimensional vectors for luma video blocks ioto the enceded
video bitstream, and video decoder 30 may derive two-dimensional vectors 106 for cach

of one or more chroma blocks corresponding to a luma block based on the two-
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dimensional vector signaled for the huma block. In such examples, the video coders
may need to modify, e.g., scale or downsample, the hamna vector for use as a chroma
vector. In some cxamples, video encoder 20 may define intended region 108, sct the
maximum and/or minimum values of the borizontal and/or vertical components of 2
tama block vector, or scale the converted vector, such that a converted hima vector used
for predicting a chroma block will not point to predictive chroma blocks that are not
reconstructed, or that are in-loop filtered.

163132} In addition, or as an alternative to defining the intended region aveid using
unavailable or in-loop filered pixels, video coders may use pixel padding to allow block
vectors to point outside of the intended region. Using pixel padding, if a pixel outside
the intended region 15 needed, a video coder may replace the pixel with the value of the
closest pixel that is within in the intended region, as an example. For example, assuming

the mintmum MVe x for a carrent LCU can point to column O of the left-neighboring

points to a sub-pel (say 1/2) position, a reference pixel from the lefi-ueighboring L.CU
of the left-neighboring LCY is needed for interpolation. For example, if the location to
be interpolated is (x = (1.5, v } in the left-neighboring LCU, then (-k, vy, (-k+1, vy, (-1,
v} are needed for interpolating (x = 0.5, v ). These pixels may in the lefi-neighboring
LCU of the left-neighboring LCU of the current LCU. In such examples, a video coder
may use pixel vahue at (0, y), which is in the left-neighboring LCU, to replace these
pixel values. Although described with respect to chroma pixels, a video coder may
apply these pixel padding techniques to fuma pixels,

16133} In some examples, rather than coding syntax clements that directly specify the
two-dimensional vector for IntraBC of a current video block, e.g., a PU, video coders
may code, ¢.g., video cncoder 20 may encode and video decoder 30 may decode, a
residual two-dimensional vector for the currend video block, Video encoder 20 may
determine a predictive two-dimensional vector, having a predictive horizontal
component and a predictive vertical component, for the current two-dimensional vecior
of the current video block., Video encoder 20 may deternyine the residual two-
dimensional vector, having a residual horizontal component and a residual vertical
component, based on the difference between the current and predictive two-dimensional
vectors. Video decoder 30 may alse determine the same predictive two-dimensional
vector video encoder 20, and determing the current two-dimensional vector based on the

sum of the determined predictive two-dimensional vector and the decoded residual two-
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dimensional vector. In other words, rather than coding syntax elements for the
horizontal and vertical components Vi (i can be x or y) of the carrent two-dimensional
vector of the current video block, video coders may determine horizontal and vertical
components PVi {whete i may be x ot v) of a predictive two-dimensional vector and
code only the horizontal and vertical prediction error Vdi {(where 1 may be x or y), or
residual two-dimensional vector.

184134} Video encoder 20 and video decoder 30 may determine the predictive two-
dimensional vector in & varicty of ways. 1o some examples, video coders, ¢.g., video
encoder 20 and/or video decoder 30 may keep a variable storing the last two-
dimensional vector used to most-recently predict a block according to IntraBC in
memaory. Insuch examples, video coders may use this stored last IntraBC vector for the
tast IntraBC block as the predictive two-dimensional vector for the current video block,
e.g., PU.

14135} FIG. 7 is a conceptual diagram an exanple of a current block of video data 260
and neighboring blocks of video data 262, 264, 266 from which candidate predictive
vectors for the carrent block of video data may be derived. In some examples, similar
to merge mode or Advanced Motion Vector Prediction (AMVP) mode for inter
prediction, video coders may determine the predictive twe-dimensional vector for 2
current video block, e.g. PU, based on the two-dimensional vectors used to predict
neighboring video blocks, e.g., PUs, asing IntraBC. The neighboring blocks illustrated
in FIG. 7 include a left neighboring block 262, above (top) neighboring block 264, and
above-left (top-left) neighboring block 266. The neighboring blocks illustrated in FIG.
7 are one example. In other examples, a video coder may consider the vectors of more,
fewer and/or different neighboring blocks, such as any neighboring block that may be
considered according to the merge and AMVP modes for inter-prediction.

(8136} The predictor may be the horizontal and/or vertical displacement componeut of
the two-dimensional motion vector from a sclected one of the neighboring blocks. In
some cxamyples, the predictor is always from a specific neighboring unit, ¢.g. the top one
or the left one. In some examples, which of the neighboring blocks provides the
predictive two-dimensional motion vector for a current P is determined based on the
index of the PU and/or the PU shape. In some examples, the predictor can be a fimction
{such as a mean or median} of the horizontal and/or vertical components of the two-

dimensional motion vector from a plurality of neighboring units.
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18137} In general, if a neighboring block cannot provide a predictive two-dimensional
veetor, then the predictive two-dimensional vector (or candidate predictive two-
dimensional vector) may be set to zero or a defanlt two-dimensional vector. In some
examples, the vectors of neighboring blocks will only be available as predictive vectors
for a current video block when the neighboring video block was predicted according to
IntraBC. In other words, neighboring blocks not coded with the IntraMC mode may be
considered unavailable for block vector prediction for the corrent video block. For
example, when the predicior is always from the lefi neighboring block and the left
neighboring block was predicted with IntraMC mode, its two-dimensional vector is used
as the predictive two-dimensional vector. When the predictor is always from the left
neighboring block and the left neighboring block was not predicted with fntraMC mode,
video coders may use a zero vector or defanlt vector as the predictive two-dimensional
vector for the current video block.

18138] In some examples, a video coder may consider the two-dimensional vector of
neighboring video blocks unavailable for prediction of the two-dimensional vector of
the current video block if'it is not in the in the same LCU or other larger or largest
ceding unit as the current video block, e.g., CU or PUL In some examples, if the current
two-~dimensional vector for the current video block e.g., PU or CU, is the first one of the
current CU or LU, the predictive two-dimensional vector for the current video block
may be set to zero or a default two-dimensional vector. 1t is possible that the apper
neighbering CU is considered to be unavailable if the upper neighboring CU and the
current C1J are not 1n the same LCU. ¥t is also possible that the left neighboring CU s
considered to be unavailable if the left neighboring CU and the carrent CU are not in the
same LCUL

(8139} In some examples, in a manner similar to merge mode and AMVP mode for
inter-prediction, video encoder 20 and video decoder 30 may construct a set of
candidate predictive vectors for the current video block that includes block vectors of a
number of neighboring blocks. In such examples, video encoder 20 may encode, and
video decoder 30 may decode an index that signals which candidate is used to provide
the predictive two-dimensional vector for the current video block. o some examples
video coders may determine the horizontal displacement component and vertical
dispiacement component, respectively, of the predictive two-dimensional vector based

on different candidate vectors, ¢.g., from different neighboring blocks. In such
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exanples, video coders may code a vespective index into the candidate list horizontal
and vertical displacement components.

[8148] As one example, for a current CU coded according to the IniraBC mode, to code
its block vector, video coders check the left and top neighboring CUs. If neither of
them is available, e.g., was coded according to IntraBC, a video coder may determine
that the predictive two-dimensional vector of the current CU s a zero veetor (for both
horizontal and vertical compenents). If only one of the neighboring ClUs is available,
e.g., was coded with IntraBC, the video coders use the vector that was used for
prediction of the available neighbormg CU as the predictive two-dimensional vector of
current two-dimensional vector of the current CU. If both neighboring CUs are
available , e.g., was coded with TntraBC, and their two-dimensional vectors are the
same, then this two-dimensional vector is used as the predictive two-dimensional
vector. If both neighboring CUs are available, e.g., were coded with IntraBC, and their
block vectors arc different, then the video coders may code a flag or other syntax
clement to indicate whether the block vector from the top neighboring CU or the block
vector from the left neighboring CU is used as the predictive two-dimensional veector for
the carrent CU

(6141} In avother example, video coders may define two or more default motion
vectors, which can be from (48 a non-limiting example) the set (~w, 0}, (2w, 0}, (-8, 0},
(3,0}, (G, 8), (0, -h), {0, -Zh), where w and h are the width and the height of the current
video block e.g., CU, and the first component is horizontal displacement and the second
component is vertical displacement. 1f both the left veighboring CU and the upper
neighboring CU are available, the video coders may use their vectors as the first and the
second predictive two-dimensional vectors for the current CUL If one of them is not
available, video coders may use a default predictive vector to replace the unavailable
predictive vector in a list of candidate predictive vectors. If both of them are not
avatlable, the video coders may use two default predictive vectors, which may be the
same or different, to replace the unavailable predictive vector in a list of candidate
predictive vectors. An advauntage of replacing unavailable predictive vectors with
default vectors in a candidate Hst is that a flag for the selection between predictors may
also be incloded in the encoded video bitstream, so that video decoder 30 does not need
to conditionally parse this flag. Although examples are described herein with respect to
a candidate list including two predictive vectors derived from two neighboring blocks, if

the blocks/vectors are available, in other examples a video coder may consider more or
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fewer neighboring blocks, and include more or fewer predictive two-dimensional
vectors in a candidate Hst.

(8142} In some examples, for the first video biock and corresponding two-dimensional
vector used for IntraBC in cach LCU, the video coders may use a different derivation
process for determinimg its predictive two-dimensional vector than for other blocks and
associated vectors within the LCUL For example, a video coder, ¢.g., video encoder 20
and/or video decoder 30, may determine that the predictive two-dimensional vector for
the first video block and corresponding two-dimensional vector used for fntraBC in the
LCU is a default two-dimensional vector. The default two-dimensional vector may be
{-w, 03, where w is the width of the current video block e.g., CU. In other examples,
the default two-dimensional vector may be (2w, (), (-8, 0}, (0,0), (0, 8}, {0, -h), (0, -
2h), where w and h are the width and the height of the current video block, e.g., CU. In
other examples, a video coder, ¢.g., video encoder 20 and/or video decoder 30, may
derive the predictive two-dimensional vector for the first video block and corresponding
two-dimensional vector used for IntraBC m the LU as in deseribed in U.S. Provisional
Apphication No. 61/893,794, filed on October 21, 2013, and imcorporated by reference
in its entirety. In some examples, video coders may derive predictive two-dimensional
vectors for the first video block coded using IntraBC in an LCU differently for video
blocks, e.g.. CUs, with different sives or at different position m the LCU, or in other
words may derive predictive two-dimensional vectors for the first video block coded
using intraBC im an LU differently based on video block size or position in the LCY.
163143} In some examples, video coders may select the method or methods used to
determine the horizontal and vertical components of the two-dimensional vector of the
current video block can be based on flags, syntax clements, or based on other
information {such as the specific color space {e.g., YUV, RGH, or the like), the specific
color format {e.g., 4:2:0, 4:4:4, or the like), the frame size, the frame rate, or the
quantization parameter {QF), or based on previously coded frames).

1#144] In some examples, video encoder 20 may encode 3 flag, e.g., an IntraMC _flag or
IntraBC _flag, to indicate to video decoder 30 whether a video block, e.g., CU, is
encoded using the mode for predicting current video blocks based on predictive video
blocks in the same picture, which may be referred to as the IntraMC or IntraBC mode.
The flag may be a 1-bit flag whose value indicates whether or not one or more CUs, or
other blocks or units, are encoded using the IntraMC or IntraBC mode, e.g., as

described herein. Video coders may code a value of the flag for each video block, e.g.,
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CU or PU, or may code a value of the flag 1o cach of a plurality of video blocks, ¢.g,,
within a slice, or within a frame or pictare, or sequence of pictures. Video coders may
code the flag in, as examples, a slice header, a parameter set {¢.g., PPS}, or an SEI
mMessage.

68145} Video coders may code the flag in bypass mode, or anthmetic encode, ¢.g.,
CABAC encode, the flag with context. In some examples, video coders may arithmetic
code, ¢.g., CABAU encode, the flag with a single, fixed context that does not depend on
neighboring video blocks. Tn other examples, video coders roay arithmetic code, e.g.,
CABAC encode, the flag with a context derived from neighboring video blocks.

{8146} Referring to FIG. 7, when video coders code the flag for a current video block
260 using CABAC context, the value of context can be derived from the neighboring
video blocks such as the top (above) neighboring video block 264, the top- left (above-
left) neighboring video block 266, or the left neighboring video block 262, Video
coders may consider neighboring video blocks, such as top neighboring video block
264, avaiable for deriving a context for the current video block when it is within the
same LCU as the carrent video block, and unavailable when the neighboring video
block is 0wt of the current LCU.L

(81471 As an exanwple, for a current video block, video coders may derive the context

examples, video coders may always derive the context for carrent video block 260 from
a specific one of neighboring video blocks 262, 264, 266, ¢.g., left neighboring video
block 262, and the context value for the current video block is (left IntraMC _flag == ()
70 1. In some examples, video coders code the flag using a context value that depends
on the size of the video block, e.g., CU. In some examples, video blocks with different
sizes have different context values. In other words, each video block, ¢.g., CU, size
may be associated with a respective, unique, context value, o some examples, several
video blocks, e.g., Cls, with different predefined sivzes share the same context value,
and video blocks with other sizes use one or more different context values. in other
words, video coders may associate cach of a plurality of context values with a respective
set or range(s) of possible video block, e.g., CU, sives.

(8148} In some examples, video coders, e.g., video encoder 20 and/or video decoder 30,
may code the horizontal displacement component and vertical displacement component
of a two-dimensional vector for fntraBC (e.g., horizontal displacement component 112

and vertical displacement component 110 of two-dimensional vector 106 in FIG. 2)
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based on unary codes. In other examples, video coders may code the horizontal
displacement component and vertical displacement component based on exponential
Golomb or Rice-Golomb codes.

(6149} In some examples, the horizordal and vertical displacement components may
only indicate regions above and to the left of the current video block, and the video
coders may not need to rotain or code sign bits for these values. In some examples,
video coders may construct a frame of reference such that the arcas above and to the left
of the current video block may represent positive directions relative to the current video
block. In such examples, if only the video blocks above and/or to the left of the current
video block are considered as candidate predictive video blocks, video coders may not
need 1o retain or code sign bits because it may be pre-defined that all values of the
horizontal displacement component and vertical displacement component represent
positive {or negative) values and indicate video blocks above and/or to the left of the
current video block.

161568] In some examaples, the maxinwm size of these two-dimensional vectors {or the
difference between one or more two-dimensional vectors, such as a residua} two-
dimensional vector) may be small, e.g., due to the definition of the intended region
and/or pipeline constraints, as discussed above. Tn such examples, video encoder 20
may binarize these two-dimensional motion vectors with truncated values. In some
examples, video encoder 20 may employ truncated unary, truncated exponential-
golomb, or truncated golomb-rice codes in entropy encoding the two-dimensional
vectors, .g., in encoding the horizontal displacement component and vertical
displacement component of the two-dimensional vectors.

{8151} The truncation value video encoder 2{} may use in any of the various troncated
encoding schemes described herein can be constant, ¢.g., based on the LCU size. in
some examples, the fruncation value may be the same for the borizontal displacemernt
component and vertical displacement component. In other examples, the trumcation
value may be different for horizontal displacement comaponent and vertical displacement
component.

18182} As one illustrative example, ifthe sive of an LCU 15 64, e.g., 64x64, and the
vertical components of the two-dimensional vectors are limited to be within the LCU,
¢.g., as described above with respect to FIG. 3, then the truncation can be equal to 63 for
the horizontal component of the two-dimensional vector, and equal to 63 — MinCUSize

for the vertical component of the two-dimensional vector. In some examples, the



WO 2014/205339 PCT/US2014/043397

truncation vahie can be adaptive depending on the position of the current video block
within the LCU. For example, if the vertical component of the two-dimensional vector
is limited to be within the LCU, then video encoder can truncate the vector binarization
to the difference between the top position of the current video block and the top position
of the LCUL

[8183] Video encoder 20 may entropy encode the binarizations of the horizontal and
vertical components of the two-dimensional vector using bypass mode, or may
arithmetic encode the binarizations, ¢.g., with CABAC context. For example, video
encoder 20 limits the search for a predictive video block to an intended region, e.g., as
ithustrated in Fig. 3, the distribution of the components of the two dimensional vector
{MV) may not be zero-centered. For example, MV _X tends to be negative since pixels
on the right of the current video block, e.g., CU, {in the same row) have not been
encoded/reconstructed. Similarly, MV v tends to be negative since pixels below the
current video block, e.g., CU, {in the same column) have not bee
encoded/reconstructed.

161384} Bypass mode may assume equal probability for 0 and 1. For sign, this means
that bypass mode assumes an equal probability of being positive or negative. Because
the compounents of the two-dimensional vector do not have equal probability of being
positive or negative, video encoder 20 may arithmetic encode, e.g., CABAC encode, the
sign with context, ¢.g., with an initial probability other than 0.5

14155} One example of how video encoder 20 may cncode the horizontal component of
the two-dimensional vector (MV_x) is as follows. Although described with respect to
MV _x, the technique could also be apphied to encode the vertical component of the two-
dimensional vector (MV v}, or the horizontal or vertical components of a residual two-
dimensional vector that represents the difference between the current vector and a
predictive vector, e.g., mvd x and mvd_v.

[8186] MV _x may be represented by a sign value, and a binarization string (for

abs{MV x)3 b0 bl ... The first bin b} indicates if abs{Mv 23 > 0 {b0=1) or not (b0 =
(). Video encoder 20 may encoder the first bin b0 using CABAC with a context. The
b0 for Mv_x and Mv_y may have separate contexts, or may share the same contexts. n
some examples, the 1-th bin in MV coding of IntraBC share the same contexts with the
i-th bins in motion vector coding of Inter motion compensation. In some examples, the
i-th bins o MV coding of TotraBC and motion vector coding of Inter muotion

compensation do not share contexts,
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18187} The following bins b1b2... represent the value of abs{MV _x} -1, and video
encoder 2{} may cncode these bins using Exponential Golomb codes with parameter 3 in
bypass mode. In some examples, video encoder 20 uses other orders of Exponential
Golomb codes, e.g., 1,2, 4, 5. Insome examples, bi represents if absMV_x) =1 (bl =
Dyornot (bl = (). In some examples, video encoder 20 may encode b1 with bypass
mode or with CABAC context.

13158} In some examples, b2b3... represent the vaiue of abs{MV _ x} -2, and video
encoder 20 may encode these bins using Exponential Golomb codes with parameter 3,
or other orders of Exponential Golomb codes, in bypass mode. The last bin may
indicate the sign of MV _x, and video encoder 20 may encode this bin in bypass mode
without any comtext. In other examples, video encoder 20 may encode the sign bin
encoded using CABAC with one or multiple contexts. The sign bins for MV _x and

MV v may have separate contexts, or it is possible that they share the same contexts.
1#159] In some examples, video coders, ¢.g., video encoder 2{ and/or video decoder 30,
may limit application of the IntraBC mode, and any associated coding of flags, vector
components, or other synfax, to video blocks of a certain size, i.¢., that meet a certain
size eriteria. The size criteria may be one or both of a maximum block size and/or a
ointmum block size {e.g., IntraM{C_ MaxSize and IntraMC_MinSize). Video encoder
20 may indicate the one or more sive criteria to video decoder 30 in the encoded video
bitstream, e.g., using flags or other syntax elements, or video coders may mmplicitly
determine the size criteria based on other information, such as the specific color space
(e.g., YUV, RGR, or the like}, the specitic celor format {e.g., 4:2:0, 4:4:4, or the like),
the frame size, the frame rate, the quantization parameter (QP), or based on previously
coded frames. For example, IntraBC for small sizes might have an impact on the
memory bandwidth requirements of the system, and video coders may apply a minimuom
block size criteria to vestrict IntraBC {o blocks above a size threshold,

(68166} FIQG. 8 i3 a block diagram illustrating an example video encoder that may
implement the techniques described in this disclosure. Video encoder 20 may perform
intra- and inter-coding of video blocks within video shees. Tutra coding relies on spatial
prediction to reduce or remove spatial redvmdancy in video within a given video frame
or picture. Inter-coding rehes on temporal or inter-view prediction to reduce or remove
redundancy in video within adjacent frames or pictures of a video sequence. Intra-mode
{1 mode) may refer to any of several spatial based compression modes. Inter-modes,

such as uni-directional prediction (P mode) or bi-prediction (B mode), may nclade 1o
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any of several temporal-based compression modes. Video encoder 20 may also be
configured to utilize a mode for intra prediction of blocks of video data from predictive
blocks of video data within the same picture, ¢.g., an IntraBC or IntraMC mode, as
described herein.

(81611 In the example of FIG, 3, video encoder 20 includes a partitioning unit 3385,
prediction processing unit 341, intended region memory 364, filter processing unit 366,
reference picture memory 368, summer 350, transform processing unit 352, quantization
processing unit 354, and entropy encoding unit 356, Prediction processing unit 341
nchides motion estimation unit 342, motion compensation unit 344, intra prediction
processing unit 346, and Intra Block Copy (IntraBC) anit 348, and. For video block
reconstruction, video encoder 20 also includes inverse quantization processing unit 35§,
mverse transform processing unit 360, and summer 362,

(#1621 In various examples, a unit of video encoder 20 may be tasked to perform the
technigues of this disclosure. Also, in some examples, the techniques of this disclosure
may be divided among one or more of the units of video enceder 20, For example,
IntralB3C unit 348 may perform the technigues of this disclosure, alone, or in
combination with other units of video encoder, such as motion estimation unit 342,
mofion compensation unit 344, intra prediction processing unit 346, intended region
memory 364, and entropy encoding unit 356.

(#1631 As shown in FIG R, video encoder 20 receives video data, and partitioning gnit
333 partitions the data into video blocks. This partitioning may also include partitioning
into slices, tiles, or other larger units, as well as video block partitioning, ¢.g., according
1o a quadiree structure of LCUs and CUs. Video encoder 20 generally iltustrates the
components that encode video blocks within a video slice to be encoded. The slice may
be divided ioto multiple video blocks (and possibly into sets of video blocks referred to
as iiles).

68164} Prediction processing unit 341 may select one of a plurality of possible coding
modes, such as one of a plurality of intra coding modes, one of a plurality of inter
coding modes, or an IntraBC mode according to the techmiques described in this
disclosure, for the current video block based on error results {e.g., coding rate and the
level of distortion). Prediction processing unit 341 may provide the resulting predictive
block to summer 250 to generate residual block data and to summer 2672 to reconstruct

the current block for use in prediction of other video blocks, ¢.g., as a reference picture.
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16165} Intra prediction unit 346 within prediction processing unit 341 may perform
mtra-predictive coding of the current video block relative to one or more neighboring
blocks in the same frame or slice as the current block o be coded to provide spatial
compression. Motion estimation unit 342 and motion compensation unit 344 within
prediction processing unit 341 perform inter-predictive coding of the current video
block relative to one or more predictive blocks in one or more reference pictures, e.g., to
provide temporal compression.

16166} Motion estimation untt 342 may be configured to determine the inter-prediction
maode for a video slice according to a predetermined pattern for a video sequence.
Motion estimation unit 342 and motion compensation unit 344 may be highly
integrated, but are lustrated separately for conceptual purpeses. Motion estimation,
performed by motion estimation unit 342, 1s the process of generating motion vectors,
which estimate motion for video blocks. A motion vector, for example, may indicate the
displacement of a PU of a video block within a current video frame or picture relative to
& predictive block within a reference picture. Similarly, the two-dimensional vectors
used for IntraBBC according to the techniques of this diselosure indicate the displacement
of a PU of a video block within a current video frame or picture relative to a predictive
block within the same frame or picture. IotraBC unit 348 may determive two-
dimensional vectors, e.g., block vectors or motion vectors, for IntraBBC coding ma
manner similar to the determination of motion vectors by motion estimation unit 342 for
inter prediction, or may utilize motion estimation unit 342 to determine the two-
dimensional vectors.

16167} A predictive block, e.g., identified by motion estimation unit 342 and/or IntraBC
wnit for nter prediction or IntraBC prediction, is a block that is found to closely match
the PU of the video block to be coded in terms of pixel difference, which may be
determined by sum of absclute difference (SAD), sum of square difference (S5, or
other difference metrics. To some examples, video encoder 20 may caleulate values for
sub-integer pixel positions of reference pictures stored in refercnee picture memory 366
or the intended region of the current picture stored in intended region mersory 364, For
example, video encoder 20 may miterpolate values of one-quarter pixel positions, one-
cighth pixel positions, or other fractional pixel positions of the reference picture.
Therefore, motion cstimation unit 342 and/or IntraBC unit 348 may perform a scarch for
a predictive block relative to the full pixel positions and fractional pixel positions and

output a vector with fractional pixel precision.
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(8168} Motion estimation unit 347 calculates a motion vector for a PU of 8 video block
in an inter-coded slice by comparing the position of the PU to the position of a
predictive block of a refercuce picture. The reference picture may be sclecied from a
first reference picture list (List 0 or RefPicList0) or a second reference picture Hst (List
1 or RetPicListi), each of which identify one or more reference pictures stored in
reference picture memory 364, Motion estimation unit 342 sends the calculated motion
vector o entropy encoding unit 356 and motion compensation unit 346,

16169} Motion compensation, performed by motion compensation unit 344, may
mvolve feiching or generating the predictive block based on the motion vector
determined by motion estimmation, possibly performing interpolations to sub-pixel
precision. Upon receiving the motion vector for the PU of the current video block,
motion compensation unit 344 may locate the predictive block 1o which the motion
vector points in one of the reference picture lists.

18178} In some examples, IntraBC unit 348 may generate two-dimensional vectors and
fetch predictive blocks in a manner similar to that described above with respect to
motion estimation unit 342 and motion compensation unit 344, but with the predictive
blocks being in the same picture or frame as the current block. In other examples,
TotraBC unit 348 may use motion cstimation unit 342 and motion compensation unit
344, in whole or n part, to perform such functions for IntraBC prediction according to
the techniques described herein. In either case, for IntraBC, a predictive block may bea
hlock that is found to clesely match the block to be coded, in terms of pixel difference,
which may be determined by sum of absolute difference (SAD), sum of square
difference (S50}, or other difference metrics, and 1dentification of the block may
imchude calculation of values for sub-integer pixel positions,

(8171} Whether the predictive video block is from the same picture according to
TotraBC prediction, or a different picture according to inter prediction, video encoder 20
may form a residual video block by subtracting pixel values of the predictive block from
the pixel values of the current video block being coded, forming pixel difference vaiues.
The pixel difference valucs form residual data for the block, and may fnchude both luma
and chroma difference components. Summer 250 represents the component or
components that perform this subtraction operation. IntraBC unit 348 and/or motion
compensation untit 344 may also generate syntax clements associated with the video
blocks and the video slice for use by video decoder 30 in decoding the video blocks of

the video stice. The syntax elements may inclade, for example, syntax clements
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defining the vector used to identify the predictive block, any flags indicating the
prediction mode, or any other syntax described with respect to the techniques of this
disclosure.

(8172} Intra-prediction processing unit 346 may infra-predict a current block, as an
alternative to the inter-prediction performed by motion estimation unit 342 and motion
compensation unit 344, or the IntraBC prediction performed by IntraBC umit 348, as
described above. In particular, intra-prediction processing unit 346 may determine an
intra-prediction mode to use 1o encode a current block. In some examples, intra-
prediction processing unit 346 may encode a carrent video block using various ntra-
prediction modes, e.g., during separate encoding passes, and intra-prediction module
346 (or prediction processing unit 341, in some examples) may select an appropriate
mira-prediction mode to use from the tested modes. For example, intra-prediction
processing ynit 346 may calculate rate-distortion values using a rate-distortion analysis
for the various tested mtra-prediction modes, and select the intra-prediction mode
having the best rate-distortion characteristics among the tested modes. Rate-distortion
analysis generally determines an amount of distortion {or errov) between an encoded
block and an original, unencoded block that was encoded to produce the encoded block,
as well as a bit rate (that 1s, a number of bits) used to produce the encoded block. Intra-
prediction processing unit 346 may calculate ratios from the distortions and rates for the
varions encoded blocks to determine which intra-prediction mode exhibits the best rate-
distortion value for the block.

16373} In any case, afier sclecting an indra-prediction mode for a block, intra-prediction
processing unit 346 may provide information indicative of the selected intra-prediction
mode for the block to entropy encoding vnit 356, Entropy encoding unit 356 may
encode the information indicating the selected intra-prediction mode in accordance with
the techniques of this disclosure. Video encoder 20 may include in the transmaiited
bitstream configuration data, which may include a plurality of intra-prediction mode
index tables and a phurality of modificd intra-prediction mode mdex tables {also referred
1o as codeword mapping tables), definitions of encoding countexts for various blocks,
and indications of a most probable intra-prediction mode, an Intra-prediction mode
index table, and a modified intra-prediction mode index table to use for each of the
contexts.

(8174} Afier prediction processing unit 341 generates the predictive block for the

current video block via inter-prediction, infra-prediction, or IntraBC prediction, video
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encoder 20 forms a residual video block by subtracting the predictive block from the
current video block, e.g., via summer 358, The residual video data n the residual block
may be included in one or more TUs and applied to transform processing unit 352,
Transform processing unit 357 transforms the residual video data into residual transform
coefficionts using a transform, such as a discrete cosine transform (DCT) ora
conceptually similar transform. Transform processing onit 352 may convert the residual
video data from a pixel domain to 2 transform domain, such as a frequency domain.
16378} Transform processing unit 352 may send the resulting fransform cocfficients to
quantization processing unit 354, Quantization processing unit 354 quantizes the
transform coefficients to further reduce bit rate. The quantization process may reduce
the bit depth associated with some or all of the cocfficients. The degree of quantization
may be modified by adjusting a quantization parameter. In some examples, quantization
processing unit 354 may then perform a scan of the matrix including the quantized
transform coefficients. Alternatively, entropy encoding unit 356 may perform the scan.
16176} Following quantization, entropy encoding unit 356 euntropy encodes the
quantized transform cocflicients. For example, entropy encoding unit 336 may perform
condext adaptive variable length coding (CAVLC), context adaptive binary arithmetic
coding (CABAC), syniax-based context-adaptive binary arithmetic coding (SBAC),
probability interval partitioning entropy {PIPE) coding or another entropy encoding
methodology or technigue. Entropy encoding unit 356 may perform any of the
techniques described herein for binarization and encoding syntax elements, including
vector components, tlags, and other syntax elements, for the prediction according to the
IntraB3C mode. Following the entropy encoding by entropy encoding unit 356, the
encoded video bitstream may be transmitted to video decoder 30, or archived for later
transmigsion or retrieval by video decoder 30.

18177} Inverse quantization processing unit 358 and inverse transform processing unit
360 apply inverse guantization and inverse transformation, respectively, to reconstruct
the residual block in the pixel domain for later usc as a refercnee block for prediction of
other video blocks. Motion compensation unit 344 and/or IntraBC unit 348 may
calculate a reference block by adding the residual block to a predictive block of one of
the reference pictures within one of the reference picture hists. Motion compensation
onit 344 and/or InfraBC unit 34¥may also apply one or more interpolation filters to the
reconstructed residual block to calculate sub-integer pixel values for use inmotion

estimation.
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18178} Sumimer 362 adds the reconstructed residual block to the motion compensated
prediction block produced by motion compensation unit 344 and/or IntraBC unit 348 to
produce a reconstructed video block. Intended region momory 364 stores recounstructed
video blocks according to the definition of the intended region for IntraBC of a current
video block by video encoder 20, e.g., TntraBBC unit 348, as described herein. Intended
region memory 364 may store reconstructed video blocks that have not been in-loop
filtered by filter processing vnit 366, Summer 362 may provide the reconstructed video
blocks to filter processing unit 366 i parallel with intended region memory 364, or
mtended region memory 364 may release the reconstructed video blocks to filter
processing unit 366 when no longer need for the imtended region for IntraBC. In either
cage, IntraBC unit 348 may scarch the reconstructed video blocks in intended region
memory 364 for a predictive video block within the same picture as the current video
block to predict the current video block.

18179} Filter processing unit 366 may perform in-loop filtering on the reconsiructed
video blocks. Tu-loop filtering may include deblock filtering to filter block boundaries
1o remove blockiness artifacts from reconstructed video. In-loop filiering may also
imchide SAQ filtering to tmprove the reconstructed video. Reconstructed blocks, some
of which may be in-lcop filtered, may be stored m reference picture memory 368 as
reference pictures. The reference pictures may mnclude reconstructed blocks that may be
used by motion estimation unit 342 and motion compensation unit 344 as a predictive
blocks to inter-predict a block 1o a subsequent video frame or picture.

18188} In this manner, video encoder 20 may be configured to implement the example
techniques of this disclosure for intra prediction of blocks of video data from prediction
blocks of video data within the same picture, e.g., according to an IntraBC mode. For
example, video encoder 20 may be an example of a video encoder configured to
perform a method of encoding video data including a mode for intra prediction of
blocks of video data from predictive blocks of video data within the same picture, the
method comprising selecting a predictive block of video data for a current block of
video data from a set of previously encoded blocks of video data within the same picture
as the current block of video data. The method further comprises determining a two-
dimensional vector, wherein the two-dimensional vector has a horizontal displacement
component and s vertical displacement component, wherein the horizoutal displacoment
component represents a horizontal displacement between the predictive block of video

data and the current block of video data and the vertical displacement component
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represents a vertical displacement between the predictive block of video data and the
current block of video data. The method further comprises determining a residual block
based on the current block of video data and the predictive block of video data, and
encoding, in an encoded video bitstream, one or more syntax clements that define the
horizontal displacement component and the vertical displacement component of the
two-dimensional vector and the residual block

13181} Video cncoder 20 may aiso be an example of a video encoder that comprises a
memory configured 1o store an encoded video bitstream, and one or more processors.
The one or more processor are configured to select a predictive block of video data for a
current block of video data from a set of previously encoded blocks of video data within
the same picture as the current block of video data. The one or more processors are
further configured to determine a two-dimensional vector, wherein the two-dimensional
vector has a horizontal displacement component and a vertical displacement component,
whercin the horizontal displacement component represents a horizontal displacement
between the predictive block of video data and the current block of video data and the
vertical displacement component represents a vertical displacement between the
predictive block of video data and the current block of video data. The one or more
processor are further configured to determine a residual block based oun the current
block of video data and the predictive block of video data, and encode, in the encoded
video bitstream, one or more syntax clements that define the horizontal displacement
component and the vertical dispiacement component of the two-dimensional vector and
the residual block.

16182} FIG. 9 1s a block diagram illustrating an example video decoder that may
implement the techniques described in this disclosare. In the example of FIG. 9, video
decoder 3{ includes an entropy decoding unit 380, prediction processing unit 381,
mverse quantization processing unit 386, foverse transformation processing unit 384,
summer 390, an intended region memory 392, a filter processing unit 394, and reference
picture memory 396. Prediction processing vnit 381 includes motion compensation unit
382, nira prediction processing unit 384, and an Intra Block Copy (IntraBC) unit 385,
Video decoder 30 may, in some examples, perform a decoding pass generally reciprocal
to the encoding pass described with respect to video encoder 20 from FIG. 8.

(8183} In various examples, a unit of video decoder 30 may be tasked to perform the
techniques of this disclosure. Also, i some exanples, the techniques of this disclosure

may be divided among onc or more of the units of video decoder 30, For example,
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IntralB3C unit 385 may perform the technigues of this disclosure, alone, or in
combination with other vnits of video decoder 30, such as motion compensation unit
382, intra prediction processing unit 384, intended region memory 392, and entropy
decoding unit 380,

[8184] During the decoding process, video decoder 30 recetves an encoded video
bitstream that represents video blocks of an encoded video slice and assoctated syntax
clements from video encoder 20, Entropy decoding unit 380 of video decoder 30
entropy decodes the bitstream to generate quantized coctficients, motion vectors for
mter prediction, two-dimensional vectors for IntraBC prediction, and other syntax
clements described herein. Entropy decoding unit 380 may perform the inverse of any
of the techniques described herein for binarization and encoding syntax elements,
melading vector components, flags, and other syntax elements, for the prediction
according to the IntraBC mode. Entropy decoding unit 380 forwards the vectors and
other syntax clements to prediction processing vnit 381, Video decoder 30 may receive
the syntax clements at the sequence level, the picture level, the video slice lovel and/or
the video block level.

[61858] When the video sHice is coded as an intra-coded (I} shice, intra prediction unit
384 of prediction processing unit 381 may generate prediction data for a video block of
the current video shice based on a signaled intra prediction mode and data from
previously decoded blocks of the carrent frame or picture. When the video frame is
coded as an inter-coded (Le., B or P} shee, motion compensation unit 382 of prediction
processing unit 381 produces predictive blocks for a video block of the current video
slice based on the motion vectors and other syntax clements received from entropy
decoding unit 28{. The predictive blocks may be produced from one of the reference
pictures within one of the reference picture lists. Video decoder 30 may construct the
reforence frame Hsts, RefPiclistd and RefPicListl, using default construction
techniques or any other technique based on reference pictures stored in reference picture
memory 396. When the video block is coded according to the IntraBC mode described
herein, IntraBC unit 385 of prediction processing unit 381 produces predictive blocks
for the current video block based on the two-dimensional vectors and other syntax
clements received from entropy decoding unit 3803, The predictive blocks may be
within an intended region within the same picture as the corrent video block defined by

video encoder 20, and retricved from fntended region memory 392.
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[6186] Motion compensation vnit 382 and IntraBC unit 385 determine prediction
imformation for a video block of the current video slice by parsing the vectors and other
syntax clements, and vses the prediction nformation to produce the predictive blocks
for the current video block being decoded. For exaraple, motion compensation unit 282
uses some of the received syntax elements to deternune a prediction mode {e.g., intra- or
mter-prediction) used 1o code the video blocks of the video slice, an inter-prediction
slice type (e.g., B slice or P slice), construction information for one or more of the
reference picture lists for the shice, motion vectors for cach inder-encoded video block of
the slice, inter-prediction status for each mter-coded video block of the shice, and other
information to decode the video blocks in the current video slice. Similarly, IntraBC
unit 383 may use some of the received syntax elements, ¢.g., a flag, to determine that
the current video block was predicted using the IntraBBC mode, construction information
for intended region memory 392 indicating which video blocks of the picture are within
the intended region and should be stored in intended region memory, two-dimensional
vectors for cach IntraBC predicted video block of the shice, IntraBC prediction status for
cach IntraBC predicted video block of the slice, and other information to decode the
video blocks in the current video shice.

(8187} Motion compensation unit 382 and IntraBC unit 385 may also perform
mterpolation based on interpolation filters. Motion compensation unit 382 and IntraBC
unit 385 may use interpolation filters as used by video encoder 20 during encoding of
the video blocks to calculate interpolated values for sub-inieger pixels of predictive
blocks. In this case, motion compensation unit 382 and fotraBC unit 385 may
determine the interpolation filters used by video enceder 20 from the received syntax
clements and use the interpolation filters to produce predictive blocks.

(8188} Inverse quantization processing unit 386 inverse quantizes, i.e., dequantizes, the
quantized transform coefficients provided in the bitstream and decoded by cutropy
decoding unit 3R0. The inverse quantization process may include use of a quantization
parameter caleulated by video encoder 20 for each video block in the video slicc to
determine a degree of quantization and, likewise, a degree of inverse quantization that
should be applied. Inverse transform processing unit 388 applies an inverse transform,
e.g., an inverse DCT, an inverse nteger transform, or a concephually similar inverse
transform process, to the transform cocfficients in order to produce residual blocks in

the pixel domain.
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[6189] Afier motion compensation unit 382 or IntraBBC unit 385 generates the predictive
block for the current video block based on the vectors and other syntax elements, video
decoder 30 forms a decoded video block by summing the residual blocks from inverse
transform processing urdt 388 with the corresponding predictive blocks generated by
motion compensation unit 382 and IntraBC unit 385, Summer 390 represents the
component or components that perform this summation operation to produce
reconstrocted video blocks.

16196] Intended region memory 392 stores reconstructed video blocks according to the
definition of the intended region for TutraBC of a current video block by video encoder
240, as described herein, Intended region memory 392 may store reconstructed video
blocks that have not been in-loop filtered by filter processing untt 394, Suramer 390
may provide the reconstructed video blocks to filter processing unit 394 in parallel with
mtended region memory 392, or intended rogion memory 392 may release the
reconstructed video blocks to filter processing unit 394 when no longer need for the
intended region for IntraBC. In cither case, IntraBC unit 385 retrieve a predictive video
block for a current video block from intended region memory 392.

(6191} Filter processing unit 394 may perform in-loop filtering on the reconstructed
video blocks. In-loop filtering may include deblock filtering to filter block boundarics
to remove blockiness artitacts from reconstructed video. In-loop filtering may also
mclade SAD filtering to improve the reconstructed video. Reconstructed blocks, some
of which may be in-icop filtered, may be stored in reference picture memory 368 as
reference pictures. The reference pictures may foclude reconstructed blocks that may be
used by motion compensation unit 382 as a predictive blocks to inter-predict a block n
a subsequent video frame or picture. Reference pictare memory 396 also stores
decoded video for later presentation on a display device, such as display device 32 of
FiGo 1.

(6192} In this manner, video decoder 30 may be configured to implement the example
techniques of this disclosure for intra predicting current blocks of video data based on a
predictive blocks of video data within the same picture . For example, video decoder 30
may be an example of a video decoder configured to perform a method of decoding
video data inchiding a mode for intra prediction of blocks of video data from predictive
blocks of video data within the same picture, the method comprising receiving, in an
encoded video bitstream, one or more syntax clements that define a horizontal

displacement component and a vertical displacement component of a two-dimensional
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vector and a residual block for a current block of video data, and decoding the one or
more syntax elements. The method forther comprises determining a predictive block of
video data for the current block of video data based on the decoded syntax clements that
define the horizontal displacement compounent and the vertical displacement component
of the two-dimensional vector, wherein the predictive block of video datais a
reconstructed block of video data within the same picture as the current block of video
data, and reconstructing the current block of video data based on the predictive block of
video data and the residual block

16193} Video decoder 30 may also be an example of a video decoder that comprises 4
memory configured to store an encoded video bitstream that encodes the video data, and
one or more processors. The one or more processors of the video decoder may be
configured to decode the one or more syntax elements, determine a predictive block of
video data for the current block of video data based on the decoded syntax elements that
define the horizontal displacement component and the vertical displacement component
of the two-dimensional vector, wherein the predictive block of video datais a
reconstructed block of video data within the same picture as the current block of video
data, and reconstruct the current block of video data based on the predictive block of
video data and the residual block.

(68184} FIG. 10 18 a flow diagram illustrating an example method for encoding video
data including a mode for intra prediction of blocks of video data from predictive blocks
of video data within the same picture, ¢.g., an IntraBC mode. The example method of
FI1G. 10 may be performed by a video encoder, such as video encoder 20, which may
mchide an IntraBC unit 348,

{8195} According to the example method of FIG. 10, video encoder 20 defines an
intended region within a current picture of a current video block {400). As described
herein, video cucoder 20 may define the intended region to include the current LCU, or
the current LCU and a portion of a left-neighboring LCU that inclades reconstructed
video blocks that bave not been in-loop filtered. In some examples, video encoder 20
may define the intended region such that its height or most vertical position does not
exceed the vertical limit of the current LCUL Tn some examples, video encoder 20 may
define the intended region to extend an intoger number of pixels, e.g., 64 or the LCU
width, in a horizontal direction. By defining intended region, video encoder 20 may

constrain one o both of the horizontal and vertical displacement coraponents of a two-
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dimensional vector, e.g., to be less than a maximum threshold value or greater than a
minimum threshold value.

(8196} Video encoder 20 selects a prediciive block for the current video block from
within the intended region {(402). Video encoder 20 then determines a two-dimensional
vector, e.g., block vector or motion vector (MV), from the current video block to the
selected predictive video block (404). Video encoder 20 determines a residual block
based on, ¢.2., based on the difference between, the current video block and the selecied
predictive video block (4063, Video encoder 20 encodes one or more syntax clements in
an encoded video bitstream that define the two-dimensional vector and the residual
block for prediction of the current video block.

(8197} FIG. 11 18 a flow diagram illustrating an example method for decoding video
data including a2 mode for intra prediction of blocks of video data from predictive blocks
of video data within the same picture, e.g., an IntraBC mode. The example method of
F1G. 11 may be performed by a video decoder, such as video decoder 30, which may
nclude an braBC unit 385,

16198} According to the example method of FIG. 11, video decoder 30 decodes one or
more syntax clements from the encoded video bitstream that define a two-dimensional
vector and a residual block that predict the curvent video block (410). Video decoder 30
determines a predictive block within the same picture as the current video block based
on the two-dimensional vector (412). As described herein, the predictive block may be
within an intended region defined by video encoder 20, and stored within intended
region memory 392, Video decoder 30 may then reconstruct the current video block
based on, e.g., based on the sum of, the predictive video block and the residual block
{414).

[8199] FIG. 12 s a flow diagram illustrating an example method that mcludes deriving
a two-dimensional vector for a block of chroma video data from a two-dimensional
vector of a corresponding block of loma video data. The example method of FIG. 12
may be performed by a video coder, such as video encoder 20 and/or video decoder 30,
which may nchude an Intra BC unit, such as IntraBC unit 348 or IntraBC unit 385,
182881 According to the example method of FIG. 12, the video coder codes, ¢.g.,
encodes or decodes, one or more syntax eloments defining a two-dimensional vector and
a residual block for a current fuma block that is predicted according fo the IntraBC
mode {4203, The video coder may then derive a two-dimensional vector for a chroma

block corresponding to the huma block to predict the chroma block according to the
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IntraB3C mode (422). As discussed herein, the video coder may scale or downsample
the two-dimensional vector for the loma block, depending on the color format (e.g.,
4:4:4, 4:2:2, or 4:2:(3) of the coded video, so that the vector points to uscable samples in
the chroma domain. The video coder may code one or more syntax clements defining a
vesichual block for the chroma block corresponding to the loma block (424). The video
coder need not code syntax elements indicating a separate two-dimensional vector for
the chroma block.

16261} FIG. 13 s a flow diagram illustrating an example method encoding video data
mchiding a4 mode for infra prediction of blocks of video data from predictive blocks of
video data within the same picture, e.g., an IntraBC mode, that inchudes determining
predictive two-dimensional vectors. The example method of FIG. 13 may be performed
by a video encoder, such as video encoder 20, which may include IntraB3C umt 348,
182821 According to the example method of FIG. 13, video encoder 20 determines a
two-dimensional vector, based on the predictive block sclected from the intended region
in the same picture as the current block, for the current video block (430). Video
encoder 20 deternunes whether the corrent video block is the first block predicted with
the IntraBC mode in the current LCU (432}, If the current video block is the first video
block (YES of 432), video encoder 20 may determine that the predictive two-
dimensional vector for the current video block is a default two-dimensional vector
{434}, As discussed herein, an example of a defaolt two-dimensional vector is {(~w, G},
where w is the width of the current coding unit comprising the current video block.
18263} 1f the current video block is not the first video block predicted with the IntraBC
maode in the current LCU (NO 01 432), video encoder 20 may determine the last two-
dimensional vector used for prediction of a most-recently previcusly-predicted video
block according fo the IntraBC mode (436}, Video encoder 20 determines the
predictive vector for the current video block to be this last two-dimensional vector used
for IntraBBC (438). Based on the predictive two-dimensional vector, e.g., the default or
tast vector, video encoder 20 may determine a residual two-dimensional vector for the
current video block {440}, Video encoder 20 may then encode one o 100re symiax
clements defining the residual two-dimensional veetor for the aurrent video block inthe
encoded video bitstream, ¢.g., rather than the two-dimensional vecior determined for the
current video block (442).

[68264] FIG. 14 s a flow diagram lustrating an example method decoding video data

melading a mode for fntra prediction of blocks of video data from predictive blocks of
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video data within the same picture that mcludes determining predictive two-dimensional
vectors. The example method of FIG. 14 may be performed by a video decoder, such as
video decoder 30, which may include IntraBC unit 385,

[8285] According to the example method of FIG. 14, video decoder 30 decodes one or
more syntax elements that define a residual two-dimensional vector for the current
video block from an encoded video bitstream, ¢.g., rather than the two-dimensional
vector determined for the current video block by video encoder 20 (450). Video
decoder 30 determines whether the current video block is the first block predicted with
the TotraBC mode in the current LCU (452). If the current video block is the first video
block {YES of 452), video decoder 30 may determine that the predictive two-
dimensional vector for the currerd video block is a default two-dimensional vector
{454).

18286} If the current video block is not the first video block predicted with the IntraBC
mode in the current LCU (NG of 4523, video decoder 30 may determine the last two-
dimensional vector used for prediction of a most-recently previousiy-predicted video
block according to the IntraBC mode (456). Video decoder 30 determines the
predictive vector for the carrent video block to be this last two-dimensional vector used
for IutraBC (458). Based on the predictive two-dimensional vector, e.g., the default or
last vector, and the residual two-dimensional vector, ¢.g., based on their sum, video
decoder 30 may determine the current two-dimensional vector for the current video
block (460).

162671 FIG. 15 s a flow diagram illustrating an example method for determining
predictive two-dimensional vector candidates for a current block of video data. The
example method of FIG. 15 may be performed by a video coder, sach as video encoder
20 and/or video decoder 30, which may include an IntraBC goit, such as IntraBC unit
348 or IntraBC uni 385,

[8288] According to the example method of FIG. 15, the video coder checks a two-
dimensional vector of a neighboring block of the current video block (470), and
determines whether the vector is available, c.g., whether the neighboring biock was
coded using IntraBC (472). If the vector is available (YES of 472), the video coder may
insert the vector into a predictive vector candidate Hist for the current video block (474).
if the vector is not available (NO 0f 472}, the video coder may insert a default vector

into the predictive candidate fist for the current video block (476).
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16245] 1t is to be recognized that depending on the example, certain acts or evenis of
any of the techniques described herein can be performed in a different sequence, may be
added, merged, or left out altogether {¢.g., not all described acis or events are necessary
for the practice of the techmiques). Morcover, in certain examples, acts or events may
be performed concurrently, e.g., through multi-threaded processing, mterropt
processing, or multiple processors, rather than sequentially.

18218} In one or more examples, the functions described may be implemented in
hardware, software, firmware, or any combination thereof, 1f implomented in software,
the functions may be stored on or transmitted over as one or more nstractions or code
on a computer-readable medium and executed by a hardware-based processing unit.
Conputer-readable media may include computer-readable storage media, which
corresponds to a tangible medium such as data storage media, or commumication media
mclading any medivan that facilitates transfer of a computer program from one place to
another, ¢.g., according to a communication protocol. In this manner, computer-
readable media generally may correspond to (1) tangible computer-readable storage
media which is non-transitory or {2) a communication medivm such as a signal or
cafrier wave. Data storage media may be any available media that can be accessed by
01C OF JOTC COMPULCTS OF ONC OF TUOKS Processors to retrieve mstructions, code and/or
data stractares for implementation of the technigues described in this disclosure. A
computer program product may include a computer-readable medium.

18211} By way of example, and not limitation, such computer-readable storage media
can comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash memory, or any other medium that
can be used 1o store desired program code in the form of mnstructions or data structures
and that can be accessed by a2 computer. Also, any connection is properly termed 3
computer-readable medium. For example, if instructions are transmitted from a
website, server, or other remote source using a coaxial cable, fiber optic cable, twisted
pair, digital subscriber line (DSL), or wireless technologies such as infrared, radio, and
microwave, then the coaxial cable, fiber optic cable, twisted pair, DSL, or wircless
technologies such as infrared, radio, and microwave are included in the definition of
medium. It should be understood, however, that computer-readable storage media and
data storage media do not include connections, carrier waves, signals, or other iransitory
media, but arc instead divected to non-transitory, tangible storage media. Disk and disc,

as used herein, includes compact disc (CD), laser disc, optical dise, digital versatile disc
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(DVD), floppy disk and Blu-ray disc, where disks usually reproduce data magnetically,
while discs reproduce data optically with lasers. Combinations of the above should also
be included within the scope of computer-readable media.

[0212] Instructions may be executed by one or more processors, such as one or more
digital signal processors (DSPs), general purpose microprocessors, application specific
integrated circuits (ASICs), field programmable logic arrays (FPGAs), or other
equivalent integrated or discrete logic circuitry. Accordingly, the term “processor,” as
used herein may refer to any of the foregoing structure or any other structure suitable
for implementation of the techniques described herein. In addition, in some aspects, the
functionality described herein may be provided within dedicated hardware and/or
software modules configured for encoding and decoding, or incorporated in a combined
codec. Also, the techniques could be fully implemented in one or more circuits or logic
elements.

[0213] The techniques of this disclosure may be implemented in a wide variety of
devices or apparatuses, including a wireless handset, an integrated circuit (IC) or a set of
ICs (e.g., a chip set). Various components, modules, or units are described in this
disclosure to emphasize functional aspects of devices configured to perform the
disclosed techniques, but do not necessarily require realization by different hardware
units. Rather, as described above, various units may be combined in a codec hardware
unit or provided by a collection of interoperative hardware units, including one or more
processors as described above, in conjunction with suitable software and/or firmware.
[0214] Various examples have been described. These and other examples are within
the scope of the following claims.

[0215] It will be understood that the term “comprise” and any of its derivatives (eg
comprises, comprising) as used in this specification is to be taken to be inclusive of
features to which it refers, and is not meant to exclude the presence of any additional
features unless otherwise stated or implied.

[0216] The reference to any prior art in this specification is not, and should not be taken
as, an acknowledgement of any form of suggestion that such prior art forms part of the

common general knowledge.
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CLAIMS

1. A method of decoding video data including a mode for intra prediction of blocks
of video data from predictive blocks of video data within the same picture, the method
comprising:

for a current block of video data that is a first video block in a largest coding
unit, receiving, in an encoded video bitstream, one or more syntax elements that define
a residual horizontal displacement component and a residual vertical displacement
component of a residual two-dimensional vector;

determining a horizontal displacement component of a two-dimensional vector
and a vertical displacement component of the two-dimensional vector based on the
residual horizontal displacement component and the residual vertical displacement
component of the residual two-dimensional vector and based on a default predictive
two-dimensional vector;

determining a predictive block of video data for the current block of video data
based on the horizontal displacement component and the vertical displacement
component of the two-dimensional vector, wherein the predictive block of video data is
one of a plurality of reconstructed blocks of video data within an intended region within
the same picture as the current block of video data, and wherein the intended region
comprises a limited set of the plurality of reconstructed blocks of video data, and the
predictive block of video data is within the intended region, wherein the intended region
is limited to the limited set of the plurality of reconstructed blocks of video data within
the same picture that have not been in-loop filtered; and

reconstructing the current block of video data by adding the predictive block of

video data to the residual block.

2. The method of claim 1, wherein the horizontal displacement component and the
vertical displacement component of the two-dimensional vector are constrained to have

integer pixel resolution.

3. The method of claim 2, wherein the current block of video data and the

predictive block of video data comprise blocks of a luma component of the video data.
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4. The method of claim 2, wherein the current block of video data and the
predictive block of video data comprise blocks of a chroma component of the video

data.

5. The method of claim 1, wherein at least one of a height or a width of the

intended region are defined based on a size of the largest coding unit.

6. The method of claim 5, wherein the height of the intended region is defined
based on a height of the largest coding unit.

7. The method of claim 1, wherein at least one of a height or a width of the

intended region is defined based on an integer number of samples.

8. The method of claim 7, wherein the width of the intended region is defined

based on the integer number of samples.

9. The method of claim 8, wherein the integer number of samples is 64.

10. The method of claim 1, wherein at least one of a height or a width of the
intended region is constrained such that the intended region is within at least one of the

largest coding unit and a left neighboring largest coding unit of the largest coding unit.

1. The method of claim 1, wherein decoding the syntax elements comprises
decoding syntax elements encoded with values truncated based on a size of the intended

region.

12. The method of claim 1, wherein the default predictive two-dimensional vector
comprises (-w, 0), wherein w comprises a width of a current coding unit comprising the

current video block.

13. The method of claim 1, wherein previously-determined vectors of neighboring
blocks not used to determine a predictive block of video data within the same picture as

the current block of video data according to the mode for intra prediction of blocks of
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video data from predictive blocks of video data within the same picture are unavailable

as predictive two-dimensional vectors for the current block of video data.

14. The method of claim 1, wherein the current block of video data comprises a

prediction unit of a coding unit.

15. The method of claim 14, wherein a size of the coding unit is 2Nx2N, and a size

of the prediction unit is one of NxN, 2Nx2N, 2NxN, or Nx2N.

16. The method of claim 1, wherein the current block of video data comprises a
current block of a luma component of the video data and the two-dimensional vector
comprises a two-dimensional vector for the luma component, the method further
comprising deriving a two-dimensional vector for a block of a chroma component of the
video data that corresponds to the current block of the luma component based on the
two-dimensional vector for the luma component and a color sampling format for the

video data.

17. The method of claim 1, further comprising determining a size of the current
block of video data, wherein receiving the one or more syntax elements, determining the
predictive block, and reconstructing the current block of video data according to the
mode for intra prediction of blocks of video data from predictive blocks of video data
within the same picture comprises receiving the one or more syntax elements,
determining the predictive block, and reconstructing the current block of video data
according to the mode for intra prediction of blocks of video data from predictive blocks
of video data within the same picture only when the size of the current block meets a

size criteria.

18. The method of claim 17, wherein the size criteria comprises a minimum size.

19. The method of claim 1, further comprising decoding a flag that indicates

whether the current block of video data is predicted using the mode for intra prediction

of blocks of video data from predictive blocks of video data within the same picture,
wherein receiving the one or more syntax elements, determining the predictive

block, and reconstructing the current block of video data according to the mode for intra
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prediction of blocks of video data from predictive blocks of video data within the same
picture comprises receiving the one or more syntax elements, determining the predictive
block, and reconstructing the current block of video data according to the mode for intra
prediction of blocks of video data from predictive blocks of video data within the same
picture in response to the flag indicating that the current block of video data is predicted
using the mode for intra prediction of blocks of video data from predictive blocks of
video data within the same picture,

wherein decoding the flag comprises arithmetic decoding the flag with a single,

fixed context.

20. The method of claim 1, further comprising applying an intra-prediction mode

deblocking filter to the current block of video data.

21. A method of encoding video data including a mode for intra prediction of blocks
of video data from predictive blocks of video data within the same picture, the method
comprising:

for a current block of video data that is a first video block in a largest coding
unit, defining an intended region within the same picture as the current block of video
data, the intended region comprising a set of previously encoded blocks of video data
within the same picture as the current block of video data, wherein the set of previously
encoded blocks comprises a plurality of reconstructed blocks of video data within the
same picture that have not been in-loop filtered;

selecting a predictive block of video data for the current block of video data
from the set of previously encoded blocks of video data within the intended region
within the same picture as the current block of video data;

determining a two-dimensional vector, wherein the two-dimensional vector has a
horizontal displacement component and a vertical displacement component, wherein the
horizontal displacement component represents a horizontal displacement between the
predictive block of video data and the current block of video data and the vertical
displacement component represents a vertical displacement between the predictive
block of video data and the current block of video data;

determining a residual horizontal displacement component and a residual
vertical displacement component based on a difference between the two-dimensional

vector and a default predictive two-dimensional vector;



29 Aug 2018

2014281331

65

determining a residual block by determining a difference between the current
block of video data and the predictive block of video data; and

encoding, in an encoded video bitstream, one or more syntax elements that
define the residual horizontal displacement component and the residual vertical

displacement component of the two-dimensional vector and the residual block.

22.  The method of claim 21, wherein selecting the predictive block of video data
comprises constraining the horizontal displacement component and the vertical

displacement component of the two-dimensional vector to have integer pixel resolution.

23. The method of claim 22, wherein the current block of video data and the

predictive block of video data comprise blocks of a luma component of the video data.

24. The method of claim 22, wherein the current block of video data and the
predictive block of video data comprise blocks of a chroma component of the video

data.

25. The method of claim 21, wherein the current block of video data is located
within a largest coding unit, and defining the intended region comprises defining the

intended region based on a size of the largest coding unit.

26. The method of claim 25, wherein defining the intended region based on the size
of the largest coding unit comprises defining a height of the intended region based on a

height of the largest coding unit.

27. The method of claim 21, wherein defining the intended region comprises
defining at least one of a height or a width of the intended region based on an integer

number of samples.
28. The method of claim 27, wherein defining the size of the intended region to an
integer number of samples comprises defining a width of the intended region based on

integer number of samples.

29. The method of claim 28, wherein the integer number of samples is 64.
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30. The method of claim 21, wherein the current block of video data is located
within a largest coding unit, wherein defining the intended region comprises defining
the intended region to be within at least one of the largest coding unit and a left

neighboring largest coding unit of the largest coding unit.

31. The method of claim 21, wherein encoding the syntax elements comprises

encoding syntax elements with values truncated based on a size of the intended region.

32. The method of claim 21, wherein the default predictive two-dimensional vector
comprises (-w, 0), wherein w comprises a width of a current coding unit comprising the

current video block.

33.  The method of claim 21, wherein previously-determined vectors of neighboring
blocks not used to determine a predictive block of video data within the same picture as
the current block of video data according to the mode for intra prediction of blocks of

video data from predictive blocks of video data within the same picture are unavailable

as predictive two-dimensional vectors for the current block of video data.

34.  The method of claim 21, wherein the current block of video data comprises a

prediction unit of a coding unit.

35.  The method of claim 34, wherein a size of the coding unit is 2Nx2N, and a size

of the prediction unit is one of NxN, 2Nx2N, 2NxN, or Nx2N.

36. The method of claim 21, wherein the current block of video data comprises a
current block of a luma component of the video data and the two-dimensional vector
comprises a two-dimensional vector for the luma component, the method further
comprising deriving a two-dimensional vector for a block of a chroma component of the
video data that corresponds to the current block of the luma component based on the
two-dimensional vector for the luma component and a color sampling format for the

video data.

37. The method of claim 21, further comprising determining a size of the current

block of video data, wherein selecting the predictive block, determining the two-
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dimensional vector, determining the residual block, and encoding the one or more
syntax elements according to the mode for intra prediction of blocks of video data from
predictive blocks of video data within the same picture comprises selecting the
predictive block, determining the two-dimensional vector, determining the residual
block, and encoding the one or more syntax elements according to the mode for intra
prediction of blocks of video data from predictive blocks of video data within the same

picture only when the size of the current block meets a size criteria.

38.  The method of claim 37, wherein the size criteria comprises a minimum size.

39. The method of claim 21, further comprising encoding a flag that indicates
whether the current block of video data is predicted using the mode for intra prediction
of blocks of video data from predictive blocks of video data within the same picture,
wherein encoding the flag comprises arithmetic encoding the flag with a single, fixed

context.

40. The method of claim 21, further comprising applying an intra-prediction mode

deblocking filter to the current block of video data.

41. A device comprising a video decoder configured to decode video data using a
mode for intra prediction of blocks of video data from predictive blocks of video data
within the same picture, wherein the video decoder comprises:

a memory configured to store video data; and

one or more processors configured to perform a method according to any one of

claims 1 to 20.

42, The device of claim 41, wherein the device comprises one of:
a microprocessor;
an integrated circuit (IC); and

a wireless communication device comprising the video decoder.

43. A device comprising a video encoder configured to encode video data using a
mode for intra prediction of blocks of video data from predictive blocks of video data

within the same picture, wherein the video encoder comprises:
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a memory configured to store an encoded video bitstream; and
one or more processors configured to perform a method according to any one of

claims 21 to 40.

44.  The device of claim 42, wherein the device comprises one of:
a microprocessor;
an integrated circuit (IC); and

a wireless communication device comprising the video encoder.

45. A device comprising a video coder configured to code video data using a mode
for intra prediction of blocks of video data from predictive blocks of video data within
the same picture, wherein the video coder comprises:

means for coding a video bitstream that includes one or more syntax elements
that define a residual horizontal displacement component and a residual vertical
displacement component of a two-dimensional vector and a residual block for a current
block of video data that is a first video block in a largest coding unit; and

means for determining a predictive block of video data for the current block of
video data;

means for determining a horizontal displacement component of a two-
dimensional vector and a vertical displacement component of the two-dimensional
vector based on the residual horizontal displacement component and the residual
vertical displacement component of a residual two-dimensional vector and based on a
default predictive two-dimensional vector, wherein the horizontal displacement
component of the two-dimensional vector represents a horizontal displacement between
the predictive block of video data and the current block of video data and the vertical
displacement component of the two-dimensional vector represents a vertical
displacement between the predictive block of video data and the current block of video
data,

wherein the predictive block of video data is one of a plurality of

reconstructed blocks of video data within an intended region within the same

picture as the current block of video data, and wherein the intended region

comprises a limited set of the plurality of reconstructed blocks of video data, and

the predictive block of video data is within the intended region, wherein the

intended region is limited to the limited set of the plurality of reconstructed
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blocks of video data within the same picture that have not been in-loop filtered,
and
wherein the residual block represents a difference between the current

block of video data and the predictive block of video data.

46. A non-transitory computer-readable storage medium having stored thereon
instructions for coding video data including a mode for intra prediction of blocks of
video data from predictive blocks of video data within the same picture that, when
executed, cause one or more processors to:

code a video bitstream that includes one or more syntax elements that define a
residual horizontal displacement component and a residual vertical displacement
component of a two-dimensional vector and a residual block for a current block of video
data that is a first video block in a largest coding unit; and

determine a predictive block of video data for the current block of video data;

determine a horizontal displacement component of a two-dimensional vector and
a vertical displacement component of the two-dimensional vector based on the residual
horizontal displacement component and the residual vertical displacement component of
a residual two-dimensional vector and based on a default predictive two-dimensional
vector, wherein the horizontal displacement component of the two-dimensional vector
represents a horizontal displacement between the predictive block of video data and the
current block of video data and the vertical displacement component of the two-
dimensional vector represents a vertical displacement between the predictive block of
video data and the current block of video data,

wherein the predictive block of video data is one of a plurality of

reconstructed blocks of video data within an intended region within the same

picture as the current block of video data, wherein the intended region comprises

a limited set of the plurality of reconstructed blocks of video data, and the

predictive block of video data is within the intended region, wherein the

intended region is limited to the limited set of the plurality of reconstructed

blocks of video data within the same picture that have not been in-loop filtered,

and

wherein the residual block represents a difference between the current

block of video data and the predictive block of video data.
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/—400

DEFINE INTENDED REGION WITHIN CURRENT
PICTURE

~ 402

SELECT PREDICTIVE BLOCK FROM WITHIN
INTENDED REGION

/—404

DETERMINE TWO-DIMENSIONAL VECTOR
FROM CURRENT BLOCK TO PREDICTIVE BLOCK

. 406

DETERMINE RESIDUAL BLOCK BASED ON THE
CURRENT BLOCK AND THE PREDICTIVE BLOCK

- 408

ENCODE ONE OR MORE SYNTAX ELEMENTS
DEFINING THE TWO-DIMENSIONAL VECTOR
AND THE RESIDUAL BLOCK
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/-410

DECODE ONE OR MORE SYNTAX ELEMENTS
THAT DEFINE A TWO-DIMENSIONAL VECTOR
AND A RESIDUAL BLOCK

/-412

DETERMINE PREDICTIVE BLOCK WITHIN SAME
PICTURE AS CURRENT BLOCK BASED ON TWO-
DIMENSIONAL VECTOR

v /_414

RECONSTRUCT CURRENT BLOCK BASED ON
PREDICTIVE BLOCK AND RESIDUAL BLOCK

FIG. 11
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s 420

CODE ONE OR MORE SYNTAX ELEMENTS
DEFINING TWO-DIMENSIONAL VECTOR AND
RESIDUAL BLOCK FOR CURRENT LUMA BLOCK

Ve 422

DERIVE TWO-DIMENSIONAL VECTOR FOR
CHROMA BLOCK CORRESPONDING TO
CURRENT LUMA BLOCK BASED ON TWO-
DIMENSIONAL VECTOR FOR CURRENT LUMA
BLOCK

424
\ 4 /_
CODE ONE OR MORE SYNTAX ELEMENTS

DEFINING RESIDUAL BLOCK FOR CHROMA
BLOCK CORRESPONDING TO CURRENT LUMA
BLOCK

FIG. 12
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430

DETERMINE TWO-DIMENSIONAL
VECTOR FOR CURRENT BLOCK

YES
FIRST BLOCK IN LCU?

436

DETERMINE LAST TWO-
DIMENSIONAL VECTOR USED
FOR INTRA BLOCK COPY

4

v 434 438
DETERMINE PREDICTIVE TWO-

DETERMINE PREDICTIVE TWO-

DIMENSIONAL VECTOR FOR DIMENSIONAL VECTOR FOR
CURRENT BLOCK IS LAST TWO-
CURRENT BLOCK IS DEFAULT

TWO-DIMENSIONAL VECTOR DIMENSIONAL VECTOR USED
i FOR INTRA BLOCK COPY

e 440

DETERMINE RESIDUAL TWO-
»  DIMENSIONAL VECTOR FOR
CURRENT BLOCK

442
s
ENCODE ONE OR MORE SYNTAX

ELEMENTS DEFINING RESIDUAL
TWO-DIMENSIONAL VECTOR
FOR CURRENT BLOCK

FIG. 13
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450

DECODE ONE OR MORE SYNTAX
ELEMENTS DEFINING RESIDUAL
TWO-DIMENSIONAL VECTOR
FOR CURRENT BLOCK

Y

DETERMINE PREDICTIVE TWO-
DIMENSIONAL VECTOR FOR
CURRENT BLOCK IS DEFAULT
TWO-DIMENSIONAL VECTOR

FIRST BLOCK IN LCU?

~ 456

DETERMINE LAST TWO-
DIMENSIONAL VECTOR USED
FOR INTRA BLOCK COPY

. 454

h 4

Ve 458

DETERMINE PREDICTIVE TWO-
DIMENSIONAL VECTOR FOR
CURRENT BLOCK IS LAST TWO-
DIMENSIONAL VECTOR USED
FOR INTRA BLOCK COPY

/-460

FIG. 14

>

DETERMINE TWO-
DIMENSIONAL VECTOR FOR
CURRENT BLOCK
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470

CHECK TWO-DIMENSIONAL
VECTOR OF NEIGHBORING
BLOCK

AVAILABLE?

Y 476 474

INSERT DEFAULT VECTOR INTO
PREDICTIVE VECTOR
CANDIDATE LIST FOR

CURRENT BLOCK

INSERT INTO PREDICTIVE
VECTOR CANDIDATE LIST FOR
CURRENT BLOCK

FIG. 15
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