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Abstract

Systems and methods are provided for recording a user’s biometric features and generating an identifier representative of the user’s biometric features using mobile device such as a smartphone. The systems and methods described herein enable a series of operations whereby a user using a mobile device can capture imagery of a user’s face, eyes and pericoronal region. The mobile device is also configured analyze the imagery to identify and determine the position of low-level features spatially within the images and the changes in position of the low level features dynamically throughout the images. Using the spatial and dynamic information the mobile device is further configured to generate a biometric identifier characterizing the user’s biometric features and which can be used to identify/authenticate the user by comparing the biometric identifier to a previously generated biometric identifier.
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SYSTEM AND METHOD FOR GENERATING A BIOMETRIC IDENTIFIER

CROSS-REFERENCE TO RELATED APPLICATIONS


TECHNICAL FIELD OF THE INVENTION

[0002] The present invention relates to systems and methods for capturing and characterizing biometric features, in particular, systems and methods for capturing and characterizing facial biometric features using a mobile device for the purposes of identifying or authenticating a user.

BACKGROUND OF THE INVENTION

[0003] As a biometric is a biological characteristic (such as a fingerprint, the geometry of a hand, Retina pattern, iris shape, etc.) of an individual, biometric techniques can be used as an additional verification factor since biometrics are usually more difficult to obtain than other non-biometric credentials. Biometrics can be used for identification and/or authentication (also referred to as identity assertion and/or verification).

[0004] Biometric identity assertion can require a certain level of security as dictated by the application. For example, authentication in connection with a financial transaction or gaining access to a secure location requires higher security levels. As a result, preferably, the accuracy of the biometric representation of a user is sufficient to ensure that the user is accurately authenticated and security is maintained. However, to the extent iris, face, finger, and voice identity assertion systems exist and provide the requisite level of accuracy, such systems require dedicated devices and applications and are not easily implemented on conventional smartphones, which have limited camera resolution and light emitting capabilities.

[0005] The challenges surrounding traditional biometric feature capture techniques, which generally require high resolution imagery, multi-spectral lighting and significant computing power to execute the existing image analysis algorithms to achieve the requisite accuracy dictated by security have made biometric authentication not widely available or accessible to the masses. Moreover, traditional biometric authentication techniques requiring dedicated devices used in a specific way (e.g., require a cooperative subject, have a narrow field of view, biometric must be obtained in a specific way) detracts from user convenience and wide-scale implementation.

[0006] Accordingly, there is a need for systems and methods with which a user’s identity can be verified conveniently, seamlessly, and with a sufficient degree of accuracy, from biometric information captured from the user using readily available smartphones. In addition, what is needed are identity assertion systems and methods that, preferably, are not reliant on multi-spectral imaging devices, multi-spectral light emitters, high resolution cameras, or multiple user inputs.

SUMMARY OF THE INVENTION

[0007] Technologies are presented herein in support of a system and method for authorizing a user in connection with a transaction at a transaction terminal.

[0008] According to a first aspect, the method for authenticating a user according to the user’s biometric features includes the steps of causing, by a mobile device having a camera, a storage medium having instructions stored therein and a processor configured by executing the instructions therein, the camera to capture a plurality of images depicting at least one facial region of the user. Using the plurality of images, the mobile device processor detects low-level features depicted in a first image of the plurality of images. In addition, the mobile device processor determines a position of a first low-level feature relative to a respective position of one or more other low-level features. In addition, the method includes determining, by the mobile device processor, at least one second position of the first low-level feature in at least one other image. Using the identified positions, the mobile device processor calculates changes in position of the first low-level feature. The method also includes, generating, by the mobile device processor, a biometric identifier useable to identify the user as a function of the position of the first low-level feature depicted in the first image and the calculated changes in position of the first low-level feature. In addition, the method includes, authenticating the user by comparing the biometric identifier to at least one previously generated biometric identifier.

[0009] According to another aspect, a system is provided for authenticating a user according to the user’s biometric features. The system includes one or more processors configured to interact with a camera, a communication interface and a computer-readable storage medium and execute one or
more software modules stored on the storage medium. The software modules include a biometric capture module that, when executed by the processor, configures the processor to cause a camera in communication with the processor to capture a plurality of images, wherein the plurality of images depict at least one facial region of the user. The modules also include an analysis module that, when executed by the processor, configures the processor to detect low-level features depicted in a first image of the plurality of images, determine a position of the first low-level feature relative to at least one other low-level feature, determine at least one second position of the first low-level feature in at least one other image, calculate changes in position of the first low-level feature, generate a biometric identifier usable to identify the user as a function of the first position of the first low-level feature and the calculated changes in position of the first low-level feature. The software modules also include a biometric authentication module that, when executed by the processor, configures the processor to authenticate the user by comparing the biometric identifier to at least one previously generated biometric identifier.

[0010] These and other aspects, features, and advantages can be appreciated from the accompanying description of certain embodiments of the invention and the accompanying drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] FIG. 1 is a high-level diagram of a computer system for authenticating a user according to the user’s biometric features in accordance with at least one embodiment disclosed herein;

[0012] FIG. 2A is a block diagram of a computer system for authenticating a user according to the user’s biometric features in accordance with at least one embodiment disclosed herein;

[0013] FIG. 2B is a block diagram of software modules for authenticating a user according to the user’s biometric features in accordance with at least one embodiment disclosed herein;

[0014] FIG. 2C is a block diagram of a computer system for authenticating a user according to the user’s biometric features in accordance with at least one embodiment disclosed herein;

[0015] FIG. 3 is a flow diagram showing a routine for generating a biometric identifier according to the user’s biometric features in accordance with at least one embodiment disclosed herein;

[0016] FIG. 4 is a flow diagram showing a routine for enrolling a user in accordance with at least one embodiment disclosed herein;

[0017] FIG. 5 is a flow diagram showing a routine for authenticating a user according to the user’s biometric features in accordance with at least one embodiment disclosed herein.

DETAILED DESCRIPTION OF CERTAIN EMBODIMENTS OF THE INVENTION

[0018] By way of example only and for the purpose of overview and introduction, embodiments of the present invention are described below which concern a system and method for capturing a user’s biometric features and generating an identifier characterizing the user’s biometric features using a mobile device such as a smartphone. The biometric identifier is preferably generated for the purposes of identifying or authenticating the user (e.g., verifying) according to the biometric identifier.

[0019] In some implementations, the system includes a cloud based system server platform that communicates with fixed PC’s, servers, and devices such as laptops, tablets and smartphones operated by users. As the user attempts to access a networked environment that is access controlled, for example, a website which requires a secure login, the user is prompted to authenticate using the user’s preregistered mobile device. Authentication includes capturing biometric information in the form of at least images of the user’s eyes, pericocular region and face or any combination of the foregoing (collectively referred to as the Vitruvian region), extracting unique features and encoding the features as a biometric identifier (“Vitruvian identifier”) using the mobile device. Accordingly, the user can be verified by the mobile device and/or the system server or a combination of the foregoing by comparing the Vitruvian biometric identifier to a Vitruvian identifier generated during the user’s initial enrollment with the system.

[0020] According to a salient aspect of the subject application, capturing images for the purpose of identifying a user’s Vitruvian biometric features can be performed using conventional digital cameras that are found on smart phones and other such mobile devices. In addition, identifying Vitruvian biometric features can be performed according to positive eye authentication techniques, preferably, applying algorithms analyzing the iris and/or pericocular regions and/or face without requiring infra-red images or IR emitters which are not widely integrated in smartphones.

[0021] According to a salient aspect of the subject application, biometric features from the user’s iris, pericocular and/or facial regions can be extracted concurrently and seamlessly from common image captures (e.g., the same image frames and same sequence of image frames captured), whereas, current identification techniques extract iris features from certain image frames and pericocular features from other image frames. Moreover, according to the salient aspect of the subject application, Vitruvian biometric features are identified and defined according to the spatial relationship of features (“keypoints”) within frames and the dynamic movement or position (“flow”) of those keypoints throughout a temporary arranged sequence of frames, so as to seamlessly generate an integrated Vitruvian biometric identifier of the user’s Vitruvian region. The resulting integrated Vitruvian biometric identifier is a single, virtual representation of the user’s Vitruvian region, as opposed to, independently generating a plurality of separate biometric identifiers (e.g., one for the iris, another for the pericocular region) that are later fused.

[0022] Another salient aspect of the subject application is that the foregoing process for generating a biometric identifier can also be used to generate a liveness identifier and/or determine “liveness” (e.g., whether the image sequence is of living person).

[0023] An exemplary system for authenticating a user according to the user’s biometric features 100 is shown as a block diagram in FIG. 1. In one arrangement, the system consists of a system server 105 and user devices including a mobile device 101a and a user computing device 101b. The system 100 can also include one or more remote computing devices 102.

[0024] The system server 105 can be practically any computing device and/or data processing apparatus capable of
communicating with the user devices and remote computing devices and receiving, transmitting and storing electronic information and processing requests as further described herein. Similarly, the remote computing device 102 can be practically any computing device and/or data processing apparatus capable of communicating with the system server and/or the user devices and receiving, transmitting and storing electronic information and processing requests as further described herein. It should also be understood that the system server and/or remote computing device can be a number of networked or cloud based computing devices.

[0025] In some implementations, computing device 102 can be associated with an enterprise organization, for example, a bank or a website, that maintain user accounts ("enterprise accounts") and provide services to enterprise account holders and require authentication of the user prior to providing the user access to such systems and services.

[0026] The user devices, mobile device 101a and user computing device 101b, can be configured to communicate with one another, the system server 105 and/or remote computing device 102, transmitting electronic information thereto and receiving electronic information therefrom as further described herein. The user devices can also be configured to receive user inputs as well as capture and process biometric information, for example, digital images and voice recordings of a user 124.

[0027] The mobile device 101a can be any mobile computing devices and/or data processing apparatus capable of embodying the systems and/or methods described herein, including but not limited to a personal computer, tablet computer, personal digital assistant, mobile electronic device, cellular telephone or smart phone device and the like. The computing device 101b is intended to represent various forms of computing devices that a user can interact with, such as workstations, a personal computer, laptop computer, dedicated point-of-sale systems, ATM terminals, access control devices or other appropriate digital computers.

[0028] As further described herein, the system for authenticating a user according to the user’s biometric features 100, facilitates the authentication of a user 124 according to a user’s biometric features using a mobile device 101a. In some implementations, identification and/or authentication according to a user’s biometric features utilizes a user’s biometric information in a two stage process. The first stage is referred to as enrollment. In the enrollment stage samples of appropriate biometric(s) is/are collected from an individual. These biometrics are analyzed and processed to extract features (or characteristics) present in each sample. The set of features present in the biometric of an individual constitutes an identifier for the person. These identifiers are then stored to complete the enrollment stage. In the second stage the same biometric of the individual is measured. Features from this biometric are extracted just like in the enrollment phase to obtain a current biometric identifier. If the goal is identification, then this identifier is searched for in the database of identifiers generated in the first phase. If a match occurs, the identification of the individual is revealed, otherwise identification fails. If the goal is authentication, then the identifier generated in the second stage is compared with the identifier generated in the first stage for the particular person. If a match occurs, authentication is successful, otherwise authentication fails.

[0029] It should be noted that while FIG. 1 depicts the system for authenticating a user according to the user’s biometric features 100 with respect to a mobile device 101a and a user computing device 101b and a remote computing device 102, it should be understood that any number of such devices can interact with the system in the manner described herein. It should also be noted that while FIG. 1 depicts a system for authenticating a user according to the user’s biometric features 100 with respect to the user 124, it should be understood that any number of users can interact with the system in the manner described herein.

[0030] It should be further understood that while the various computing devices and machines referenced herein, including but not limited to mobile device 101a and system server 105 and remote computing device 102 are referred to herein as individual/single devices and/or machines, in certain implementations the referenced devices and machines, and their associated and/or accompanying operations, features, and/or functionalities can be combined or arranged or otherwise employed across any number of such devices and/or machines, such as over a network connection or wired connection, as is known to those of skill in the art.

[0031] It should also be understood that the exemplary systems and methods described herein in the context of the mobile device 101a are not specifically limited to the mobile device and can be implemented using other enabled computing devices (e.g., the user computing device 102b).

[0032] In reference to FIG. 2A, mobile device 101a of the system 100, includes various hardware and software components that serve to enable operation of the system, including one or more processors 110, a memory 120, a microphone 125, a display 140, a camera 145, an audio output 155, a storage 190 and a communication interface 150. Processor 110 serves to execute a client application in the form of software instructions that can be loaded into memory 120. Processor 110 can be a number of processors, a central processing unit CPU, a graphics processing unit GPU, a multi-processor core, or any other type of processor, depending on the particular implementation.

[0033] Preferably, the memory 120 and/or the storage 190 are accessible by the processor 110, thereby enabling the processor to receive and execute instructions encoded in the memory and/or on the storage so as to cause the mobile device and its various hardware components to carry out operations for aspects of the systems and methods as will be described in greater detail below. Memory can be, for example, a random access memory (RAM) or any other suitable volatile or non-volatile computer readable storage medium. In addition, the memory can be fixed or removable. The storage 190 can take various forms, depending on the particular implementation. For example, the storage can contain one or more components or devices such as a hard drive, a flash memory, a rewritable optical disk, a rewritable magnetic tape, or some combination of the above. Storage can also be fixed or removable.

[0034] One or more software modules 130 are encoded in the storage 190 and/or in the memory 120. The software modules 130 can comprise one or more software programs or applications having computer program code or a set of instructions (referred to as the “mobile authentication client application”) executed in the processor 110. As depicted in FIG. 2B, preferably, included among the software modules 130 is a user interface module 170, a biometric capture module 172, an analysis module 174, an enrollment module 176, a database module 178, an authentication module 180 and a communication module 182 that are executed by processor 110. Such computer program code or instructions configure
the processor 110 to carry out operations of the systems and methods disclosed herein and can be written in any combination of one or more programming languages.

[0035] The program code can execute entirely on mobile device 101, as a stand-alone software package, partly on mobile device, partly on system server 105, or entirely on system server or another remote computing device. In the latter scenario, the remote computer can be connected to mobile device 101 through any type of network, including a local area network (LAN) or a wide area network (WAN), mobile communications network, cellular network, or the connection can be made to an external computer (for example, through the Internet using an Internet Service Provider).

[0036] It can also be said that the program code of software modules 130 and one or more computer readable storage devices (such as memory 120 and/or storage 190) form a computer program product that can be manufactured and/or distributed in accordance with the present invention, as is known to those of ordinary skill in the art.

[0037] It should be understood that in some illustrative embodiments, one or more of the software modules 130 can be downloaded over a network to storage 190 from another device or system via communication interface 150 for use within the system for biometric authentication 100. In addition, it should be noted that other information and/or data relevant to the operation of the present systems and methods (such as database 185) can also be stored on storage. Preferably, such information is stored on an encrypted data store that is specifically allocated so as to securely store information collected or generated by the processor executing the secure authentication application. Preferably, encryption measures are used to store the information locally on the mobile device storage and transmit information to the system server 105. For example, such data can be encrypted using a 1024 bit polymeric cipher, or, depending on the export controls, an AES 256 bit encryption method. Furthermore, encryption can be performed using remote key (seeds) or local keys (seeds). Alternative encryption methods can be used as would be understood by those skilled in the art, for example, SHA256.

[0038] In addition, data stored on the mobile device 101 and/or system server 105 can be encrypted using a user’s biometric information, likeness information, or mobile device information as an encryption key. In some implementations, a combination of the foregoing can be used to create a complex key for the user that can be encrypted on the mobile device using Elliptic Curve Cryptography, preferably at least 384 bits in length. In addition, that key can be used to secure the user data stored on the mobile device and/or the system server.

[0039] Also preferably stored on storage 190 is database 185. As will be described in greater detail below, the database contains and/or maintains various data items and elements that are utilized throughout the various operations of the system and method for authenticating a user 100. The information stored in database can include but is not limited to a user profile, as will be described in greater detail herein. It should be noted that although database is depicted as being configured locally to mobile device 101, in certain implementations the database and/or various of the data elements stored therein can, in addition or alternatively, be located remotely (such as on a remote device 102 or system server 105—not shown) and connected to mobile device through a network in a manner known to those of ordinary skill in the art.

[0040] A user interface 115 is also operatively connected to the processor. The interface can be one or more input or output device(s) such as switch(es), button(s), key(s), a touchscreen, microphone, etc. as would be understood in the art of electronic computing devices. User interface serves to facilitate the capture of commands from the user such as an on-off commands or user information and settings related to operation of the system for authenticating a user 100. For example, interface serves to facilitate the capture of certain information from the mobile device 101 such as personal user information for enrolling with the system so as to create a user profile.

[0041] The computing device 101 and/or computer 101a can also include a display 140 which is also operatively connected to processor the processor 110. The display includes a screen or any other such presentation device which enables the system to instruct or otherwise provide feedback to the user regarding the operation of the system for authenticating a user 100. By way of example, the display can be a digital display such as a dot matrix display or other 2-dimensional display.

[0042] By way of further example, the interface and the display can be integrated into a touch screen display. Accordingly, the display is also used to show a graphical user interface, which can display various data and provide “forms” that include fields that allow for the entry of information by the user. Touching the touch screen at locations corresponding to the display of a graphical user interface allows the person to interact with the device to enter data, change settings, control functions, etc. So, when the touch screen is touched, user interface communicates this change to processor, and settings can be changed or user entered information can be captured and stored in the memory.

[0043] Mobile device 101a also includes a camera 145 capable of capturing digital images. The camera can be one or more imaging devices configured to capture images of at least a portion of the user’s body including the user’s eyes and/or face while utilizing the mobile device 101a. The camera serves to facilitate the capture of images of the user for the purpose of image analysis by the mobile device processor executing the secure authentication application which includes identifying biometric features for (biometrically) authenticating the user from the images. The mobile device 101a and/or the camera 145 can also include one or more light or signal emitters (not shown) for example, a visible light emitter and/or infra-red light emitter and the like. The camera can be integrated into the mobile device, such as a front-facing camera or rear facing camera that incorporates a sensor, for example and without limitation a CCD or CMOS sensor. Alternatively, the camera can be external to the mobile device 101a. The possible variations of the camera and light emitters would be understood by those skilled in the art. In addition, the mobile device can also include one or more microphones 104 for capturing audio recordings as would be understood by those skilled in the art.

[0044] Audio output 155 is also operatively connected to the processor 110. Audio output can be any type of speaker system that is configured to play electronic audio files as would be understood by those skilled in the art. Audio output can be integrated into the mobile device 101 or external to the mobile device 101.

[0045] Various hardware devices/sensors 160 are also operatively connected to the processor. The sensors 160 can
include: an on-board clock to track time of day, etc.; a GPS enabled device to determine a location of the mobile device; an accelerometer to track the orientation and acceleration of the mobile device; Gravity magnetometer to detect the Earth’s magnetic field to determine the 3-dimensional orientation of the mobile device; proximity sensors to detect a distance between the mobile device and other objects; RF radiation sensors to detect the RF radiation levels; and other such devices as would be understood by those skilled in the art.

[0046] Communication interface 150 is also operatively connected to the processor 110 and can be any interface that enables communication between the mobile device 101a and external devices, machines and/or elements including system server 105. Preferably, communication interface includes, but is not limited to, a modem, a Network Interface Card (NIC), an integrated network interface, a radio frequency transmitter/receiver (e.g., Bluetooth, cellular, NFC), a satellite communication transmitter/receiver, an infrared port, a USB connection, and/or any other such interfaces for connecting the mobile device to other computing devices and/or communication networks such as private networks and the Internet. Such connections can include a wired connection or a wireless connection (e.g., using the 802.11 standard) though it should be understood that communication interface can be practically any interface that enables communication to/from the mobile device.

[0047] At various points during the operation of the system for authenticating a user conducting a financial transaction 100, the mobile device 101a can communicate with one or more computing devices, such as system server 105, user computing device 101b and/or remote computing device 102. Such computing devices transmit and/or receive data to/from mobile device 101a, thereby preferably initiating maintaining, and/or enhancing the operation of the system 100, as will be described in greater detail below.

[0048] FIG. 2C is a block diagram illustrating an exemplary configuration of system server 105. System server 105 can include a processor 210 which is operatively connected to various hardware and software components that serve to enable operation of the system for facilitating secure authentication of transactions at a terminal 100. The processor 210 serves to execute instructions to perform various operations relating to user authentication and transaction processing as will be described in greater detail below. The processor 210 can be a number of processors, a multi-processor core, or some other type of processor, depending on the particular implementation.

[0049] In certain implementations, a memory 220 and/or a storage medium 290 are accessible by the processor 210, thereby enabling the processor 210 to receive and execute instructions stored on the memory 220 and/or on the storage 290. The memory 220 can be, for example, a random access memory (RAM) or any other suitable volatile or non-volatile computer readable storage medium. In addition, the memory 220 can be fixed or removable. The storage 290 can take various forms, depending on the particular implementation. For example, the storage 290 can contain one or more components or devices such as a hard drive, a flash memory, a rewritable optical disk, a rewritable magnetic tape, or some combination of the above. The storage 290 can also be fixed or removable.

[0050] One or more software modules 130 are encoded in the storage 290 and/or in the memory 220. The software modules 130 can comprise one or more software programs or applications (collectively referred to as the “secure authentication system”) having computer program code or a set of instructions executed in the processor 210. Such computer program code or instructions for carrying out operations for aspects of the systems and methods disclosed herein can be written in any combination of one or more programming languages, as would be understood by those skilled in the art. The program code can execute entirely on the system server 105 as a stand-alone software package, partly on the system server 105 and partly on a remote computing device, such as a remote computing device 102, mobile device 101a and/or user computing device 101b, or entirely on such remote computing devices. As depicted in FIG. 2B, preferably, included among the software modules 130 are an analysis module 274, an enrollment module 276, an authentication module 280, a database module 278, and a communication module 282, that are executed by the system server’s processor 210.

[0051] Also preferably stored on the storage 290 is a database 280. As will be described in greater detail below, the database 280 contains and/or maintains various data items and elements that are utilized throughout the various operations of the system 100, including but not limited to, user profiles as will be described in greater detail herein. It should be noted that although the database 280 is depicted as being configured locally to the computing device 205, in certain implementations the database 280 and/or various of the data elements stored therein can be stored on a computer readable memory or storage medium that is located remotely and connected to the system server 105 through a network (not shown), in a manner known to those of ordinary skill in the art.

[0052] A communication interface 255 is also operatively connected to the processor 210. The communication interface 255 can be any interface that enables communication between the system server 105 and external devices, machines and/or elements. In certain implementations, the communication interface 255 includes, but is not limited to, a modem, a Network Interface Card (NIC), an integrated network interface, a radio frequency transmitter/receiver (e.g., Bluetooth, cellular, NFC), a satellite communication transmitter/receiver, an infrared port, a USB connection, and/or any other such interface for connecting the computing device 205 to other computing devices and/or communication networks, such as private networks and the Internet. Such connections can include a wired connection or a wireless connection (e.g., using the 802.11 standard) though it should be understood that communication interface 255 can be practically any interface that enables communication to/from the processor 210.

[0053] The operation of the system for authenticating a user according to the user’s biometric features 100 and the various elements and components described above will be further appreciated with reference to the method for facilitating the capture of biometric information and authentication as described below. The processes depicted herein are shown from the perspective of the mobile device 101a and/or the system server 105. However, it should be understood that the processes can be performed, in whole or in part, by the mobile device 101a, the system server 105 and/or other computing devices (e.g., remote computing device 102 and/or user computing device 101b) or any combination of the foregoing. It should be appreciated that more or fewer operations can be
performed than shown in the figures and described herein. These operations can also be performed in a different order than those described herein. It should also be understood that one or more of the steps can be performed by the mobile device 101a and/or on other computing devices (e.g., computing device 101b, system server 105 and remote computing device 102).

Turning now to FIG. 3, a flow diagram illustrates a routine 300 for detecting the user’s biometric features from a series of images in accordance with at least one embodiment disclosed herein and generating a biometric identifier. In general, the routine includes capturing and analyzing an image sequence of at least the user’s eyes, pericocular region and surrounding facial region (collectively referred to as the facial region or the Vitruvian region); identifying low-level spatiotemporal features from at least the eyes and pericocular regions for the purposes of generating an identifier that compresses the low-level spatiotemporal features (the Vitruvian biometric identifier). As compared to high level features, which generally characterize the overall image frame (e.g., the entire picture of the user’s facial region), or intermediate features, which characterize objects within the greater image frames (e.g., the nose), low-level features are frequently used to represent image characteristics and in this case biometric characteristics. Low-level features are preferable in that they are robust for image characterization in that they provide invariance under rotation, size, illumination, scale and the like.

The inclusion of the pericocular region in generating a biometric identifier can be beneficial in that in images where the iris features alone cannot be reliably obtained (or used), the surrounding skin region may be used to characterize the user’s biometric features which can be used to effectively confirm or refute an identity. Moreover, the use of the pericocular region represents a balance between using the entire face region and using only the iris for recognition. When the entire face is imaged from a distance, the iris information is typically of low resolution and the extraction of biometric features from the iris modality alone will be poor.

Furthermore, the collective aggregation of low-level pericocular features effectively generates a Vitruvian identifier characterizing higher level features, e.g., intermediate level features. The pericocular region can be considered to be an intermediate level feature with high performance when it comes to classification of the subject, because, in general, the pericocular region provides a high concentration of unique features from which a user can be classified (biometrically).

It should be understood that, according to the disclosed embodiments, the images can be captured and the biometric identifier can be generated using mobile devices (e.g. smartphones) that are widely available and having digital cameras capable of capturing images of the Vitruvian region in the visible spectral bands. However, it should be understood that the disclosed systems and methods can be implemented using computing devices equipped with multispectral image acquisition devices that can image in both the visible and near-IR spectral bands. Such multispectral image acquisition user devices can facilitate capturing the iris texture and the pericocular texture.

The process begins at step 305, where the mobile device processor 110 configured by executing one or more software modules 130, including, preferably, the capture module 172, causes the camera 145 to capture an image sequence of at least a portion of the user’s (124) Vitruvian region and stores the image sequence in memory. Capturing the image sequence includes detecting, by the mobile device camera 145, light reflected off a portion of the user’s Vitruvian region. Preferably, the portion of the user’s Vitruvian region includes the user’s iris/irises, eye(s), pericocular region, face or a combination of the foregoing. In addition, the configured processor can cause the mobile device to emit light, at least in the visible spectrum, to improve the intensity of the reflection captured by the camera. In addition, although not required, the mobile device can also be configured to emit infra-red light to augment the spectrum of reflected light that is captured by the camera. It should be understood that the image sequence includes a plurality of image frames that are captured in sequence over a period of time.

Then at step 310, a first image frame is analyzed and low-level features are identified and their relative positions recorded. More specifically, the mobile device processor 110 configured by executing the software modules 130, including, preferably, the analysis module 172, analyzes a first individual image frame to extract/detect spatial information of the low-level Vitruvian biometric features including, preferably, pericocular features. The configured processor can detect the features or “keypoints” by executing a keypoint detection algorithm including but not limited to, SIFT, SURF, FREAK, Binary features, Dense SIFT, ORB or other such algorithms whether known in the art or new. The configured processor encodes each of the keypoints detected using the pixel values (e.g., how bright and what color the pixel is) that correspond to the identified keypoint thereby defining a local key descriptor. These low-level features generally range from 3 to approximately 100 pixels in size, however it should be understood that low-level features are not limited to falling within the aforementioned range. Similar to most image algorithm’s descriptors (SIFT, SURF, FREAK, etc.), the set of pixels does not necessarily represent a square area. Each feature’s computation entails thorough histogram estimations that are taken, for example, over 16x16 regions. It should be understood that the size of the histogram or region can be considered to represent the strength of the feature and is a non-linear function of pixels (e.g. it is not necessarily a function of image quality).

Then at step 315, a continuous series of subsequent frames are analyzed and spatial and/or dynamic information of the keypoints identified at step 310 is extracted. Using the keypoint descriptors encoded/generated at step 310, the mobile device processor 110, which is configured by executing the software modules 130, including, preferably, the analysis module 172, analyzes a plurality of subsequent frames to identify the corresponding keypoints in each of the subsequent images in the sequence of images. More specifically, the pixels defining the local keypoint descriptors are detected in the subsequent image frames and spatial and dynamic information for the detected pixels is extracted. Such dynamic information includes the relative movement of the pixels throughout the series of pixel image frames. For example, the configured processor can analyze the next, say, 5-10 frames in the image sequence by applying an algorithm (e.g. Lukas Kanade or Brox algorithms and the like) to detect the pixels corresponding to the keypoints in each of the images in the sequence. The configured processor can track the position of a sparse or dense sample set of pixels throughout the frames and record the positions.

The relative position (e.g. movement) of a pixel from one image frame to another is referred to as the “optical
flow displacement” or “flow”. It should be understood that the optical flow displacement can also be sampled using other multi-frame, recursive analysis methods.

[0062] The configured processor can quantize the total amount of points by populating them spatially and temporally in histogram bins that can be encoded in the memory of the mobile device. Wherein each bin represents how much ‘optical flow’ and spatial ‘gradients’ exist in the clusters of pixels associated with a particular keypoint descriptor.

[0063] Preferably, the configured processor can populate the histograms, according to algorithms, including but not limited to, HOOF, HOG or SIFT and the like. Accordingly, the paths can be defined as histograms of oriented gradients (temporal or spatial) and histograms of oriented flows.

[0064] Temporal gradients represent the change in position over time (direction, magnitude, time between the image frames) e.g., flow of a pixel or pixels. For example, a pixel intensity identified in the first image frame that is then identified at another pixel location in a second image frame in the sequence, can be expressed as a temporal gradient. Spatial gradients represent the difference of intensities around a particular pixel or groups of pixels in an image frame. For example, the intensity of a pixel X in a first image frame and the intensity of surrounding pixels X-1, X+1, Y-1, Y+1, can be represented as a oriented gradient showing the difference in intensity between X and surrounding pixels X-1, X+1, etc. By way of further example, a black pixel right next to a white pixel that is right next to the black pixel is a very strong gradient whereas three white pixels in a row have no gradient.

[0065] Accordingly, both spatial and temporal information is defined in the histograms. Coupling such spatial information and temporal information enables a single Vitruvian characterization to be both a function of single image content as well as of dynamic motion content over time throughout multiple images.

[0066] It should be understood that one or more pre-processing operations can be performed on the image frames prior to performing steps 310 and 315. By example and without limitations, pre-processing on the image data prior to analysis can include scaling, orienting the image frames in coordinate space and the like as would be understood by those skilled in the art.

[0067] It should also be understood that additional pre-processing operations can be performed by the configured processor on the spatial and temporal information before populating the information in the histograms. By example and without limitation, pre-processing can include, computing algebraic combinations of the derivatives of the tracked flow paths, deeper, spatial derivative textures, motion boundary histograms akin to Inria CVPR 2011, Kalman, filters, stabilization algorithms and the like.

[0068] Then at step 320, the salient pixel continuities are identified. The mobile device processor 110, which is configured by executing the software modules 130, including, preferably, the analysis module 172, can identify salient pixel continuities by analyzing the “optical flow” of the pixels throughout the sequence of frames and recorded in the histograms.

[0069] In general, the path of movement of one or more pixels can be analyzed and compared to prescribed criteria in order to determine what characteristic the flow exhibits (e.g., is flow representative of a static pixel, a continuously changing position, of non-fluid motion such as jumping around the image frame, etc.). Preferably, the salient pixel continuities are those pixels and groups of pixels that have optical flow values that are continuous.

[0070] More specifically, the configured processor can compare the optical flow gradients of a pixel to a prescribed set of continuity criteria which are defined to ensure the presence of flow dynamics. For example and without limitation, continuity criteria can include but is not limited to, the presence of deeper derivatives on the flow tracks of the pixel defining a particular keypoint. If the pixel associated with a particular keypoint has flow that meets the continuity criteria the particular pixel can be identified as salient continuities.

[0071] It should be understood that, because histograms bins are essentially distributions of pixel areas, the configured processor can analyze flow on a pixel by pixel basis or greater groups of associated pixels (e.g., multiple pixels defining a particular keypoint).

[0072] Then at step 325, Vitruvian primitives are computed according to the salient pixel continuities identified at step 320. The Vitruvian primitives are computational constructs that characterize a particular user’s Vitruvian region according to the spatial arrangement of features identified at step 310 and dynamic information identified at 315. More specifically, the primitives are computed, using the configured mobile device processor, on the space of histogram distributions. Because the space of histograms can be very computationally expensive and mobile devices are generally not as computationally powerful as traditional biometric authentication systems, the Vitruvian primitives can be computed on the space of histograms thereby resulting in histograms that are lower in computational complexity.

[0073] The configured processor, can expand the spatial keypoint binning to higher algebraic combinations of gradient forms, thereby resulting on all possible spatiotemporal distributions of binned quantities. The configured processor can compute the features in a short spatiotemporal domain, for example, up to 5 pixel image frames. However, it should be understood that shorter or longer spatiotemporal domain can be used. For example, when applying Eulerian coupling a longer domain is preferable.

[0074] Then at step 330, the Vitruvian primitives are stored by the configured processor in the memory of the mobile device as a Vitruvian identifier. In addition, the configured processor can generate and store one or more biometric identifiers which includes at least the Vitruvian identifier.

[0075] It should be understood that while routine 300 is described in reference to generating a Vitruvian identifier, such terms should not be interpreted as limiting, as the routine 500 is applicable to the extraction and characterization of any number of biometric features from imagery of any portion(s) of an individual’s body, including but not limited to, the user’s face, eyes (including the iris) and/or periocular region to define a biometric identifier. Moreover, the routine 300 is also applicable to the identification and characterization of features from imagery of non-human subjects.

[0076] It can also be appreciated that, in addition to characterizing a user by generating a Vitruvian identifier according to routine 300 as described above, additional biometric features can be extracted from the image sequence captured at step 305, or captured separately from step 505. Such additional biometric features can be include by way of example and without limitation, soft biometric traits. “Soft biometric” traits are physical, behavioral or adhered human characteristics as opposed to hard biometrics such as fingerprints, iris,
periocular characteristics and the like which are generally invariant. However, it should be understood that certain features within the periocular region can offer information about features that can be used as soft biometrics, such as eye-shape. By way of further example, soft biometric traits can include physical traits such as skin textures, or skin colors. Soft biometrics can also include motion as detected by smartphone gyroscope/accelerometer, eye motion characteristics as detected by eye tracking algorithms and head motion characteristics as detected by tracking the movement of a face and/or head.

[0077] Such biometric features can be extracted and characterized according to the foregoing method as well as existing biometric analysis algorithms. In addition, the additional characterizations of the user’s biometric features can be encoded as part of the Vitruvian identifier concurrently to execution of the exemplary routine 300, or otherwise included in a biometric identifier which includes the Vitruvian identifier, for example by fusing the soft biometric identifiers with the Vitruvian identifier.

[0078] It should also be understood that the biometric identifier is not limited to including the exemplary Vitruvian identifier and can include any number of alternative biometric representations of a user such as identifiers generated according to known biometric identification modalities (e.g., iris, face, voice, fingerprint, and the like).

[0079] According to another salient aspect of the subject application, in addition to characterizing a user’s biometric features, extracting dynamic information and recording the temporal gradients e.g., ‘flow’, the biometric identifier that is generated according to the exemplary routine 300 is also indicative of the liveness of the user. Accordingly, in addition to generating a Vitruvian identifier according to a sequence of images, process 300 can also be implemented to generate a liveness identifier for the purposes of determining the liveness of user. As such, the configured mobile device processor employing one or more of the steps of process 500, can extract and record dynamic information of local key points in the images, and analyze the dynamic information to, at a minimum, identify salient continuities that exhibit flow to define a liveness identifier. It should be understood that the liveness identifier can be separate from or incorporated into the Vitruvian identifier generated by exemplary process 300. As such, references to liveness identifier can be interpreted as a distinct identifier or as part of the Vitruvian identifier.

[0080] FIG. 4 is a flow diagram illustrating a routine 400 for enrolling the user 124 with the system 100. The enrollment process verifies the user’s identity to ensure that the user is who they say they are and can also specify the manner in which the user 124 and the mobile device 101a are identified to the system server 105. In addition, enrollment can create a user profile which associates the user 124 with user devices (e.g., user’s mobile device 101a and/or the user computing device 101b) and with one or more of the user’s transaction accounts. Enrollment also includes capturing (e.g., reading) the user’s biometrics features, generating one or more biometric identifiers characterizing those features and determining the user’s liveness. These steps can be performed for verification as well as to establish a baseline for future verification sessions as further described herein. Accordingly, it can be appreciated that many of the steps discussed in relation to FIG. 4 can be performed during subsequent user authentication sessions as discussed in relation to FIG. 5.

[0081] The process begins at step 405, where the mobile device processor, which is configured by executing instructions in the form of one or more software modules 130, preferably, the enrollment module 176, the biometric capture module 172, the communication module 182, the database module 178, the analysis module 174, and/or the authentication module 180 initializes the various mobile device components to determine their respective operability and capabilities.

[0082] Initialization can be performed during the initial enrollment process and can also be performed during subsequent biometric capture/authentication processes. However, it should be understood that some or all of the steps need not be performed with each initialization and can be performed upon initial enrollment and/or periodically thereafter. By way of non-limiting example, initialization of a mobile device to facilitate biometric authentication using a mobile device are described herein and in co-pending and commonly assigned U.S. Patent Application Ser. No. 61/842,800.

[0083] Then at step 410, the mobile device 101a collects user identification information. More specifically, the mobile device processor 110, which is configured by executing one or more software modules 130, including, preferably, the enrollment module 176 and the user interface module 170, can prompt the user to input the user identification information and receive the user inputs via the user interface 115. The user identification information can include information about the user’s identity (e.g., name, address, social security number, etc.). In addition, user identification information can include information about one or more transaction accounts. For example, the user can enter pre-existing log-in and passwords associated with the user’s various transaction accounts (e.g., online banking accounts, website log-ins, VPN accounts and the like) or actual transaction account details (e.g., bank account numbers, routing numbers, debit/credit card numbers, expiration dates and the like). Preferably such information is stored in an encrypted manner on the mobile device 101a storage. In addition, some or all of the user identification information can also be transmitted to the system server 105 via the communications network for storage remotely.

[0084] Then at step 415, mobile device identification information is collected. Mobile device identification information can include but is not limited to at least a portion of the DeviceID, AndroidID, IMEI, CPU serial number, GPU serial number and other such identifiers that are unique to the mobile device. More specifically, the mobile device processor 110, which is configured by executing one or more software modules 130, including, preferably, the enrollment module 176, can query the various hardware and software components of the mobile device 101a to obtain respective device identification information. Using the mobile device identification information the configured mobile device processor or the system server can generate one or more mobile device identifiers that uniquely identify the mobile device as further described herein.

[0085] Then at step 420, the user’s biometrics features are captured using the mobile device 101a. In some implementations, the mobile device processor 110, which is configured by executing one or more software modules 130, including, preferably, the enrollment module 176, the analysis module 174, the user interface module 170, and the biometric capture module 172, prompts the user to capture imagery of the user’s iris/iris, eye(s), periocular region, face (e.g., the Vitruvian
region) or a combination of the foregoing using the mobile device camera 145 and stores a sequence of images to storage
190 or memory 120.

[0086] In some implementations, the configured processor 110 can also cause the microphone 104 to capture the user’s voice through a microphone in communication with the mobile device and record the audio data to the device memory. For example, the user can be prompted to say words or phrases which are recorded using the microphone. The mobile device can capture images of the user’s face, eyes, etc. while recording the user’s voice, or separately.

[0087] Then at step 425, one or more biometric identifiers are generated from the captured biometric information and are stored to complete the enrolment stage. More specifically, the mobile device processor 110, which is configured by executing one or more software modules 130, including, preferably, the biometric capture module 172, the database module 178, the analysis module 174, can analyze the biometric information captured by the camera and generate a biometric identifier (e.g., “a Vitruvian identifier”) as further described herein and in reference to FIG. 3.

[0088] In some implementations, the user’s voice biometric features can be characterized as a voice print such that the user can be biometrically authenticated from characteristics of the user’s voice according to voice speaker identification algorithms. For example, the audio component of the user’s biometric information can be analyzed by the mobile device processor according to the voice speaker identification algorithms to create a voice print for the user which can be stored by the mobile device. The various technologies used to process voice data, generate and store voice prints can include without limitation, frequency estimation, hidden Markov models, Gaussian mixture models, pattern matching algorithms, neural networks, matrix representation, vector quantization and decision trees. Accordingly, the user can be authenticated/identified or likeness determined by analyzing the characteristics of the user’s voice according to known voice speaker identification algorithms as further described herein.

[0089] In some implementations, the configured mobile device processor 110 can determine if the biometric information captured is sufficient to generate adequate biometric identifiers. If the biometric features are not identified with sufficient detail from the biometric information captured (e.g., imagery, audio data, etc.), the configured mobile device processor can prompt the user to repeat the biometric capture process via the display or other such output of the mobile device 101a. In addition, the configured mobile device processor 110 can provide feedback during and after capture thereby suggesting an “ideal scenario”, for example and without limitation, a location with adequate visible light, the appropriate distance and orientation of the camera relative to the user’s face and the like.

[0090] Moreover, in some implementations, the configured mobile device processor can analyze the light captured by the camera and the light spectrum that can be emitted by light emitters on the mobile device, and adjust the frequency of the light emitted during the capture step so as to improve the quality of the biometric information captured by the camera. For example, if the configured processor is unable to generate a biometric identifier, and determines that the user has darker colored eyes, the processor can cause the camera to recapture the image data and cause the light emitter to emit light frequencies that are, say, as close to the infra-red spectrum as possible given the particular mobile device’s capabilities so as to capture more features of the user’s iris.

[0091] In addition to generating the one or more biometric identifiers as discussed above, the configured mobile device processor can also generate identifiers incorporating multiple instances of one or more biometric identifiers. For example, during the enrollment process, the configured mobile device processor can capture and analyze multiple sequences of biometric information so as to generate multiple biometric identifiers that, collectively, are adequate virtual representations of user 124 across the multiple captures (e.g., to ensure that the configured processor has “learned” enough biometric information for user 124). Accordingly, the biometric capture portion of the enrollment process can be performed several times at various intervals and locations so as to capture the user’s biometric information in various real-world scenarios, thereby increasing the likelihood that future authentication will be positive and without error. It should be understood that the multiple biometric identifiers can be stored separately and/or combined into a single identifier.

[0092] In addition or alternatively, multi-modal biometric identifiers can be generated by fusing identifiers generated according to different biometric identification modalities to create a multi-dimensional biometric identifier that is a combined biometric representation of the user. For example, the mobile device processor configured by executing one or more modules including, preferably, the analysis module 174, can combine the user’s voice print(s) and the Vitruvian identifier(s) to create a multi-modal identifier.

[0093] At step 430, the mobile device processor 110, which is configured by executing one or more software modules 130, including, preferably, the capture module 172, can also receive non-machine-vision based information. Non-machine-vision based information generally relates to behavioral characteristics of the user 124 during enrollment and subsequent authentication sessions that are indicative of the user’s identity as well as the user’s likeness. For example and without limitation, non-machine-vision based information can include a time received from an on-board clock, a location received from GPS device, how far from the user’s face the camera is positioned during image capture calculated from imagery or other on-board proximity measuring devices, the orientation of the mobile device and acceleration of the mobile device received from an accelerometer, RF radiation detected by an RF detector, gravity magnetometers which detect the Earth’s magnetic field to determine the 3-dimensional orientation in which the phone is being held, light sensors which measure light intensity levels and the like.

[0094] In some implementations, the non-machine-vision based information is received over time and stored such that the configured processor can determine patterns in the information that are unique to the user 124 by applying behavioral algorithms. Accordingly, during later authentication stages, the current non-computer-vision based data collected can be analyzed and compared to the user’s established behavioral traits to verify the user’s identity as well as determine whether the information is indicative of likeness. For example, time and location based behavioral patterns can be identified over time and the current position compared to the pattern to determine if any abnormal behavior is exhibited. By way of further example, the particular “swing” or acceleration of the mobile device during multiple authentication processes can be characterized as a behavioral trait and the particular swing of the current authentication can be compared to identify
abnormal behavior. By way of further example, the device orientation or distance from the user’s face can also be similarly compared. By way of further example, an RF radiation signature for the user can be established during enrollment and compared to future measurements to identify abnormal RF radiation levels suggesting the use of video screens to spoof the system.

At step 435, the mobile device processor configured by executing one or more software modules 130, including, preferably, the analysis module 174, can generate one or more liveness identifiers which characterize the captured user’s biometrics and/or the non-machine-vision based information that are indicative of the user’s liveness. As noted above, determining liveness is an anti-spoofing measure that can be performed during enrollment and subsequent authentication sessions to ensure that the image sequence captured by the imaging device is of a live subject and not a visual representation of the user by, say, a high resolution video.

In some implementations, the process for generating biometric identifiers, as discussed at step 425 and process 300, can be used to generate a liveness identifier and/or determine the user’s liveness. More specifically, the configured mobile device processor, employing the steps of process 300, can extract and record dynamic information of Vitruvian biometric features and encode the features as a unique liveness identifier. In addition, it should be understood that the configured processor can analyze the dynamic information to identify fluid motion of the features within the image sequence that are indicative of a living subject (i.e., liveness) because every time the user enrolls or validates, the user will actually move a little no matter how steady he/she is trying to be. More particularly, liveness can be determined from analysis of the dynamic movement of low-level Vitruvian features to determine if the flow is representative of continuous motion. Similarly, liveness can also be determined by the movement of intermediate-level features such as the eyes, mouth, and other portions of the face.

In addition or alternatively, the configured processor can generate a liveness identifier and/or determine liveness according to the Eulerian motion magnification algorithms also referred to as Eulerian video magnification (EMM or EVM). EMM can be used to amplify small motions of the subject captured in the images, for example, flushing of the subject’s face. In some implementations, like when employing EMM, the camera (e.g., the smartphone camera) and the subject are still, however, the configured processor can use EMM to detect these small motions of the subject even while the device is moving using video stabilization.

In some implementations, a liveness identifier can be generated and liveness determined, by analyzing lip movement, pupil dilation, blinking, and head movement throughout the image sequence. Moreover, a liveness identifier can also be generated and liveness determined by analyzing the audio recording of the user voice as would be understood by those skilled in the art. Moreover, in some implementations, liveness can also be determined from analyzing the light values associated with low-level, intermediate and high level features represented in a single image. In addition, such light values can also be analyzed throughout multiple image frames in the sequence to determine abnormal light intensities throughout multiple frames.

In addition, the non-machine-vision based information including, time received from an on-board clock, location received from a GPS device, how far from the user’s face the camera is positioned during image capture as calculated from imagery received from the camera or other on-board distance measuring device, the mobile device orientation during feature acquisition, acceleration of the mobile device while the mobile device is drawn into position for acquisition as received from an accelerometer can all be used to generate an identifier characterizing the user’s unique behavioral characteristics and/or analyzed to determine if the information is indicative of the user’s liveness during registration and authentication sessions.

It should be understood that one or more liveness identifiers generated according to the computer vision-based and non-machine-vision-based methods can be analyzed and stored individually or combined to generate one or more multi-dimensional liveness identifiers.

Then at step 440, a user profile is generated and stored. The user profile can include one or more pieces of user identification information and mobile device identification. In addition the user profile can include information concerning one or more of the user’s transaction accounts as well as settings that can be used to guide the operation of the system 100 according to the user’s preferences. In addition, the biometric identifiers can be stored locally on the mobile device 101a in association with the user’s profile such that the mobile device can perform biometric authentication according to the biometric identifiers. In addition or alternatively, the biometric identifiers can be stored in association with the user’s profile on a remote computing device (e.g., system server 105 or remote computing device 102) enabling those devices to perform biometric authentication of the user.

In some implementations, a unique user identifier (a “userId”) and an associated mobile device identifier (a “mobileId”) can be generated and stored in a clustered persistent environment so as to create the profile for the user. The userId and mobileId can be generated using one or more pieces of the user identification information and mobile device identification information, respectively. It should be understood that additional user identification information and mobile device identification information can also be stored to create the user profile or stored in association with the user profile. In addition, the userId and associated mobileId can be stored in association with information concerning one or more of the user’s transaction accounts.

At this juncture, it can be appreciated that the userId can be used to map the user profile to the user’s legacy transaction accounts. In addition, the mobileId ties the device to a user profile. It can also be appreciated that user profiles can be created by the system server 105 and/or the mobile device 101a. Moreover, one or more instances of a user profile can be stored on various devices (e.g., system server 105, mobile device 101a, remote computing device 102, or user computing device 101b). In addition, the information included in the various instances of the user’s profiles can vary from device to device. For example, an instance of the user profile which stored on the mobile device 101a can include the userId, mobileId, user identification information and sensitive information concerning the user’s transaction accounts, say, account numbers and the like. By way of further example, the instance of the user profile stored by the system server 105 can include the userId, mobileId, other unique identifiers assigned to the user and information that identifies the user’s transaction accounts but does not include sensitive account information.
[0104] Turning now to FIG. 5, which is a flow diagram that illustrates a routine 500 for authenticating a user 124 and facilitating access to networked environments in accordance with at least one embodiment disclosed herein.

[0105] The process begins at step 505, where the mobile device 101a receives a request to authenticate the user 124. In some implementations, authentication can be commenced by receiving a user input by the mobile device 101a. For example, the user can launch the secure authentication client application causing authentication to begin. In some implementations, the mobile device 101a can begin the authentication process automatically. For example, the mobile device can prompt the user to authenticate upon detecting that the user has used the mobile device to access a networked environment requiring user authentication as specified by the user settings or by the enterprise organization that operates the networked environment.

[0106] In some implementations, the system server 105 can cause the mobile device 101a to begin authentication in response to a request for authentication identifying the user. For example, the request can be received by the system server directly from a remote computing device 102 controlling access to a networked environment (e.g., a financial institution system, a networked computing device that controls an electronic door lock providing access to a restricted location, a web-server that requires user authentication prior to allowing the user to access a website). Preferably, the authentication request identifies the user 124 thereby enabling the system server 105 to cause the appropriate user’s mobile device to commence authentication.

[0107] Then at step 510, the mobile device processor 110, which is configured by executing one or more software modules, including, the authentication module 180, the user interface module 170, the analysis module 174 and the capture module 172, captures the user’s current biometric information. In addition, the configured processor can also capture current non-machine-vision based information as well as current mobile device identification information. The capture of such information can be performed by the mobile device in the manner described in relation to steps 420 and 430 of FIG. 4.

[0108] Then at step 515, the mobile device processor 110, which is configured by executing one or more software modules, including, the authentication module 180, the user interface module 170, the analysis module 174, generates one or more current biometric identifiers in the manner described in relation to FIG. 4 and FIG. 3.

[0109] Then at step 520, the mobile device processor 110, which is configured by executing one or more software modules, including, the authentication module 180, the user interface module 170, the analysis module 174, can generate one or more current liveness identifiers using the current biometric information and/or current non-machine-vision based information in the manner described in relation to FIG. 4 and FIG. 3.

[0110] In addition, at step 525, the mobile device processor 110, which is configured by executing one or more software modules, including, the authentication module 180, the user interface module 170, the capture module 172 and the analysis module 174, can extract the mobile device identification information that is currently associated with the mobile device 101a and generate a current mobile identifier substantially in the same manner as described in relation to step 415 of FIG. 4. Similarly, the configured mobile device processor 110 can also capture user identification information and generate a current user identifier substantially in the same manner as described in relation to step 410 of FIG. 4. It should be understood that such information and a mobile device identifier and a user identifier need not be generated with each authentication session. In addition or alternatively, previously generated identifiers, say, the mobile device identifier and user identifier generated during initial enrollment, can be used to identify the mobile device and user.

[0111] Then at step 530, the user is authenticated according to at least a portion of the one or more current biometric identifiers. Using the current biometric identifiers, the user’s identity can be authenticated by comparing the biometric identifiers to one or more stored biometric identifiers that were previously generated during the enrollment process or subsequent authentication sessions. It should be understood that the biometric authentication step is not limited to using the exemplary Vitruvian biometric identifiers and can utilize any number of other biometric identifiers generated according to various biometric identification modalities (e.g., iris, face, voice, fingerprint, and the like).

[0112] In some implementations, the mobile device processor, configured by executing one or more software modules 130, including, preferably, the authentication module, authenticates the user 124 by matching at least a portion of the one or more current biometric identifiers generated at step 515 to the previously generated version(s) and determining whether they match to a requisite degree. For example, the configured mobile device processor can apply a matching algorithm to compare at least a portion of the current biometric identifiers to the stored versions and determine if they match to a prescribed degree. More specifically, in an exemplary matching algorithm, the process of finding frame-to-frame (e.g., current identifier to stored identifier) correspondences can be formulated as the search of the nearest neighbor from one set of descriptors for every element of another set. Such algorithms can include but are not limited to the brute-force matcher and Flann-based matcher.

[0113] The brute-force matcher looks for each descriptor in the first set and the closest descriptor in the second set by comparing each descriptor (e.g., exhaustive search). The Flann-based matcher uses the fast approximate nearest neighbor search algorithm to find correspondences. The result of descriptor matching is a list of correspondences between two sets of descriptors. The first set of descriptors is generally referred to as the train set because it corresponds to a pattern data (e.g., the stored one or more biometric identifiers). The second set is called the query set as it belongs to the “image” where we will be looking for the pattern (e.g., the current biometric identifiers). The more correct matches found (e.g., the more patterns to image correspondences exist) the more chances are that the pattern is present on the image. To increase the matching speed, the configured processor can train a matcher either before or by calling the match function. The training stage can be used to optimize the performance of the Flann-based matcher. For this, the configured processor can build index trees for train descriptors. And this will increase the matching speed for large data sets. For brute-force matcher, generally, it can store the train descriptors in the internal fields.

[0114] In addition, at step 535, the user is further authenticated by verifying the user’s liveness. In some implementations, liveness of the user can be determined by comparing at least a portion of the one or more current liveness identifiers
generated at step 520 with the previously generated versions and determining whether they match to a requisite degree. As noted above, verifying the user’s liveness can also include analyzing the captured biometric and non-machine-vision information and/or the liveness identifier(s) to determine whether they exhibit characteristics of a live subject to a prescribed degree of certainty. In some implementations, the configured processor 110 can analyze the dynamic information encoded in the liveness identifier to determine if the information exhibits fluid motion of the biometric features within the image sequence that are indicative of a living subject. More particularly, liveness can be determined from analysis of the dynamic movement of low-level Vitruvian features to determine if the flow is representative of continuous motion. Similarly, liveness can also be determined by the movement of intermediate level features such as the eyes, mouth, and other portions of the face. Similarly, liveness can be determined by comparing the movement of the user’s intermediate level features with one or more other biometric characterizations of the user to determine if they correspond. For example, the user’s lip movements can be compared to the user’s voice print to determine whether the lip movement corresponds to the words spoken by the user during the capture process at step 510.

[0115] Whether liveness is determined by matching liveness identifiers according to a matching algorithm or by analyzing the information captured at step 510 or liveness identifiers generated at step 520 for indicators of liveness can be dependent on environmental constraints, for example, lighting. More specifically, if the biometric information is captured in poor lighting conditions, liveness can be determined using matching algorithms. Alternatively, if the biometric information is captured under adequate lighting conditions, liveness can be determined by analyzing the captured information and/or the generated identifiers which characterize the biometric information.

[0116] Moreover, the current non-computer-vision based information collected at step 510 can also be analyzed and compared to the user’s established behavioral traits to determine whether they match to a prescribed degree. For example, time and location based behavioral patterns can be identified over time and the current position compared to the pattern to determine if any differences (e.g., abnormal behavior) are exhibited. By way of further example, the particular “swing” or acceleration of the mobile device during multiple authentication processes can be characterized as a behavioral trait and the particular swing of the current authentication can be compared to identify abnormal behavior. By way of further example, the device orientation or distance from the user’s face can also be similarly compared. It should be understood that this analysis can be performed to determine liveness as well as to authenticate the user’s identity in connection with step 535.

[0117] Then, at step 540, the information identifying the user and mobile device is verified. In some implementations, the mobile device processor 110, which is configured by executing one or more software modules 130, including preferably, the authentication module 180 and the communication module 182, can generate a request to verify the user’s identity and transmit the request to the system server 105. For example and without limitation, the request can include: information identifying the user (e.g., user identification information or a user identifier generated during authentication or enrollment); information identifying the mobile device (e.g., mobile device identification or a mobile device identifier generated during authentication or enrollment); information indicating whether the user has been biometrically authenticated; information concerning the networked system that the user is attempting to access.

[0118] In response to receipt of the request, the system server 105 can cross-reference the user identified in the request with database of user profiles to determine whether the user is associated with a user profile and, hence, is enrolled with the system 100. Likewise, the system server can determine whether the mobile device identified by the request is also associated with the user profile. For example, the system server 105 can compare a received current userid to the userid stored in the user profile to determine if they match. Likewise, the system server 105 can match a received current mobileId to a previously stored mobileId to determine if they match and are associated with the same user.

[0119] It should be understood that, the steps for authenticating the user according to the biometric identifiers, liveness identifiers, the user identification information and/or mobile device identification information can be performed by the system server 105 or the mobile device 101a, or a combination of the foregoing.

[0120] Then at step 545, an authentication notification is generated according to whether the user has been authenticated. In some implementation, the system server 105 can transmit the authentication notification directly to the secure networked environment that the user is attempting to access or indirectly via one or more computing devices being used by the user to access the networked environment (e.g., mobile device 101a or user computing device 101b). For example, the authentication notification can be transmitted to a remote computing device 102 that controls access to a secure networked environment. By way of further example, the authentication notification can be transmitted to the mobile device 101a or the user computing device 101b with which the user is attempting to gain access to a secure networked environment using a transaction account with that server. Accordingly, based on the authentication notification, any such remote computing device which receives the authentication notification can grant access to the user and/or further process the requested transaction accordingly.

[0121] The substance and form of the authentication notification can vary depending on the particular implementation of the system 100. For example, in the case of user attempting to access a website, the notification can simply identify the user and indicate that the user has been biometrically authenticated and the user identity has been verified. In addition or alternatively, the notification can include information concerning one or more transaction accounts, say, the user’s log-in and password information or a one-time password. In other instances, say, when user is trying to complete a financial transaction, the notification can include the user’s payment data, transaction authorization and the like. In some implementations, the authentication notification can include a fused key, which is a one-time authorization password that is fused with one or more biometric, mobile, or liveness identifiers, user identification information and/or mobile device identification information, and the like. In such an implementation, the computing device receiving the authentication notification can un-fuse the one time password according to biometric, mobile and/or liveness identifiers previously stored by the remote computing device.
[0122] At this juncture, it should be noted that although much of the foregoing description has been directed to systems and methods for authenticating a user according to the user's biometric features, the systems and methods disclosed herein can be similarly deployed and/or implemented in scenarios, situations, and settings far beyond the referenced scenarios.

[0123] While this specification contains many specific implementation details, these should not be construed as limitations on the scope of any implementation or of what may be claimed, but rather as descriptions of features that may be specific to particular embodiments of particular implementations. Certain features that are described in this specification in the context of separate embodiments can also be implemented in combination in a single embodiment. Conversely, various features that are described in the context of a single embodiment can also be implemented in multiple embodiments separately or in any suitable subcombination. Moreover, although features may be described above as acting in certain combinations and even initially claimed as such, one or more features from a claimed combination can in some cases be excised from the combination, and the claimed combination may be directed to a subcombination or variation of a subcombination.

[0124] Similarly, while operations are depicted in the drawings in a particular order, this should not be understood as requiring that such operations be performed in the particular order shown or in sequential order, or that all illustrated operations be performed, to achieve desirable results. In certain circumstances, multitasking and parallel processing may be advantageous. Moreover, the separation of various system components in the embodiments described above should not be understood as requiring such separation in all embodiments, and it should be understood that the described program components and systems can generally be integrated together in a single software product or packaged into multiple software products.

[0125] The terminology used herein is for the purpose of describing particular embodiments only and is not intended to be limiting of the invention. As used herein, the singular forms "a", "an" and "the" are intended to include the plural forms as well, unless the context clearly indicates otherwise. It will be further understood that the terms "comprises" and/or "comprising", when used in this specification, specify the presence of stated features, integers, steps, operations, elements, and/or components, but do not preclude the presence or addition of one or more other features, integers, steps, operations, elements, components, and/or groups thereof. It should be noted that use of ordinal terms such as "first," "second," "third," etc., in the claims to modify a claim element does not by itself connotate any priority, precedence, or order of one claim element over another or the temporal order in which acts of a method are performed, but are used merely as labels to distinguish one claim element having a certain name from another element having a same name (but for use of the ordinal term) to distinguish the claim elements. Also, the phraseology and terminology used herein is for the purpose of description and should not be regarded as limiting. The use of "including," "comprising," or "having," "containing," "involving," and variations thereof herein, is meant to encompass the items listed thereafter and equivalents thereof as well as additional items. It is to be understood that like numerals in the drawings represent like elements through the several figures, and that not all components and/or steps described and illustrated with reference to the figures are required for all embodiments or arrangements.

[0126] Thus, illustrative embodiments and arrangements of the present systems and methods provide a computer implemented method, computer system, and computer program product for authenticating a user according to the user's biometrics. The flowchart and block diagrams in the figures illustrate the architecture, functionality, and operation of possible implementations of systems, methods and computer program products according to various embodiments and arrangements. In this regard, each block in the flowchart or block diagrams can represent a module, segment, or portion of code, which comprises one or more executable instructions for implementing the specified logical function(s). It should also be noted that, in some alternative implementations, the functions noted in the block may occur out of the order noted in the figures. For example, two blocks shown in succession may, in fact, be executed substantially concurrently, or the blocks may sometimes be executed in the reverse order, depending upon the functionality involved. It will also be noted that each block of the block diagrams and/or flowchart illustration, and combinations of blocks in the block diagrams and/or flowchart illustration, can be implemented by special purpose hardware-based systems that perform the specified functions or acts, or combinations of special purpose hardware and computer instructions.

[0127] The subject matter described above is provided by way of illustration only and should not be construed as limiting. Various modifications and changes can be made to the subject matter described herein without following the example embodiments and applications illustrated and described, and without departing from the true spirit and scope of the present invention, which is set forth in the following claims.

What is claimed:

1. A computer implemented method for authenticating a user according to the user's biometric features, the method comprising:
   a) capturing, by a mobile device having a camera, a storage medium, instructions stored on the storage medium, and a processor configured by executing the instructions, a plurality of images depicting at least one facial region of the user;
   b) detecting, by the processor from a first image of the plurality of images, a plurality of low-level features depicted in the first image;
   c) determining, by the processor from the first image, a first position of a first low-level feature, wherein the first position is relative to a respective position of each of at least one other low-level feature;
   d) determining, by the processor from each of at least one other image of the plurality of images, at least one second respective position of the first low-level feature;
   e) calculating, by the processor as a function of the determining in steps c) and d), changes in position of the first low-level feature;
   f) generating, by the processor, a biometric identifier that is useable to identify the user as a function of:
      i) the position of the first low-level feature depicted in the first image, and
      ii) the calculated changes in position of the first low-level feature; and
g) authenticating, by the processor, the user by comparing the biometric identifier to at least one previously generated biometric identifier.

2. The method of claim 1, wherein the step f) generating a biometric identifier further comprises:

h) determining, by the processor, that the first low-level feature represents a live biometric feature as a function of the changes in position of the first low-level feature and at least one predetermined continuity criteria.

3. The method of claim 1, wherein the step c) determining further comprises:

i) determining, by the processor, a location of each of a plurality of pixels depicting the first low-level feature in the first image.

4. The method of claim 3, wherein the step d) determining further comprises:

j) determining, by the processor, in the at least one other image, respective locations of each of a plurality of pixels depicting the first low-level feature in each of the at least one other image.

5. The method of claim 4, wherein the step e) calculating further comprises:

k) calculating, by the processor, the changes in position of the low-level feature in accordance with the determining in steps i) and j).

6. The method of claim 5, further comprising:

l) encoding, by the processor, the changes in position of the first low-level feature as temporal gradients in at least one spatiotemporal histogram, wherein each of the temporal gradients corresponds to at least one of the pixels depicting at least a portion of the first low-level feature in the first image.

7. The method of claim 6, wherein the temporal gradients represent a difference between the location of the pixels depicting the first low-level feature in the first image and the respective locations of the pixels depicting the first low-level feature in each of the at least one other images.

8. The method of claim 6, further comprising:

m) encoding, by the processor, intensity values for each of the plurality of pixels depicting the first low-level feature in the first image as spatial gradients in the at least one spatiotemporal histogram.

9. The method of claim 8, wherein the step f) generating further comprises:

n) characterizing, by the processor, the first low-level feature as a function of a space of distributions of the spatial gradients and temporal gradients stored in the at least one spatiotemporal histograms on a pre-defined spatiotemporal domain.

10. The method of claim 6, wherein the step f) generating further comprises:

iii) determining, by the processor, that at least one of the temporal gradients encoded in the at least one spatiotemporal histogram have values representing continuous changes of position of the first low-level feature.

11. The method of claim 10, wherein the step iii) determining step is performed according to at least one predetermined continuity criteria.

12. The method of claim 1, wherein the images depict at least a portion of the user’s periciliar region, eyes and face.

13. The method of claim 1, wherein the images include pixel image data captured in at least one light spectrum selected from a group consisting of: visible light, near infrared light, and infra-red light.

14. The method of claim 1, further comprising:

o) generating, by the processor, a second biometric identifier; and

p) generating, by the processor, a composite biometric identifier by fusing the second biometric identifier and the biometric identifier.

15. The method of claim 14, wherein the step o) generating comprises:

q) capturing, by the processor and a microphone communicatively coupled to the processor, an audio data file including a recording of the user’s voice; and

r) generating, by the processor from the audio data file, a voice print usable to identify the user.

16. The method of claim 1, wherein the step g) authenticating comprises:

s) comparing, by the processor, at least a portion of the biometric identifier to the previously generated biometric identifier; and

t) determining, by the processor, that the biometric identifier and the previously generated biometric identifier match to a prescribed degree.

17. The method of claim 16, further comprising:

u) generating, by the processor, an authentication notification responsive to determining that the biometric identifier matches the previously generated biometric identifier; and

v) transmitting, by the processor to a remote computing device over a network, the authentication notification.

18. The method of claim 1, the step g) authenticating further comprising:

w) determining, by the processor, that the biometric identifier is indicative of the user being alive.

19. A system for authenticating a user according to the user’s biometric features, comprising:

a computing device having a processor, a computer-readable storage medium, instructions in the form of at least one software module stored on the storage medium, comprising:

a biometric capture module that executes so as to configure the processor to cause a camera in communication with the processor to capture a plurality of images, wherein the plurality of images depict at least one facial region of the user;

an analysis module that executes so as to configure the processor to detect low-level features depicted in a first of the plurality of images, determine from the first image a first position of a first low-level feature relative to at least one other low-level features, determine a at least one second respective position first low-level feature in each of at least one other image of the plurality of images, calculate changes in position of the first low-level feature, generate a biometric identifier usable to identify the user as a function of the first position and the calculated changes in position of the first low-level feature; and

a biometric authentication module that executes so as to configure the processor to authenticate the user by comparing the biometric identifier to at least one previously generated biometric identifier.

* * * * *