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(57)【特許請求の範囲】
【請求項１】
　投影デバイスによって、第1のフレームレートでキャプチャフレームを投影するステッ
プと、
　前記キャプチャフレームが投影されている時に、画像キャプチャデバイスによってオブ
ジェクトの画像をキャプチャするステップと、
　前記キャプチャされた画像のタイムスタンプ又は基準に基づいて、前記キャプチャされ
た画像が前記キャプチャフレームを含むと決定するステップと、
　前記キャプチャされた画像に少なくとも部分的に基づいて、コンピュータビジョン機能
を実行するステップと、
　前記投影デバイスによって、第2のフレームレートでコンテンツフレームを投影するス
テップと
を備え、
　前記コンテンツフレームは、前記オブジェクトに関する情報を含み、
　前記第1のフレームレートは、前記第2のフレームレートより低い、方法。
【請求項２】
　前記キャプチャフレームを投影するステップが、ソリッドカラーのフレームと、画像を
有していないフレームとのうちの1つを投影するステップを備える、請求項1に記載の方法
。
【請求項３】
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　前記第1のフレームレートで前記キャプチャフレームを投影するステップが、前記投影
されたキャプチャフレームが観察者に気付かれないように前記第1のフレームレートで前
記キャプチャフレームを投影するステップを備える、請求項1に記載の方法。
【請求項４】
　前記コンピュータビジョン機能を実行するステップが、
　前記キャプチャされた画像に基づいてオブジェクト認識を実行するステップ、または、
　前記キャプチャされた画像に基づいて追跡を実行するステップ
を備える、請求項1に記載の方法。
【請求項５】
　前記実行されたオブジェクト認識または追跡に基づいて、投影のための前記コンテンツ
フレームを生成するステップをさらに備える、請求項4に記載の方法。
【請求項６】
　前記コンテンツフレームを投影するステップが、前記オブジェクト認識または追跡が実
行される前記オブジェクトを遮蔽するコンテンツフレームを投影するステップを備える、
請求項4に記載の方法。
【請求項７】
　前記キャプチャされた画像上で前記追跡を実行するステップが、前記キャプチャされた
画像内の前記オブジェクトの位置、向き、または、深度のうちの少なくとも1つを決定す
るステップを備える、請求項4に記載の方法。
【請求項８】
　前記オブジェクトの前記画像をキャプチャするステップが、
　前記画像キャプチャデバイスによって、前記キャプチャフレームが投影されていること
を示す信号を受信するステップと、
　前記信号を受信するステップに応答して前記画像をキャプチャするステップと
を備える、請求項1に記載の方法。
【請求項９】
　前記第1のフレームレートの少なくとも2倍のフレームレートで画像がキャプチャされ、
前記方法が、前記キャプチャフレームを含む少なくとも1つの画像をキャプチャして、前
記キャプチャフレームを含まない少なくとも1つの画像をキャプチャするために、前記投
影デバイスと前記画像キャプチャデバイスとを同期させるステップを備える、請求項1に
記載の方法。
【請求項１０】
　第1のフレームレートでキャプチャフレームを、および第2のフレームレートでコンテン
ツフレームを投影するように構成された投影デバイスであって、前記第1のフレームレー
トは、前記第2のフレームレートより低い、投影デバイスと、
　前記投影デバイスが前記キャプチャフレームを投影する時にオブジェクトの画像をキャ
プチャするように構成された画像キャプチャデバイスと、
　前記投影デバイスと前記画像キャプチャデバイスとに結合された1つまたは複数のプロ
セッサであって、
　　前記キャプチャされた画像のタイムスタンプ又は基準に基づいて、前記キャプチャさ
れた画像が前記キャプチャフレームを含むと決定し、
　　前記キャプチャされた画像を処理して、前記キャプチャされた画像に少なくとも部分
的に基づいて、前記コンテンツフレームを生成するか、投影のための前記コンテンツフレ
ームの位置または向きを決定する
ように構成され、前記コンテンツフレームは、前記オブジェクトに関する情報を含む、1
つまたは複数のプロセッサと、
　前記1つまたは複数のプロセッサに結合されたメモリと
を備える、システム。
【請求項１１】
　前記投影されたキャプチャフレームが、ソリッドカラーのキャプチャフレームと、画像
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を有していないキャプチャフレームとのうちの1つを備える、請求項10に記載のシステム
。
【請求項１２】
　前記画像キャプチャデバイスがカメラを備える、請求項10に記載のシステム。
【請求項１３】
　前記カメラが、可視光カメラ、深度センシングカメラ、赤外線(IR)光または紫外線(UV)
光を検出することが可能なカメラ、ステレオカメラ、または、飛行時間(ToF)カメラのう
ちの少なくとも1つを備える、請求項12に記載のシステム。
【請求項１４】
　前記投影デバイスが、デジタルライトプロセッシング(DLP)プロジェクタ、レーザービ
ームステアリング(LBS)プロジェクタ、または、リキッドクリスタルオンシリコン(LCoS)
プロジェクタのうちの少なくとも1つを備える、請求項10に記載のシステム。
【請求項１５】
　前記1つまたは複数のプロセッサが、前記キャプチャされた画像内の前記オブジェクト
に基づいて、コンテンツと、前記投影されたコンテンツフレームの位置とを制御するよう
に構成される、請求項10に記載のシステム。
【請求項１６】
　前記1つまたは複数のプロセッサが、前記キャプチャされた画像上でオブジェクト認識
を実行するように構成される、請求項10に記載のシステム。
【請求項１７】
　前記1つまたは複数のプロセッサが、前記キャプチャされた画像に基づいて追跡を実行
するように構成される、請求項10に記載のシステム。
【請求項１８】
　前記投影されたコンテンツフレームが、前記キャプチャされた画像内の前記オブジェク
ト上またはその周囲に拡張現実を作成する、請求項10に記載のシステム。
【請求項１９】
　第1のフレームレートでキャプチャフレームを投影するための手段と、
　前記キャプチャフレームが投影されている時にオブジェクトの画像をキャプチャするた
めの手段と、
　前記キャプチャされた画像のタイムスタンプ又は基準に基づいて、前記キャプチャされ
た画像が前記キャプチャフレームを含むと決定するための手段と、
　前記キャプチャされた画像に少なくとも部分的に基づいて、コンピュータビジョン機能
を実行するための手段と、
　第2のフレームレートでコンテンツフレームを投影するための手段と
を備え、
　前記コンテンツフレームは、前記オブジェクトに関する情報を含み、
　前記第1のフレームレートは、前記第2のフレームレートより低い、システム。
【請求項２０】
　前記キャプチャフレームを投影するための前記手段が、ソリッドカラーのフレーム、ま
たは、画像を有していないフレームのうちの少なくとも1つを投影するように構成される
、請求項19に記載のシステム。
【請求項２１】
　前記キャプチャフレームを投影するための前記手段が、前記投影されたキャプチャフレ
ームが観察者に気付かれないように前記第1のフレームレートで前記キャプチャフレーム
を投影するように構成される、請求項19に記載のシステム。
【請求項２２】
　前記コンピュータビジョン機能を実行するための手段が、
　前記キャプチャされた画像に基づいてオブジェクト認識を実行するための手段、または
、
　前記キャプチャされた画像に基づいて追跡を実行するための手段
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のうちの少なくとも1つを備える、請求項19に記載のシステム。
【請求項２３】
　前記実行されたオブジェクト認識または追跡に基づいて、投影のための前記コンテンツ
フレームを生成するための手段
をさらに備える、請求項22に記載のシステム。
【請求項２４】
　投影のための生成されたコンテンツフレームが、投影される時に、前記オブジェクト認
識または追跡が実行される前記オブジェクトを遮蔽する、請求項23に記載のシステム。
【請求項２５】
　追跡を実行するための前記手段が、前記キャプチャされた画像内の前記オブジェクトの
位置、向き、または、深度のうちの少なくとも1つを決定するように構成される、請求項2
2に記載のシステム。
【請求項２６】
　前記画像をキャプチャするための前記手段が、
　前記キャプチャフレームが投影されていることを示す信号を受信するための手段を備え
る、請求項19に記載のシステム。
【請求項２７】
　前記システムの動作中にキャプチャするための前記手段によって、前記キャプチャフレ
ームを含む少なくとも1つの画像がキャプチャされ、前記キャプチャフレームを含まない
少なくとも1つの画像がキャプチャされるように、前記第1のフレームレートの少なくとも
2倍の第3のフレームレートで画像をキャプチャするために、前記画像をキャプチャするた
めの前記手段と、投影するための前記手段とが同期される、請求項19に記載のシステム。
【請求項２８】
　1つまたは複数のプロセッサによって実行されると、前記1つまたは複数のプロセッサに
、
　第1のフレームレートでキャプチャフレームを投影するステップと、
　前記キャプチャフレームが投影されている時にオブジェクトの画像をキャプチャするス
テップと、
　前記キャプチャされた画像のタイムスタンプ又は基準に基づいて、前記キャプチャされ
た画像が前記キャプチャフレームを含むと決定するステップと、
　前記キャプチャされた画像に少なくとも部分的に基づいて、コンピュータビジョン機能
を実行するステップと、
　第2のフレームレートでコンテンツフレームを投影するステップと
を備える方法を実行させる命令を含み、
　前記コンテンツフレームは、前記オブジェクトに関する情報を含み、
　前記第1のフレームレートは、前記第2のフレームレートより低い、非一時的コンピュー
タ可読記録媒体。
【請求項２９】
　前記第1のフレームレートは、前記第2のフレームレートの半分を超えない、請求項1に
記載の方法。
【請求項３０】
　前記キャプチャフレームは、コンテンツフレームが投影されていない時に、投影される
、請求項1に記載の方法。
【発明の詳細な説明】
【技術分野】
【０００１】
　本明細書に開示される実施形態は、一般に、画像をキャプチャすることと、コンテンツ
を投影することとが可能なシステムを対象とする。
【背景技術】
【０００２】
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　拡張現実(AR)は、ユーザが、彼らが世界と対話する方法を変更することを可能にする新
しい技術である。ARは、物理的な現実世界環境の、生の直接的または間接的なビューであ
り、要素は、たとえば音、ビデオ、グラフィックス、および/または全地球測位システム(
GPS)データなどのコンピュータが生成した入力によって拡張される。いくつかの用途では
、ARは、ユーザの周囲の環境の画像をキャプチャして、次いで、拡張のために、キャプチ
ャされた画像内のオブジェクトを認識するためのオブジェクト認識アルゴリズムを使用す
る、画像キャプチャデバイスを有するデバイスによって有効にされる。次いで、ユーザは
、たとえば認識されたオブジェクトに基づいてビューの一部が拡張されたユーザの周囲の
環境のビューを、デバイスのディスプレイ上で提供され得る。
【０００３】
　パーソナルプロジェクタ、モバイルプロジェクタ、またはピコプロジェクタの開発が、
ARに追加機能を提供してきた。たとえば、拡張された環境のビューを画面上に表示する代
わりに、またはそれに加えて、デバイスは、たとえば実際のオブジェクト上の、および/
あるいはオブジェクトの近く、その周囲、またはそれに関連付けられる領域上のオブジェ
クトおよび投影コンテンツを認識するために、プロジェクタと対話し得る。
【発明の概要】
【課題を解決するための手段】
【０００４】
　いくつかの実施形態に従って、投影デバイスによって、第1のレートでコンテンツを投
影するステップと、投影デバイスによって、第2のレートでキャプチャフレームを投影す
るステップと、キャプチャフレームが投影されている時に、画像キャプチャデバイスによ
って画像をキャプチャするステップと、キャプチャされた画像に少なくとも部分的に基づ
いて、コンピュータビジョン機能を実行するステップとを含む方法が提供される。本方法
はまた、非一時的コンピュータ可読媒体に具現化され得る。本方法はまた、拡張現実を作
成するために使用され得る。
【０００５】
　いくつかの実施形態に従って、システムも提供される。本システムは、第1のレートで
コンテンツを、および第2のレートでキャプチャフレームを投影するように構成された投
影デバイスを含む。本システムはまた、投影デバイスがキャプチャフレームを投影する時
に画像をキャプチャするように構成された画像キャプチャデバイスを含む。本システムは
、投影デバイスと画像キャプチャデバイスとに結合された1つまたは複数のプロセッサを
さらに含み、1つまたは複数のプロセッサは、キャプチャされた画像を処理して、キャプ
チャされた画像に少なくとも部分的に基づいて、コンテンツを生成するか、投影のための
コンテンツの位置または向きを決定するように構成される。本システムは、1つまたは複
数のプロセッサに結合されたメモリをさらに含む。
【０００６】
　いくつかの実施形態に従って、システムがさらに提供される。本システムは、第1のレ
ートでコンテンツを投影するための手段と、第2のレートでキャプチャフレームを投影す
るための手段と、キャプチャフレームが投影されている時に画像をキャプチャするための
手段と、キャプチャされた画像に少なくとも部分的に基づいて、コンピュータビジョン機
能を実行するための手段とを含む。
【０００７】
　いくつかの実施形態に従って、投影されたコンテンツを含む画像をキャプチャするステ
ップと、投影されたキャプチャフレームを含む画像をキャプチャするステップと、投影さ
れたキャプチャフレームを含む画像に少なくとも部分的に基づいて、コンピュータビジョ
ン機能を実行するステップを含む方法も提供される。キャプチャフレームは、第1のレー
トで投影され得る。投影されたキャプチャフレームを含む画像は、第1のレートに基づい
てキャプチャされ得る。いくつかの実施形態では、コンテンツとキャプチャフレームとは
、投影デバイスによって投影され得る。さらに、投影されたキャプチャフレームを含む画
像は、投影デバイスから、または投影デバイスに結合された処理デバイスから信号を受信
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することに応答してキャプチャされ得、および/あるいは信号は遠隔デバイスからワイヤ
レスに受信され得る。いくつかの実施形態では、本方法は、キャプチャされた画像が投影
されたキャプチャフレームを含む画像を備えるかどうかを決定するために、キャプチャさ
れた画像を分析するステップを含み、決定は、キャプチャされた画像のタイムスタンプ、
またはキャプチャされた画像内の基準またはマーカーを識別することに基づき得る。いく
つかの実施形態では、投影されたコンテンツを含む画像は、投影されたキャプチャフレー
ムを含む画像を含み得る。いくつかの実施形態では、コンテンツはオブジェクト上に投影
され得、コンピュータビジョン機能はオブジェクトを認識すること、または追跡すること
を備える。
【０００８】
　いくつかの実施形態に従って、コンテンツが投影されている、および第1のレートでキ
ャプチャフレームが投影されている領域を含む視野の少なくとも1つの画像をキャプチャ
するステップと、投影されたキャプチャフレームの少なくとも一部を含む少なくとも1つ
の画像の1つまたは複数の画像を決定するステップと、1つまたは複数の画像に少なくとも
部分的に基づいて、コンピュータビジョン機能を実行するステップとを含む方法がさらに
提供される。いくつかの実施形態では、コンテンツとキャプチャフレームとは、投影デバ
イスによって投影され得る。さらに、決定するステップは、受信された信号に基づき得、
いくつかの実施形態では、信号は投影デバイスから、または投影デバイスに結合された処
理デバイスから受信されるか、信号は遠隔デバイスからワイヤレスに受信され得る。いく
つかの実施形態では、キャプチャするステップは、受信された信号に基づいて決定するこ
とに応答して実行され得る。いくつかの実施形態では、決定するステップは第1のレート
に基づき得、キャプチャするステップは第1のレートに基づいて決定することに応答して
実行され得る。いくつかの実施形態では、決定するステップは、1つまたは複数の画像の
タイムスタンプに基づき得る。さらに、決定するステップは、1つまたは複数の画像内の
基準またはマーカーを識別することに基づき得る。いくつかの実施形態では、キャプチャ
フレームは、コンテンツと、1つまたは複数のキャプチャ領域とを含み得る。さらに、コ
ンテンツはオブジェクト上に投影され得、コンピュータビジョン機能は、オブジェクトを
認識することまたは追跡することを含む。
【図面の簡単な説明】
【０００９】
【図１】いくつかの実施形態に従って、処理デバイスを示す図である。
【図２Ａ】いくつかの実施形態に従って、入力のための画像をキャプチャして、コンテン
ツを投影する例を示す図である。
【図２Ｂ】いくつかの実施形態に従って、入力のための画像をキャプチャして、コンテン
ツを投影する例を示す図である。
【図２Ｃ】いくつかの実施形態に従って、入力のための画像をキャプチャして、コンテン
ツを投影する例を示す図である。
【図２Ｄ】いくつかの実施形態に従って、入力のための画像をキャプチャして、コンテン
ツを投影する例を示す図である。
【図２Ｅ】いくつかの実施形態に従って、入力のための画像をキャプチャして、コンテン
ツを投影する例を示す図である。
【図３Ａ】いくつかの実施形態に従って、入力のための画像をキャプチャして、コンテン
ツを投影する例を示す図である。
【図３Ｂ】いくつかの実施形態に従って、入力のための画像をキャプチャして、コンテン
ツを投影する例を示す図である。
【図４Ａ】いくつかの実施形態に従って、入力のための画像をキャプチャして、コンテン
ツを投影する別の例を示す図である。
【図４Ｂ】いくつかの実施形態に従って、入力のための画像をキャプチャして、コンテン
ツを投影する別の例を示す図である。
【図５Ａ】いくつかの実施形態に従って、入力のための画像をキャプチャして、低光の状
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況でコンテンツを投影する例を示す図である。
【図５Ｂ】いくつかの実施形態に従って、入力のための画像をキャプチャして、低光の状
況でコンテンツを投影する例を示す図である。
【図６】いくつかの実施形態に従って、入力のための画像をキャプチャして、コンテンツ
を投影するための処理を示す流れ図である。
【図７】いくつかの実施形態に従って、コンテンツを投影して、画像をキャプチャするた
めの処理を示す流れ図である。
【発明を実施するための形態】
【００１０】
　図面において、同じ記号を有する要素は、同じまたは同様の機能を有する。
【００１１】
　以下の説明では、具体的な詳細は、特定の実施形態について説明するように記載されて
いる。しかしながら、開示された実施形態は、これらの特定の詳細のいくつかまたはすべ
てがなくとも実施され得ることが当業者には明らかであろう。提示された具体的な実施形
態は例示的であり、限定的ではないことが意図される。当業者は、本明細書には具体的に
記載されていないが、本開示の範囲および趣旨内の他の材料に気付くことができる。
【００１２】
　前述のように、ポータブルプロジェクタまたはピコプロジェクタは、画像または他の情
報を含むコンテンツを領域に投影するために、ARシステムおよびビデオゲームで使用され
得、投影されたコンテンツはキャプチャされた画像に基づき得る。しかしながら、投影さ
れたコンテンツは、画像キャプチャデバイスの視野内のオブジェクトに追加の線、色、お
よびテキストを導入することができ、それが、オブジェクト認識および/または追跡アル
ゴリズムが視野内のオブジェクトの認識および/または追跡を継続することを困難にする
場合がある。さらに、プロジェクタは、プロジェクタおよび/または視野内のオブジェク
トが移動するのに従って、投影されたコンテンツを所定位置に保持するために、オブジェ
クトを「追跡(track)」するためにオブジェクト認識および追跡アルゴリズムを利用する
ことができるが、これは投影によって妨害され得る。
【００１３】
　したがって、オブジェクト認識および追跡、イベント検出、動き推定、オブジェクト識
別、オブジェクト検出、オブジェクト分類、および光学式の文字認識を含むコンピュータ
ビジョン機能を実行するために、画像キャプチャデバイスが画像をキャプチャすることを
可能にする画像キャプチャ入力および投影出力のためのシステムおよび方法が提供される
。本システムおよび方法は、プロジェクタがキャプチャされた画像を不明瞭にし得るコン
テンツを投影していない1つまたは複数の期間中に画像をキャプチャし得る。具体的には
、本明細書に開示される実施形態は、コンテンツが投影されていない時、およびキャプチ
ャフレームが投影されている時に画像をキャプチャし得る。
【００１４】
　図1は、いくつかの実施形態に従って処理デバイス100を示す図である。処理デバイス10
0は、スマートフォン、タブレットコンピュータ、パーソナルコンピュータ、ラップトッ
プまたはネットブック、ケーブルまたは衛星コンテンツプロバイダによって提供されるよ
うなセットトップボックス(STB)、あるいはビデオゲームシステムコンソールなどのモバ
イルデバイスであり得る。処理デバイス100はまた、ヘッドマウントディスプレイ(HMD)で
もよく、他のウェアラブルコンピューティングデバイスでもよい。いくつかの実施形態で
は、処理デバイス100は、自動車に、たとえば、自動車のエンターテインメントセンター
またはコンソールに実装されるか、あるいはヘルスケアデバイスに含まれるか、または実
装される。いくつかの実施形態によれば、処理デバイス100は、画像をキャプチャしてコ
ンテンツを投影するように構成されたハードウェアおよび/またはソフトウェアの任意の
適切な組合せを使用して実装され得る。具体的には、処理デバイス100は、1つまたは複数
のプロセッサを有し、画像をキャプチャしてコンテンツを投影するために1つまたは複数
のプロセッサによって実行するために非一時的機械可読媒体に記憶された命令を読み取る
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ことが可能なハードウェアおよび/またはソフトウェアの任意の適切な組合せを含み得る
。いくつかの一般的な形態の機械可読媒体としては、たとえば、フロッピー(登録商標)デ
ィスク、フレキシブルディスク、ハードディスク、磁気テープ、他の任意の磁気媒体、CD
-ROM、他の任意の光媒体、パンチカード、紙テープ、穴のパターンを有する他の任意の物
理媒体、RAM、PROM、EPROM、FLASH-EPROM、他の任意のメモリチップまたはカートリッジ
、および/あるいは1つまたは複数のプロセッサあるいはコンピュータが読み取るように適
合された他の任意の媒体が挙げられる。
【００１５】
　処理デバイス100は、ネットワークと通信するように構成されたネットワークインター
フェース構成要素102を含み得る。いくつかの実施形態に従って、ネットワークインター
フェース構成要素102は、同軸ケーブル、光ファイバーケーブル、デジタル加入者回線(DS
L)モデム、公衆交換電話網(PSTN)モデム、イーサネット(登録商標)デバイス、および/ま
たは様々な他のタイプの有線ネットワーク通信デバイスとインターフェースをとるように
構成され得る。ネットワークインターフェース構成要素102はまた、1つまたは複数のワイ
ヤレストランシーバを含み得、各ワイヤレストランシーバは、分離可能または一体型の、
またWi-Fi(登録商標)、3G、4G、HSDPA、LTE、RF、NFCなどの異なるワイヤレスネットワー
キング技法に従って情報を送受信することが可能なアンテナを含み得る。
【００１６】
　いくつかの実施形態に従って、処理デバイス100は、処理デバイス100内の様々な構成要
素を相互接続して、様々な構成要素間で情報を伝達するためのシステムバス104を含む。
いくつかの実施形態では、バス104は、システムオンチップ(SoC)で実装され、チップおよ
び/あるいは1つまたは複数のプロセッサのコアにある様々な要素または構成要素を接続す
る。構成要素は、1つまたは複数のプロセッサ、中央処理ユニット(CPU)、画像信号プロセ
ッサ(ISP)、マイクロコントローラ、またはデジタル信号プロセッサ(DSP)、グラフィック
ス処理ユニット(GPU)、ならびにアナログおよび/またはデジタル音響信号プロセッサを含
み得る音響信号プロセッサであり得る処理構成要素106を含み得る。構成要素はまた、ラ
ンダムアクセスメモリ(RAM)、読出し専用メモリ(ROM)、光学式、磁気、固体、または上述
のような他のメモリに対応し得るメモリ構成要素108を含み得る。
【００１７】
　いくつかの実施形態に従って、処理デバイス100はまた、情報をユーザに表示するため
のディスプレイ構成要素110を含み得る。ディスプレイ構成要素110は、液晶ディスプレイ
(LCD)画面、有機発光ダイオード(OLED)画面(アクティブマトリクスAMOLED画面を含む)、L
ED画面、プラズマディスプレイ、またはブラウン管(CRT)ディスプレイであり得る。ディ
スプレイ構成要素110は処理デバイス100に統合されてもよく、処理デバイス100から分離
されて処理デバイス100に結合されてもよい。処理デバイス100はまた、入力およびナビゲ
ーション制御構成要素112を含み得、ユーザが情報を入力して、ディスプレイ構成要素110
に沿ってナビゲートすることを可能にする。入力およびナビゲーション制御構成要素112
は、たとえば、キーボードまたはキーパッド(物理的なものであるか仮想のものであるか
を問わない)、マウス、トラックボール、または他のそのようなデバイス、あるいは容量
性センサーベースのタッチスクリーンを含み得る。
【００１８】
　処理デバイス100はまた、デバイス100および/またはその周囲に関連付けられるデータ
をキャプチャするセンサー114を含み得る。センサー114は、これに限定されないが、マイ
クロフォンまたは音響センサー、カメラ、光センサー、近接センサー、深度(depth)セン
サー、圧力センサー、慣性センサー(たとえば、加速度計および/またはジャイロスコープ
)、磁力計等を含み得る。センサー114は、個別に、またはセンサーアレイなどとの組合せ
で、あるいは他の任意の組合せで使用され得る。センサー114は、相互に依存して、また
は相互に独立して動作可能である。センサー114は、たとえば、メモリ構成要素108および
他のモジュールに記憶された命令に従って、センサー114によってキャプチャされたデー
タを処理するために、およびキャプチャされたデータに関連付けられるメタデータを生成
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または取得するために、システムバス104を通じて処理構成要素106と通信することができ
る。
【００１９】
　処理デバイス100はまた、画像キャプチャデバイス116を含み得る。いくつかの実施形態
では、画像キャプチャデバイス116は、可視光カメラなどのカメラ、または、マイクロソ
フト(登録商標)Xbox(登録商標)Kinect(登録商標)カメラなどの深度センシングカメラであ
り得る。画像キャプチャデバイス116はまた、赤外線(IR)光や紫外線(UV)光を検出するよ
うに構成され得る。画像キャプチャデバイス116はまた、ステレオカメラ、飛行時間(ToF)
カメラ、または画像を検出してキャプチャすることが可能な他のカメラであり得る。いく
つかの実施形態では、画像キャプチャデバイス116は、処理するために、画像キャプチャ
デバイス116の視野内のオブジェクトの1つまたは複数の画像をキャプチャするように構成
され得る。いくつかの実施形態では、画像キャプチャデバイス116はセンサー114内に含ま
れる。
【００２０】
　処理デバイス100はまた、投影デバイス118を含み得る。投影デバイス118は、1つまたは
複数の画像を形成するために光を投影することが可能なデバイスであり得る。1つまたは
複数の画像は、フレームの集合として投影される静止画または動画などのコンテンツを含
み得る。いくつかの実施形態では、投影デバイス118は、投影された画像に動きまたはア
ニメーションのアピアランス(appearance)を与えるために、投影された光の配置を変更す
ることができる。投影デバイス118は、デジタルライトプロセッシング(DLP)プロジェクタ
、レーザービームステアリング(LBS)プロジェクタ、リキッドクリスタルオンシリコン(LC
oS)プロジェクタ、または他のプロジェクタであり得る。いくつかの実施形態では、投影
デバイス118はまた、モバイルプロジェクタまたはポータブルプロジェクタであり得る。
【００２１】
　処理デバイス100はまた、投影生成120、ならびにオブジェクト認識122および追跡124な
どのコンピュータビジョン機能が可能であり得る。これらの機能は、処理構成要素106に
よって実行されると機能を実行する、1つまたは複数のソフトウェアモジュールによって
実行され得る。他の実施形態では、機能は、メモリと、機能を実行するために命令を実行
するための少なくとも1つのプロセッサとを有する特定用途向け集積回路(ASIC)または他
の回路を指す場合がある。したがって、機能120～124は、図1に示されるようにデバイス1
00内の他の構成要素から分離されてもよく、図1に示される1つまたは複数の他のモジュー
ルに、たとえば処理構成要素106に結合および/または実装されてもよい。いくつかの実施
形態では、投影生成120は、デバイス100の1人または複数のユーザ、および/またはデバイ
ス100を使用していない場合があるが、対象オブジェクトまたは領域の閲覧可能な距離内
にいる他の人による閲覧、対話、および/または他の消費のための、対象オブジェクトま
たは領域上への投影デバイス118による投影のための1つまたは複数の画像を含むコンテン
ツを生成することを含み得る。いくつかの実施形態では、コンテンツは、対象オブジェク
トまたは領域を拡張するためのコンテンツであり得る。
【００２２】
　いくつかの実施形態では、投影生成120はまた、投影デバイス118による投影のためのキ
ャプチャフレームを生成することを含み得る。キャプチャフレームは、投影されたコンテ
ンツのフレームレートよりも低いフレームレートで投影されるフレームであり得、投影さ
れたコンテンツと交互に投影されるか、または投影されたコンテンツとともに投影され得
る。キャプチャフレームは、投影されたコンテンツが、処理するためにキャプチャされた
画像内の特徴(feature)を不明瞭にしないように、画像キャプチャデバイス116が投影され
たコンテンツなしに画像をキャプチャすることを可能にするために投影され得る。いくつ
かの実施形態では、投影されたキャプチャフレームは、観察者に気付かれないまま、オブ
ジェクト認識122または追跡124にとって十分なフレームレートで投影される。いくつかの
実施形態では、コンテンツは、投影デバイスによって約23.976～300フレーム/秒(fps)の
フレームレートで投影され得、キャプチャフレームは約10～20fpsのレートで投影される



(10) JP 6276394 B2 2018.2.7

10

20

30

40

50

。いくつかの実施形態では、コンテンツは約72fpsのフレームレートで投影され得、キャ
プチャフレームは約15fpsのレートで投影され得る。いくつかの実施形態では、コンテン
ツおよびキャプチャフレームの投影レートは、画像キャプチャデバイス116や投影デバイ
ス118の機能、および/あるいは特定の用途または経験の必要性に応じてより高くてもよく
、より低くてもよい。いくつかの実施形態では、画像キャプチャデバイス116は、キャプ
チャフレームの投影とは無関係である、あらかじめ定められたレートで画像をキャプチャ
するように構成され得、オブジェクト認識122および追跡124は、キャプチャフレームを含
むそれらのキャプチャされた画像上に実行される。他の実施形態では、画像キャプチャデ
バイス116は、キャプチャフレームの投影に関連するレートで画像をキャプチャするよう
に構成され得る。たとえば、画像キャプチャデバイス116は、キャプチャフレームが投影
されている時に少なくとも1つの画像がキャプチャされ、キャプチャフレームが投影され
ない時に少なくとも1つの画像がキャプチャされるように、キャプチャフレームの投影レ
ートの少なくとも2倍のレートで画像をキャプチャするように構成され得る。
【００２３】
　いくつかの実施形態では、キャプチャフレームは、コンテンツが投影されていない空白
のフレームであり得る。他の実施形態では、キャプチャフレームは、模様がないソリッド
ニュートラルカラーのフレームでもよく、画像キャプチャデバイスが、追跡124、オブジ
ェクト認識122、および/または他のコンピュータビジョン機能のために処理され得る画像
キャプチャデバイス116の視野内のオブジェクトの線、特徴、または境界を不明瞭にしな
い画像をキャプチャすることを可能にするために投影される非常に繊細な最小限の模様を
有してもよい。いくつかの実施形態では、ソリッドニュートラルカラーのソリッドニュー
トラルフレームは、白などの非常に明るい色、灰色などの彩度が非常に低い色、または黒
などの非常に濃い色を有してよい。さらに、キャプチャフレームは、低光の状況で画像キ
ャプチャデバイス116による画像キャプチャを容易にするために視野を照光するために使
用され得る光強度が高いフレームを含み得、それで構成されてもよい。いくつかの実施形
態では、強度は周辺光センサーおよび/または画像キャプチャデバイス116からの情報によ
って決定される。いくつかの実施形態では、キャプチャフレームは、マーカー、基準、ま
たは、画像キャプチャデバイス116によってキャプチャされて処理されると、マーカーま
たは基準を有するキャプチャされたフレームは、オブジェクト認識122および追跡124など
のコンピュータビジョン機能を実行するために使用されるべきフレームであるという表示
を提供する、他のインジケータを含み得る。さらに、いくつかの実施形態では、キャプチ
ャフレームは、コンテンツとともに投影され得、どのようなコンテンツまたは画像も含ま
ない投影されたコンテンツの一部またはサブセットであり得る。
【００２４】
　いくつかの実施形態では、投影デバイス118と画像キャプチャデバイス116とは、画像キ
ャプチャデバイス116が、投影デバイス118がキャプチャフレームを投影している時、視野
内の領域の画像をキャプチャするように同期され得る。いくつかの実施形態では、投影デ
バイス118は、キャプチャフレームが投影されていることを示すために、信号を画像キャ
プチャデバイス116に送信することが可能であり得る。信号は、ソフトウェアを介して伝
送されてもよく、ハードウェア回線を介して送信されてもよい。信号はまた、たとえば分
散構成要素が実装される時に遠隔デバイスからワイヤレスに送信され得、そのいくつかの
実施形態は以下で説明される。あるいは、信号は、投影生成120におけるキャプチャフレ
ームの生成とともに提供され得る。さらに、投影デバイス118および画像キャプチャデバ
イス116は、投影デバイス118および画像キャプチャデバイス116がキャプチャフレームを
同時に投影することと画像をキャプチャすることとが可能であり得るように、クロック信
号生成器126によって提供されるクロッキングを使用して同期され得る。いくつかの実施
形態では、投影デバイス118および画像キャプチャデバイス116の同期されたクロックは、
投影デバイス118および画像キャプチャデバイス116が、たとえば、いくつかの実施形態で
は、画像キャプチャデバイス116がキャプチャフレーム、コンテンツ、またはそれらの組
合せの投影レートに基づいて画像をキャプチャすることを可能にする、整列されたデュー
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ティーサイクルを有することを可能にし得る。
【００２５】
　オブジェクト認識122は、画像キャプチャデバイス116によってキャプチャされた画像に
1つまたは複数のオブジェクト認識アルゴリズムを実行することを含み得る。オブジェク
ト認識122で実行されるオブジェクト認識アルゴリズムは、特徴検出、模様認識、アピア
ランスマッチング、画像マッチング、エッジおよび/または線検出等を使用して、1つまた
は複数の画像フレーム内のオブジェクトを認識することが可能であり得る。いくつかの実
施形態では、オブジェクト認識122で認識されたオブジェクトは、追跡124のために使用さ
れるオブジェクト、投影の対象として指定されたオブジェクト、および/または拡張のた
めのオブジェクトであり得る。いくつかの実施形態では、オブジェクト認識122は、自動
的に認識することと、認識されたオブジェクトを投影および/または拡張の対象として指
定することを含み得る。
【００２６】
　いくつかの実施形態では、処理デバイス100のユーザは、オブジェクトを選択、または
オブジェクトと対話することによって、視野内のオブジェクトを投影の対象または拡張の
ためのオブジェクトとして指定することが可能であり得る。いくつかの実施形態では、オ
ブジェクト自体はユーザによって操作され得、他の実施形態では、ユーザは、たとえばデ
ィスプレイ構成要素110によって処理デバイス100上にオブジェクトが表示されると、オブ
ジェクトと対話し得る。ユーザが拡張のためのオブジェクトを選択すると、オブジェクト
認識122は、選択されたオブジェクトを認識して、第三者によって提供された情報に基づ
いて、またはオブジェクトに関連する情報によって、コンテンツを有する認識されたオブ
ジェクトを拡張しようとすることを含み得る。いくつかの実施形態では、オブジェクト認
識122は、オブジェクト認識122を実行するために、およびオブジェクトに関連するコンテ
ンツを見つけるために、ネットワークインターフェース構成要素102を使用してネットワ
ークと通信することを含み得る。いくつかの実施形態では、特定のオブジェクトの認識は
、ユーザによる動作または入力なしに拡張を決定するために十分である。
【００２７】
　追跡124は、対象領域内のオブジェクトの位置を継時的に関連付けることを含み得る。
いくつかの実施形態では、追跡124は、たとえプロジェクタが移動しても、または対象オ
ブジェクトが移動しても、投影されたコンテンツが1つまたは複数の指定された対象オブ
ジェクト上に投影されたままであるように、ある期間にわたって対象領域内のオブジェク
トの決定された位置および向きに基づいて投影を制御するように構成され得る。追跡124
は、画像キャプチャデバイス116によってキャプチャされた画像に基づいて、またいくつ
かの実施形態では、センサー114からの情報に基づいて、投影デバイス118の投影を制御し
得る。いくつかの実施形態では、追跡124は、画像キャプチャデバイス116によってキャプ
チャされた画像、および/あるいは加速度計またはジャイロスコープなどのセンサー114に
よって取得された情報を使用して、対象オブジェクトについてのポーズ、向き、および深
さ情報を推定することを含み得る。追跡124は、拡張された現実コンテンツを生成するこ
とを含む、投影デバイス118による投影を制御するために、後に投影生成120において使用
され得る1つまたは複数のマトリクスを生成することをさらに含み得る。追跡124は、画像
キャプチャデバイス116からキャプチャされた画像、および/またはセンサー114からの情
報に基づいて、投影生成120のためのコンテンツをスケーリングすること、回転すること
、および/または変換することを含み得る。追跡124は、キャプチャされた画像に基づいて
、6つの自由度(degrees-of-freedom)を決定することと、決定された6つの自由度に基づい
て投影のためのコンテンツを追跡することとを含み得る。画像キャプチャデバイス116が
深度センシングカメラである、またはそれを含む場合の実施形態では、1つまたは複数の
画像は、視野の深度マップを開発するために処理され得る。深度マップは、投影の適切な
焦点を維持することを含む、投影を追跡して制御するために、追跡124において使用され
得る。
【００２８】
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　処理デバイス100はまた、クロック信号生成器126を含み得る。クロック信号生成器126
は、処理デバイス100の構成要素によって使用されるクロック信号を生成するように構成
され得る。いくつかの実施形態では、画像キャプチャデバイス116は、上述のように10～2
0fpsのレートで投影され得る、画像キャプチャフレームの投影レートに対応するあらかじ
め定められたタイミングに基づいて投影デバイス118がキャプチャフレームを投影してい
る時に、画像をキャプチャするように構成され得る。たとえば、画像キャプチャデバイス
116は、15fpsの画像キャプチャフレームの投影レートに基づいて、67ミリ秒ごとに投影さ
れたキャプチャフレームを含む視野の画像をキャプチャするように構成され得、タイミン
グは、クロック信号生成器126によって生成されたクロック信号によって画像キャプチャ
デバイス116に提供されている。同様に、投影デバイス118は、生成されたクロック信号に
よって提供されるタイミングに基づいて、15fpsの画像キャプチャフレーム投影レートに
従って、67ミリ秒ごとにキャプチャフレームを投影するように構成され得る。あるいは、
画像キャプチャデバイス116は、キャプチャフレームが投影されている時に少なくとも1つ
の画像がキャプチャされ、キャプチャフレームが投影されない時に少なくとも1つの画像
がキャプチャされるように、キャプチャフレームの投影レートの少なくとも2倍のレート
で画像をキャプチャするように構成され得る。
【００２９】
　画像キャプチャデバイス116がキャプチャフレームの投影レートとは無関係のレートで
画像をキャプチャするように構成される実施形態では、基準またはマーカーを有するキャ
プチャフレームを含み得る、キャプチャフレームを含まない画像は、キャプチャフレーム
の投影の知られているレートに基づいて、またはキャプチャされたフレームに関連付けら
れるクロック信号によって、処理の間に廃棄されるか、低い重みを与えられ得る。基準ま
たはマーカーを投影することによって、いくつかの実施形態では、投影デバイス118と画
像キャプチャデバイス116との間に実装される調整を低減させることができる。さらに、
クロック信号生成器126は、キャプチャされた画像にタイムスタンプするために処理デバ
イス100によって使用され得、キャプチャフレームのタイムスタンプは知られており、ど
のキャプチャされた画像を分析するべきか、および/またはどのキャプチャされた画像上
でオブジェクト認識122、追跡124、および他のコンピュータビジョン機能を実行するべき
かを知るために使用され得る。
【００３０】
　処理デバイス100は、いくつかの実施形態によれば、図1に示されるよりも多くの、また
は少ない構成要素を含み得る。さらに、図1に示される構成要素は、図1の1つまたは複数
の他の構成要素に直接結合され得、システムバス104の必要性を排除する。さらに、図1に
示される構成要素は、単一デバイス100の一部であるものとして示され得るが、構成要素
が分離されているが、結合されて通信しているシステムの一部でもあり得る。一般に、図
1に示される構成要素は、本明細書で開示する実施形態を実行することが可能な処理デバ
イス100における構成要素の例として示されている。ただし、処理デバイス100は、より多
くの、またはより少ない構成要素を有してもなお、本明細書で開示するいくつかの実施形
態を実行することが可能であり得る。
【００３１】
　図2A～図2Eは、いくつかの実施形態に従って、入力のための画像をキャプチャして、コ
ンテンツを投影する例を示している。例示の目的で、図2A～図2Eには処理デバイス100の
一部のみが示されているが、図1に示される処理デバイス100の他の構成要素への参照が行
われ得る。図2Aに示されるように、画像キャプチャデバイス116は、オブジェクト1 200を
含む視野の初期画像をキャプチャすることが可能であり得る。いくつかの実施形態では、
オブジェクト認識122などのコンピュータビジョン機能は、オブジェクト1 200を認識しよ
うとするために、キャプチャされた画像上で実行され得る。いくつかの実施形態では、ポ
ーズは、オブジェクト1 200を含む視野の初期画像から決定され得る。いくつかの実施形
態では、キャプチャされた画像は、初期画像をキャプチャした後の、後続のキャプチャさ
れた画像であり得、追跡124も、たとえば、ポーズ、位置、6つの自由度(DOF)、および/ま
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たはオブジェクト1 200についての他の情報を決定するために、キャプチャされた画像上
で実行され得る。いくつかの実施形態では、画像キャプチャデバイス116は、オブジェク
ト1 200を含む視野の深度マップを決定するために使用され得る深度カメラを含み得、そ
れはオブジェクト1 200の追跡124のために、およびオブジェクト1 200上の投影に焦点を
合わせるために使用され得る。
【００３２】
　図2Bに示されるように、投影デバイス118は、コンテンツ202をオブジェクト1 200上お
よびその周囲を含む視野内に投影し得る。いくつかの実施形態では、オブジェクト1上お
よびその周囲へのコンテンツ202の投影は、上述のように、後続のキャプチャされた画像
の追跡124に基づいて制御され得る。いくつかの実施形態では、投影されたコンテンツの
整列および/または位置は、オブジェクト1を追跡することに基づいて調整され得る。さら
に、コンテンツ202はまた、センサー114から取得された情報(デバイス100および/または
投影デバイス118の向き、デバイス100および/または投影デバイス118が安定しているかど
うか、および、視野の輝度レベルを含み得る)に基づいて制御され得る。いくつかの実施
形態では、コンテンツ202は、いくつかの実施形態では部分的または全体的に、オブジェ
クト認識122に基づいて生成され得る。オブジェクト認識122は、オブジェクト1 200の特
徴を識別することと、マッチングオブジェクト、およびマッチングオブジェクトに関連付
けられるコンテンツ202を見つけるために検索することとを含み得る。検索は、メモリ構
成要素108内のオブジェクトを表す特徴に基づいて、またはネットワークを介して実行さ
れ得る。マッチングオブジェクトは、オブジェクト1 200上およびその周囲に投影され得
る関連付けられるコンテンツ202を有し得る。関連付けられるコンテンツ202は、オブジェ
クト1 200の特徴、またはオブジェクト1 200を使用するための命令などの、オブジェクト
1 200に関連する情報を含み得る。いくつかの実施形態では、マッチングオブジェクトに
関連付けられるコンテンツ202は、オブジェクト1 200の周囲に拡張現実を作成するために
、オブジェクト1 200およびオブジェクト1 200の周囲の領域を拡張するために使用され得
る。
【００３３】
　いくつかの実施形態では、コンテンツ202はまた、ユーザが選択した特徴を含み得る。
たとえば、画像キャプチャデバイス116によってキャプチャされたオブジェクト1 200の画
像は、デバイス100のディスプレイ構成要素110上に表示され得、デバイス100のユーザは
、コンテンツ202に含まれ得る特徴を選択または作成するために入力およびナビゲーショ
ン制御構成要素112を使用して、表示された画像と対話することが可能であり得る。これ
らの特徴は、コンテンツ202の投影生成120において、オブジェクト認識122からのコンテ
ンツとともに含まれ得る。いくつかの実施形態では、投影内の要素、または投影デバイス
から投影された投影全体とも呼ばれ得るコンテンツ202はまた、画像1 204および画像2 20
6などの1つまたは複数の特定の画像を含み得る。図2Bに示されるように、コンテンツ202
は、オブジェクト1 200上に投影された画像1 204と、オブジェクト1 200の下に投影され
た画像2 206とを含み得る。いくつかの実施形態では、オブジェクト1 200への画像1 204
と画像2 206とを含むコンテンツ202の投影は、オブジェクト1 200の周囲に拡張現実を作
成するためにオブジェクト1 200を拡張し得る。
【００３４】
　図2Cに示されるように、オブジェクト1 200は、その以前の位置から距離dだけ離れて配
置されている。追跡124のために位置におけるこの変化をキャプチャするために、および
視野についての追加情報を決定するために、投影生成120は、投影デバイス118による投影
のためにキャプチャフレーム208を定期的に生成することを含み得る。いくつかの実施形
態では、キャプチャフレーム208は、コンテンツが投影されていない空白のフレームであ
り得る。キャプチャフレーム208はまた、オブジェクト1 200の線、特徴、または境界を不
明瞭にしないソリッドニュートラルカラーのフレームであり得る。キャプチャフレーム20
8が投影デバイス118によって投影されると、画像キャプチャデバイス116は、キャプチャ
フレーム208を含む視野210の画像をキャプチャすることが可能であり得る。キャプチャフ
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レーム208は、画像キャプチャデバイス116の視野210をカバーするために投影されている
ものとして示されているが、キャプチャフレーム208の大きさはより大きくても小さくて
もよく、ユーザ、製造者、または開発者によって設定され得、投影されたコンテンツ202
および/またはオブジェクト1 200に関連して大きさが変化する場合がある。
【００３５】
　いくつかの実施形態では、投影デバイス118は、キャプチャフレーム208が投影されてい
る時に、バス104を介して画像キャプチャデバイス116に信号を送信することが可能であり
得る。いくつかの実施形態では、画像キャプチャデバイス116および投影デバイス118は、
キャプチャフレーム208が投影されて、視野210の画像があらかじめ定められたタイミング
で同時にキャプチャされるように、クロック信号生成器126によって生成されたクロック
信号に基づいて同期され得る。いくつかの実施形態では、このあらかじめ定められたタイ
ミングは、人間の目によってキャプチャフレーム208が気付かれないまま追跡124を可能に
するために十分であり得る。いくつかの実施形態では、画像キャプチャデバイス116およ
び投影デバイス118は、画像キャプチャデバイス116が、キャプチャフレーム208を含む視
野210の少なくとも1つの画像と、キャプチャフレーム208を含まない視野210の少なくとも
1つの画像とをキャプチャするように、クロック信号生成器126によって生成されたクロッ
ク信号に基づいて同期され得る。
【００３６】
　図2Dに示されるように、キャプチャフレーム208が投影された後、画像1 204と画像2 20
6とを含むコンテンツ202は、投影デバイス118によって、オブジェクト1 200上および/ま
たはその周囲に再び投影され得る。追跡124、およびキャプチャフレーム208が投影された
時に視野210のキャプチャされた画像上で実行される他の処理に基づいて、画像1 204と画
像2 206とを含むコンテンツ202の位置および向きは、オブジェクト1 200のその前の位置
に対する変位dに基づいて補正され得る。
【００３７】
　いくつかの実施形態では、画像1 204と画像2 206とを含むコンテンツは変更されている
場合があり、画像1 204および画像2 206よりも大きいまたは小さい大きさを有する場合が
ある。任意の変化した画像を含むコンテンツ202の位置および向きを維持するために、オ
ブジェクト1 200上およびその周囲に投影されたコンテンツの位置および/または向きが一
定のままであるように、コンテンツ202またはその任意の要素は、スケーリング、配置、
および/または、別の方法で操作され得る。
【００３８】
　いくつかの実施形態では、処理デバイス100は、キャプチャ領域212が、たとえば追跡12
4を通じて決定されたオブジェクトの予測される位置に投影されている間に、コンテンツ
の一部をトリミングする、および/またはコンテンツ202がオブジェクトの周囲に投影され
ることを可能にするマスクを作成することが可能であり得る。図2Eに示されるように、た
とえば、投影デバイス118は、オブジェクト1 200の予測された位置の周囲にキャプチャ領
域212を投影している間に、オブジェクト1 200の周囲の画像2 206を含むコンテンツ202を
有するキャプチャフレームを投影する。キャプチャ領域212は、コンテンツが投影されて
いない領域であり得、空白またはニュートラルカラーであり得る。いくつかの実施形態で
は、画像キャプチャデバイス116は、キャプチャ領域212を含む領域の画像をキャプチャす
るように構成され得る。いくつかの実施形態では、キャプチャ領域212は基準またはマー
カーを含み得、画像キャプチャデバイス116は、コンテンツ202およびキャプチャ領域を含
む領域の画像をキャプチャするが、オブジェクト認識122および/または追跡124は、基準
またはマーカーに関して定義されたキャプチャされた領域上だけで実行されてもよく、基
準またはマーカーは、投影がキャプチャ領域212を含むことを示してもよい。いくつかの
そのような実施形態では、基準またはマーカーは、ユーザが基準またはマーカーに気付か
ないように、および/または画像またはマーカーがオブジェクト1 200を不明瞭にする可能
性を減少させるために、コンテンツ202内に隠され得る。いくつかの実施形態では、処理
デバイス100は、コンテンツを有するキャプチャフレームと、コンテンツを含まないキャ
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プチャフレームとをインターリーブする。図2Eに1つのキャプチャ領域が示されているが
、たとえば複数のオブジェクトを追跡する時に、キャプチャフレーム内に追加のキャプチ
ャ領域が含まれ得ることを当業者は理解するであろう(たとえば図3～図4に従っていくつ
かの実施形態に示されるように)。
【００３９】
　一例では、オブジェクト1 200はプリンタまたは他のデバイスであり得、コンテンツ202
はプリンタまたは他のデバイスを操作するための命令であり得る。画像1 204および画像2
 206は、特定のボタン、ディスプレイ、あるいはプリンタまたは他のデバイスの他の部分
上に配置され得、特定の領域に関連する命令を含み得る。たとえば、オブジェクト1 200
が、エラーメッセージを表示しているディスプレイを含むプリンタである場合、キャプチ
ャされた画像のオブジェクト認識122はプリンタタイプおよびエラーを認識し得、投影生
成120は、エラーを修正するための命令を含む、コンテンツ202と画像204および206とを生
成することを含み得る。
【００４０】
　図2A～図2Eでは、処理デバイス100は単一のデバイスとして示されているが、いくつか
の実施形態では、処理デバイス100は別々の分散構成要素を有してもよく、別のデバイス
またはシステムに実装された1つまたは複数の要素を省略してもよい。たとえば、画像キ
ャプチャデバイス116は、投影デバイス118から離れて配置され得る。いくつかのそのよう
な実施形態では、画像キャプチャデバイス116と投影デバイス118の両方は、処理デバイス
100と通信している。たとえば、画像キャプチャデバイス116は、ビデオゲームコンソール
に関連付けられる画像キャプチャデバイスであり得、ユーザまたは他のオブジェクトを認
識および/または追跡するように構成されてもよく、たとえば、認識122および/または追
跡124を使用して認識および/または追跡するために情報を処理デバイス100に送信しても
よい。投影デバイス118は、ユーザのための(たとえば、没入型の)ゲーム経験を作成する
ために、ユーザまたはオブジェクト上およびその周囲にコンテンツを投影するように構成
され得る。さらに、処理デバイス100は、ビデオゲームの態様または投影されたコンテン
ツの他の特徴を制御するためにユーザによって行われたジェスチャを検出することが可能
であり得る。そのような実施形態では、投影デバイス118は、ユーザによって行われたジ
ェスチャが観察され得るように、あるいはキャプチャフレームまたはキャプチャ領域212
が投影される時にキャプチャされたユーザの画像に基づいてコンテンツが移動または調整
され得るように、第2のレートでキャプチャフレーム208またはキャプチャ領域212を投影
することが可能であり得る。いくつかの実施形態では、画像キャプチャデバイス116は、
たとえば表示または投影されたコンテンツで、またはゲームシステムで使用され得るよう
に、遠隔デバイスまたは制御デバイスに実装される。画像のキャプチャの時間を決める、
あるいは、どのフレームがキャプチャフレームを備えるか、または上述のキャプチャ領域
を含むかを示すために使用される技法のいずれかが、分散構成要素が利用される時に実装
され得る。いくつかの実施形態では、画像キャプチャデバイス116と投影デバイス118との
うちの1つまたは両方は、ウェアラブルデバイス、たとえばヘッドマウントディスプレイ(
HMD)、ユーザの
手首または腕の周りに装着されるデバイス、ユーザの首にぶら下げるように構成されたデ
バイス、スマートファブリックまたは衣服、および/あるいは他のウェアラブル要素に含
まれる。いくつかの実施形態では、1つまたは複数の要素は、処理デバイス100に関連して
説明された他の要素とは無関係であるシステムまたはデバイスに実装され得る。たとえば
、いくつかの実施形態では、投影デバイス118は省略され得、処理デバイス100とは無関係
であり得る。ある例では、処理デバイス100は、スマートフォンなどのモバイルデバイス
を備え得、独立した投影デバイス118によって投影されたキャプチャフレームを備える画
像をキャプチャおよび/または処理し得る。一例では、投影デバイス118は、モバイルデバ
イスによって利用されるアプリケーション(たとえば、「アプリ(app)」)に関連付けられ
るコンテンツを投影し得る。アプリケーションは、たとえば、知られている、あるいは決
定された基準またはマーカーに基づいて、キャプチャフレームまたは領域を識別するよう
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に構成され得、および/あるいはコンテンツが投影されているオブジェクトに関する情報
をユーザに提示し得る。上述の分散されたおよび/または独立した構成要素は、本明細書
に記載される実施形態のうちのいずれか、たとえば、図3～図7に関連して説明した実施形
態のうちの1つまたは複数に実装され得る、および/またはそれで使用され得ることを、当
業者は理解するであろう。
【００４１】
　図3Aおよび図3Bは、いくつかの実施形態に従って、交互に画像をキャプチャして、コン
テンツを投影する例を示している。例示の目的で、図3Aおよび図3Bには処理デバイス100
の一部のみが示されているが、図1に示される処理デバイス100の他の構成要素への参照が
行われ得る。さらに、説明のために図2A～図2Eへの参照が行われ得る。図3Aに示されるよ
うに、第2のオブジェクトであるオブジェクト2 300が、オブジェクト1 200とともに画像
キャプチャデバイス116の視野内に現在あり、いくつかの実施形態では、図2A～図2Eから
のオブジェクト1 200と同じであり得るが、他の実施形態では、異なるオブジェクトであ
り得る。いくつかの実施形態では、オブジェクト1 200は図2Bにおけるものと同じであり
、そこに示される構成の後に導入されている。キャプチャフレーム208が投影デバイス118
によって定期的に投影され、オブジェクト2 300が識別され得、オブジェクト2 300に関連
付けられる特徴が認識122および追跡124のために処理され得る。さらに、キャプチャフレ
ーム208は、コンテンツが投影されていない空白のフレームでもよく、オブジェクト1 200
およびオブジェクト2 300の線、特徴、または境界を不明瞭にしないソリッドニュートラ
ルカラーのフレームでもよいので、オブジェクト認識122および追跡124のためにオブジェ
クト1 200およびオブジェクト2 300に関連付けられる特徴および境界を処理することが向
上され得る。
【００４２】
　図3Bに示されるように、キャプチャフレーム208が投影されていた間に画像キャプチャ
デバイス116によってキャプチャされた画像を処理することに基づいて、投影生成120は、
オブジェクト1 200とオブジェクト2 300の両方に関連し得るコンテンツ302を含み得る。
さらに、コンテンツ302は、追跡124のためにキャプチャフレーム208が投影された時に、
画像キャプチャデバイス116によってキャプチャされた画像を処理することによって決定
されたように、オブジェクト1 200とオブジェクト2 300の両方の位置に基づいて、オブジ
ェクト1 200およびオブジェクト2 300の上および/またはその周囲に投影され得る。たと
えば、コンテンツ302は、特定の位置でオブジェクト1 200に投影するための画像1 304と
、特定の位置でオブジェクト2 300に投影するための画像2 306とを含み得る。いくつかの
実施形態では、画像1 304と画像2 306のコンテンツおよび位置は、デバイス100のユーザ
によって指定され得る。いくつかの実施形態では、画像1 304と画像2 306のコンテンツお
よび位置は、オブジェクト認識122に基づいて、オブジェクト1 200とオブジェクト2 300
とに基づいてあらかじめ定められ得る。たとえば、画像1 304と画像2 306のコンテンツお
よび位置は、オブジェクト1 200およびオブジェクト2 300のメーカー、販売業者、または
商店主、コンテンツプロバイダ、あるいはアプリ開発者によって設定され得る。
【００４３】
　一例では、オブジェクト1 200およびオブジェクト2 300は、カードで遊ぶことでもよく
、カードを交換することでもよい。オブジェクト認識122は、オブジェクト1 200を特定の
カードとして認識し得、追跡はカードの位置を決定し得、また投影生成120は、カード上
またはその周囲に投影され得る、名前、価値、およびそのカードに関連する他の情報など
の、そのカードに関連するコンテンツを生成することを含み得る。オブジェクト2 300が
視野210に追加されると、オブジェクト認識122は、画像キャプチャフレーム208が別のカ
ードとして投影される時に、キャプチャされた画像に基づいてオブジェクト2 300を認識
し得、追跡124は、カードの位置を決定し得る。次いで、投影生成120は、第2のカードな
らびに第1のカードに関連するコンテンツを生成することを含み得、コンテンツは各カー
ド上およびその周囲に投影されている。別々のコンテンツがカードごとに投影され得、関
連するコンテンツが両方のカードのために投影され得る。いくつかの実施形態では、各カ
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ード上およびその周囲に投影されているコンテンツは、両方のカードの周囲に投影される
統一されたコンテンツであり得る。統一されたコンテンツは、カードに印刷されたキャラ
クタ間の対話や対立を示すことができる。いくつかの実施形態では、処理デバイス100は
、カードのうちの1つのコンテンツが優先権を有するかどうかを決定し得、コンテンツを
適切に投影し得る。たとえば、優先権を有するコンテンツだけが投影され得、有線権を有
するコンテンツが他のコンテンツの上に投影され得る。
【００４４】
　図4Aおよび図4Bは、いくつかの実施形態に従って、交互に画像をキャプチャして、コン
テンツを投影する別の例を示している。図4Aに示されるように、オブジェクト1 200およ
びオブジェクト2 300の位置は、図3Bに示される位置に対して変更されていてよい。いく
つかの実施形態では、投影デバイス118がキャプチャフレーム208を投影している時に、画
像キャプチャデバイス116は、処理するために使用され得る画像をキャプチャし得る。キ
ャプチャされた画像は、たとえば追跡124およびオブジェクト認識122などのコンピュータ
ビジョン機能を実行するために使用され得る。追跡124でオブジェクト1 200およびオブジ
ェクト2 300を処理することによって、図3Bで以前に示されたオブジェクト1 200および/
またはオブジェクト2 300の位置に対するオブジェクト1 200および/またはオブジェクト2
 300の新しい位置を明らかにすることができる。図4Bに示されるように、追跡124によっ
て決定された位置情報は、画像1 304および画像2 306を含むコンテンツ302が、オブジェ
クト1 200およびオブジェクト2 300の新しい位置に基づいて、オブジェクト1 200および
オブジェクト2 300上およびその周囲に投影されるように、投影生成120のために使用され
得る。2つのオブジェクトが図3～図4に示されているが、追加のオブジェクトが認識およ
び/または追跡され得、あるいは、そのような追加のオブジェクトに対して他の何らかの
コンピュータビジョン機能が実行され得ることが、当業者は理解できるであろう。さらに
、処理デバイス100は、1つまたは複数のキャプチャフレームを処理する間、認識122およ
び/または追跡124を省略し得ることが、当業者は理解できるであろう。
【００４５】
　図5Aおよび図5Bは、いくつかの実施形態に従って、交互に画像をキャプチャして、低光
の状況でコンテンツを投影する例を示している。図5Aに示されるように、オブジェクト1 
200は、低光を有する領域500内にあり得る。画像キャプチャデバイス116は、比較的高速
なシャッター速度と短い露光時間とを使用することができるので、領域500内のオブジェ
クト1 200のキャプチャされた画像は、いくつかの実施形態では低いまたは粗悪な画質を
有し得る。その結果、特徴、境界、およびオブジェクト1 200と領域500についての他の情
報は、オブジェクト認識122または追跡124のために容易に検出されない場合がある。粗悪
な画質を有する画像を処理することに基づく任意の投影はまた、粗悪な品質を有する場合
もあり、オブジェクト1 200について不完全または不正確であり得る。
【００４６】
　図5Bに示されるように、投影生成120は、キャプチャフレーム502が投影される領域500
の一部をより良く照光することができる高光強度を有するキャプチャフレーム502を生成
することを含み得る。いくつかの実施形態では、画像キャプチャデバイス116は、高光強
度を有するキャプチャフレーム502を含む視野504の画像をキャプチャすることが可能であ
り得る。次いで、キャプチャされた画像は、オブジェクト認識122および/または追跡124
のために処理され得、改善された結果をオブジェクト1 200の特徴、境界、および線とし
て提供し得、視野504はより良く照光される。いくつかの実施形態では、キャプチャフレ
ーム502は、高光強度を有するソリッドカラーのフレームであり得る。いくつかの実施形
態では、キャプチャフレーム502は空白のフレームであり得、処理デバイス100は、キャプ
チャフレーム502が投影されている時にアクティブ化または照光され得るフラッシュラン
プまたは発光ダイオード(LED)等を含み得る。いくつかの実施形態では、投影デバイス118
は、キャプチャフレーム502が投影されている時に、バス104を介して画像キャプチャデバ
イス116に信号を送信することが可能であり得る。いくつかの実施形態では、画像キャプ
チャデバイス116および投影デバイス118は、キャプチャフレーム502が投影されて、視野5
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04の画像があらかじめ定められたタイミングでキャプチャされるように、クロック信号生
成器126によって生成されたクロック信号に基づいて同期され得る。いくつかの実施形態
では、このあらかじめ定められたタイミングは、人間の目によってキャプチャフレーム50
2が比較的気付かれないまま追跡124および/またはオブジェクト認識122を可能にするため
に十分であり得る。
【００４７】
　図6は、いくつかの実施形態に従って、コンテンツを投影して、画像をキャプチャする
ための処理を示す流れ図である。例示の目的で、図6は図1、図2A～図2E、図3A～図3B、図
4A～図4B、および図5A～図5Bのいずれかを参照して説明される。図6に示される処理600は
、その中の、またはデバイス100の処理構成要素106内の1つまたは複数のプロセッサによ
って実行されるために、メモリ構成要素108、投影生成120、オブジェクト認識122、およ
び/または追跡124内のコンピュータ可読命令に具現化され得る。いくつかの実施形態では
、処理600またはその一部は、デバイス100のオペレーティングシステムによって実装され
得、デバイス100の構成要素のオペレーティングシステムまたはサブシステム内のバック
グラウンドサービスとして実装され得る。図6に示されるように、処理600は、第1のレー
トでコンテンツを投影すること(602)によって開始する。いくつかの実施形態では、投影
生成120は、オブジェクト認識122、追跡124に基づき、ユーザ入力は投影のためのコンテ
ンツを生成し得る。コンテンツは1つまたは複数のオブジェクトおよび/あるいは対象への
投影のために生成され得る。いくつかの実施形態では、コンテンツは、1つまたは複数の
オブジェクトおよび/あるいは対象の周囲に拡張現実を作成するために、1つまたは複数の
オブジェクト、および/あるいは対象を拡張するために投影され得る。コンテンツは、1つ
または複数の画像、画像フレーム、一連の画像フレーム、またはそれらの組合せであり得
る。第1のレートは、約23.976～300フレーム/秒(fps)の間のフレームレートの投影レート
であり得る。いくつかの実施形態では、第1のレートは、約72fpsであり得る。
【００４８】
　処理600は、第2のレートでキャプチャフレームを投影すること(604)によって継続する
。いくつかの実施形態では、キャプチャフレームは、コンテンツが投影されていない空白
のフレームでもよく、画像キャプチャデバイスが、オブジェクト認識122または追跡124の
ために処理され得る画像キャプチャデバイス116の視野内のオブジェクトの線、特徴、ま
たは境界を不明瞭にしない画像をキャプチャすることを可能にするために視野に投影され
るソリッドニュートラルカラーのフレームでもよい。さらに、キャプチャフレームは、低
光の状況で画像キャプチャデバイス116による画像キャプチャを容易にするために視野を
照光するために使用され得る光強度が高いフレームを含み得、それで構成されてもよい。
キャプチャフレームはまた、基準またはマーカーを含むキャプチャされた画像は、コンピ
ュータビジョン機能を実行するために処理されるべきであるという表示を提供する基準ま
たはマーカーを含むフレームであり得る。いくつかの実施形態では、キャプチャフレーム
が投影される第2のレートは、第1のフレームレートよりも低いフレームレートであり得る
。いくつかの実施形態では、第2のレートは約10～20fpsであり得る。たとえば、第2のレ
ートは約15fpsであり得る。一般に、第2のレートは、画像キャプチャデバイス116が、キ
ャプチャフレームがデバイス100のユーザまたは観察者の人間の目にとって可視であるこ
となしに画像をキャプチャするために十分なレートである。
【００４９】
　処理600は、キャプチャフレームが投影されているかどうかを決定すること(606)によっ
て継続し得る。キャプチャフレームが投影されているかどうかを決定することは、キャプ
チャフレームが投影されている投影デバイス118から信号を受信することによって行われ
得る。あるいは、投影デバイス118によるキャプチャフレームの投影は、キャプチャフレ
ームがxミリ秒ごとに投影されるように、クロック信号生成器によって生成されるクロッ
ク信号に従って同期され得る。さらに、投影デバイス118によるキャプチャフレームの投
影は、投影デバイス118によって投影されるコンテンツフレームの数に基づいて同期され
得る。たとえば、投影デバイス118は、y数のコンテンツフレームごとにキャプチャフレー
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ムを投影することが可能であり得る。さらに、処理600は、キャプチャされた画像内の基
準またはマーカーの存在または不在に基づいて、キャプチャフレームが投影されているか
どうかを決定し得る。
【００５０】
　キャプチャフレームが投影されていない場合、投影デバイス118は、第1のレートでコン
テンツを投影しており(602)、キャプチャフレームが投影されるまでコンテンツを投影す
ることを継続し得る。画像キャプチャデバイス116は、キャプチャフレームが投影されて
いる時に、画像キャプチャデバイス116の視野を含む領域の画像をキャプチャし得る(608)
。処理600は、キャプチャフレームが投影されていない時は画像キャプチャデバイス116の
視野を含む領域の画像をキャプチャしないことを説明しているが、画像キャプチャデバイ
ス116は、他の時間に画像をキャプチャし得る。たとえば、画像キャプチャデバイス116は
、第1のレートよりも低い第2のレートであるが、キャプチャフレームが投影されるレート
とは異なるレートで画像をキャプチャするように構成され得る。キャプチャフレーム上の
基準またはマーカー、キャプチャフレームのタイムスタンプ等に基づいて、デバイス100
は、キャプチャされた画像のうちのいずれをコンピュータビジョン機能のために処理する
べきか決定することが可能であり得る。画像キャプチャデバイス116は、第1のレート、ま
たはより高いレートで画像をキャプチャして、キャプチャされた画像のうちのいずれをコ
ンピュータビジョン機能のために処理するべきか決定するように構成され得る。
【００５１】
　図7は、いくつかの実施形態に従って、交互にコンテンツを投影して、画像をキャプチ
ャするための処理を示す流れ図である。例示の目的で、図7は図1、図2A～図2E、図3A～図
3B、図4A～図4B、および図5A～図5Bのいずれかを参照して説明される。図7に示される処
理700は、その中の、またはデバイス100の処理構成要素106内の1つまたは複数のプロセッ
サによって実行されるために、メモリ構成要素108、投影生成120、オブジェクト認識122
、および/または追跡124内のコンピュータ可読命令に具現化され得る。いくつかの実施形
態では、処理700またはその一部は、デバイス100のオペレーティングシステムによって実
装され得、デバイス100の構成要素のオペレーティングシステムまたはサブシステム内の
バックグラウンドサービスとして実装され得る。たとえば、処理700の画像キャプチャお
よび/またはコンピュータビジョン部分は、デバイス100のカメラサブシステム、グラフィ
ックプロセッサ、またはビデオフロントエンド(VFE)に実装され得る。図7に示されるよう
に、処理700は、初期画像をキャプチャすること(702)によって開始する。いくつかの実施
形態では、初期画像は画像キャプチャデバイス116によってキャプチャされ得る。次いで
、投影のためのコンテンツを生成する(706)ために、キャプチャされた画像上でコンピュ
ータビジョン機能が実行され得る(704)。たとえば、初期画像上でオブジェクト認識122が
実行され得、後続のキャプチャされた画像上で追跡124が実行され得る。追跡124は、投影
のためのコンテンツを対象領域内に、および対象領域内の1つまたは複数のオブジェクト
上に向けるために、対象領域内のオブジェクトの位置および向きを継時的に決定すること
を含み得る。いくつかの実施形態では、追跡124は、対象領域、およびオブジェクト1 200
および/またはオブジェクト2 300などの対象領域内のオブジェクトについての位置、向き
、および深度情報を推定することを含み得る。オブジェクト認識122は、後続のキャプチ
ャされた画像の追跡124および投影生成120のために、画像キャプチャデバイス116によっ
てキャプチャされた初期画像および/または後続のキャプチャされた画像に、1つまたは複
数のオブジェクト認識アルゴリズムを実行すること
を含み得る。いくつかの実施形態では、オブジェクト認識122は、キャプチャされた初期
画像において識別されたオブジェクトに関連付けられるコンテンツを決定すること、また
は見つけることを含み得る。
【００５２】
　次いで、第1のレートでコンテンツが投影され得る(708)。コンテンツは1つまたは複数
のオブジェクトおよび/あるいは対象への投影のために生成され得る。いくつかの実施形
態では、コンテンツは、1つまたは複数のオブジェクトおよび/あるいは対象の周囲に拡張
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現実を作成するために、1つまたは複数のオブジェクト、および/あるいは対象を拡張する
ために投影され得る。コンテンツは、1つまたは複数の画像、画像フレーム、一連の画像
フレーム、またはそれらの組合せであり得る。第1のレートは、約23.976～300フレーム/
秒(fps)の間のフレームレートの投影レートであり得る。いくつかの実施形態では、第1の
レートは、約72fpsであり得る。次いで、第2のレートでキャプチャフレームが投影され得
る(710)。いくつかの実施形態では、キャプチャフレームは、コンテンツが投影されてい
ない空白のフレームでもよく、画像キャプチャデバイスが、オブジェクト認識122および/
または追跡124のために処理され得る画像キャプチャデバイス116の視野内のオブジェクト
の線、特徴、または境界を不明瞭にしない画像をキャプチャすることを可能にするために
視野に投影されるソリッドニュートラルカラーのフレームでもよい。さらに、キャプチャ
フレームは、低光の状況で画像キャプチャデバイス116による画像キャプチャを容易にす
るために視野を照光するために使用され得る光強度が高いフレームを含み得、それで構成
されてもよい。いくつかの実施形態では、キャプチャフレームは、基準またはマーカーを
含むキャプチャされた画像は、コンピュータビジョン機能のために処理されるべきである
という表示として役立ち得る基準またはマーカーを含み得る。いくつかの実施形態では、
キャプチャフレームが投影される第2のレートは、第1のフレームレートよりも低いフレー
ムレートであり得る。いくつかの実施形態では、第2のレートは約10～20fpsであり得る。
たとえば、第2のレートは約15fpsであり得る。一般に、第2のレートは、画像キャプチャ
デバイス116が、キャプチャフレームがデバイス100のユーザまたは観察者の人間の目にと
って可視であることなしに画像をキャプチャするために十分なレートである。
【００５３】
　処理700は、キャプチャフレームが投影されているかどうかを決定すること(712)によっ
て継続し得る。キャプチャフレームが投影されているかどうかを決定することは、キャプ
チャフレームが投影されている投影デバイス118から信号を受信することによって行われ
得る。あるいは、投影デバイス118によるキャプチャフレームの投影は、キャプチャフレ
ームがxミリ秒ごとに投影されるように、クロック信号生成器によって生成されるクロッ
ク信号に従って同期され得る。さらに、投影デバイス118によるキャプチャフレームの投
影は、投影デバイス118によって投影されるコンテンツフレームの数に基づいて同期され
得る。たとえば、投影デバイス118は、y数のコンテンツフレームごとにキャプチャフレー
ムを投影することが可能であり得る。
【００５４】
　キャプチャフレームが投影されていない場合、投影デバイス118は、第1のレートでコン
テンツを投影している場合があり(708)、キャプチャフレームが投影されるまでコンテン
ツを投影することを継続し得る。画像キャプチャデバイス116は、キャプチャフレームが
投影されている時に、画像キャプチャデバイス116の視野を含む領域の画像をキャプチャ
し得る(714)。次いで、オブジェクト認識122および/または追跡124、ならびに/あるいは
他のコンピュータビジョン機能は、投影のためのコンテンツを生成する(706)ために、キ
ャプチャされた画像上で実行され得る(704)。いくつかの実施形態では、投影のためのコ
ンテンツを生成することは、オブジェクト認識122および/または追跡124に基づいて投影
のためのコンテンツを生成することを含み得る。たとえば、オブジェクトが最初のキャプ
チャされた画像内のその位置から移動した場合、追跡124はオブジェクトの新しい位置を
識別することができ、投影生成120は、新しい位置でコンテンツを投影することを含み得
る。さらに、初期画像において認識されなかった追加のオブジェクトが視野に含まれる場
合、オブジェクト認識122は新しいオブジェクトを認識し得、新しいオブジェクトの位置
または向きは、投影生成120が、新しいオブジェクト上およびその周囲に投影され得る新
しいオブジェクトに基づいてコンテンツを生成することを含み得るように決定され得る。
処理700は、オブジェクト認識122によって検出された1つのオブジェクト、または複数の
オブジェクト上およびその周囲に拡張現実を作成することが可能であり得る。さらに、処
理700はビデオゲームまたは他のアプリケーションにおいて使用され得る。
【００５５】
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　処理700は、キャプチャフレームが投影されていない時は画像キャプチャデバイス116の
視野を含む領域の画像をキャプチャしないことを説明しているが、画像キャプチャデバイ
ス116は、他の時間に画像をキャプチャし得る。たとえば、画像キャプチャデバイス116は
、第1のレートよりも低い第2のレートであるが、キャプチャフレームが投影されるレート
とは異なるレートで画像をキャプチャするように構成され得る。キャプチャフレーム上の
基準またはマーカー、キャプチャフレームのタイムスタンプ等に基づいて、デバイス100
は、キャプチャされた画像のうちのいずれをコンピュータビジョン機能のために処理する
べきか決定することが可能であり得る。画像キャプチャデバイス116は、第1のレート、ま
たはより高いレートで画像をキャプチャして、キャプチャされた画像のうちのいずれをコ
ンピュータビジョン機能のために処理するべきか決定するように構成され得る。
【００５６】
　本開示によれば、プログラムコードおよび/またはデータなどのソフトウェアは、非一
時的機械可読媒体を含む1つまたは複数の機械可読媒体に記憶され得る。本明細書中で識
別されるソフトウェアが、1つまたは複数の汎用または特定目的のコンピュータ、ならび
に/あるいは、ネットワーク化された、および/またはその他の方式のコンピュータシステ
ムを使用して実装され得ることが企図されている。適用可能な場合に、本明細書で説明す
る様々なステップの順序が変更され、合成ステップに結合され、かつ/またはサブステッ
プに分割されて、本明細書で説明する機能を提供することがある。
【００５７】
　したがって、本明細書に記載される実施形態は、画像が投影されていない期間中にコン
テンツの投影と画像のキャプチャとを交互に行うためのシステムおよび方法を提供し得る
。本明細書で提供される実施形態および実施例は、投影が、投影によって遮蔽されていな
い領域の画像に基づいて補正または変更され得るように、コンテンツが投影されていない
時に画像キャプチャを可能にすることによって改善を提供し得る。上記で提供される例は
、例にすぎず、限定的であることは意図されていない。当業者は、本開示の範囲内である
ことが意図されている、開示する実施形態と整合する他のシステムを容易に考案すること
ができる。したがって、本出願は以下の特許請求の範囲によってのみ限定される。
【符号の説明】
【００５８】
　　100　処理デバイス
　　102　ネットワークインターフェース構成要素
　　104　システムバス
　　106　処理構成要素
　　108　メモリ構成要素
　　110　ディスプレイ構成要素
　　112　入力およびナビゲーション制御構成要素
　　114　センサー
　　116　画像キャプチャデバイス
　　118　投影デバイス
　　120～124　コンピュータビジョン機能
　　120　投影生成
　　122　オブジェクト認識
　　124　追跡
　　126　クロック信号生成器
　　200　オブジェクト1
　　202　コンテンツ
　　204　画像1
　　206　画像2
　　208　キャプチャフレーム
　　210　視野
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　　212　キャプチャ領域
　　300　オブジェクト2
　　302　コンテンツ
　　304　画像1
　　306　画像2
　　500　領域
　　502　キャプチャフレーム
　　504　視野
　　600　処理
　　700　処理
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