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QOE-AWAREWIFI ENHANCEMENTS FOR VIDEO APPLICATIONS

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of United States Provisional Patent Application
No. 61/820,612, filed May 7, 2013, and United States Provisional Patent Application No.
61/982,840, filed April 22, 2014, the disclosures of which are hereby incorporated by reference
intheir entirety.

BACKGROUND
[0002] The media access control (MAC) sublayer may include an enhanced distributed
channel access (EDCA) function, ahybrid coordination function (HCF) controlled channel
access (HCCA) function, and/or amesh coordination function (MCF) controlled channel access
(MCCA) function. The MCCA may be utilized for mesh networks. The MAC sublayer may not
be optimized for real-time video applications.

SUMMARY
[0003] Systems, methods, and instrumentalities are disclosed for enhancements to real-time
video applications. One or more modes or functions of WiFi, such as Enhanced Distributed
Channel Access (EDCA), Hybrid Coordination Function (HCF) Controlled Channel Access
(HCCA), and/or Distributed Content Function (DCF) (e.g., DCF only MAC), for example, may
be enhanced. An importance level may be associated with avideo packet at the video source
(e.g., thevideo sending device) and/or may be determined (e.g., dynamically determined), for
example, based on the history of packet loss incurred for that video flow. A video packet may be
associated with aclass, such as Access Category Video (AC_VI), for example, and then further

associated within a subclass, for example, based on importance level.

[0004] A method for associating avideo packet with an importance level may include

receiving avideo packet associated with avideo stream, e.g., from an application layer. The

S1-
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method may include assigning an importance level to the video packet. The importance level
may be associated with atransmission priority of the video and/or aretransmission limit of the
video packet. The video packet may be sent according to the retransmission limit. For example,
sending the video packet may include transmitting the video packet, routing the video packet,

sending the video packet to abuffer for transmission, etc.

[0005] The access category may be avideo access category. For example, the access
category may be AC_VI. The importance level may be characterized by a contention window.
The importance level may be characterized by an Arbitration Inter-Frame Space Number
(AIFSN). The importance level may be characterized by a Transmission Opportunity (TXOP)
limit. The importance level may be characterized by aretransmission limit. For example, the
importance level may be characterized by one or more of acontention window, an AIFSN, a
TXOP, and/or aretransmission limit that is specific to the importance level. The retransmission

limit may be assigned based at least in part on the importance level and/or on aloss event.

[0006] The video stream may include aplurality of video packets. A first subset of the
plurality of video packets may be associated with a first importance level and a second subset of
the plurality of video packets may be associated with a second importance level. The first subset
of video packets may include | frames, while the second subset of video packets may include P

frames and/or B frames.

BRIEF DESCRIPTION OF THE DRAWINGS
[0007] FIG. lisadiagram illustrating an example MAC architecture.
[0008] FIG. 2 isadiagram illustrating an example of a system.
[0009] FIG. 3isadiagram illustrating an example system architecture for an example static
video traffic prioritization approach for EDCA.
[0010] FIG. 4 isadiagram illustrating an example system architecture for an example
dynamic video traffic prioritization approach for EDCA.
[0011] FIG. 5is adiagram illustrating an example of binary prioritization.
[0012] FIG. 6 is adiagram illustrating an example of no differentiation.

[0013] FIG. 7 illustrates an example of PSNR as a function of frame number.

[0014] FIG. 8illustrates an example of three-level dynamic prioritization.

[0015] FIG. 9illustrates an example Markov chain model for modeling video packet classes.
[0016] FIG. 10 illustrates an example frozen frame comparison.

[0017] FIG. 11lillustrates an example network topology of anetwork.

0.
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[0018] FIG. 12 illustrates an example video sequence.

[0019] FIG. 13 illustrates example simulated collision probabilities.

[0020] FIG. 14 illustrates example simulated percentages of frozen frames.

[0021] FIG. 15 illustrates example simulated average percentages of frozen frames for
different RTTs between video sender and receiver.

[0022] FIG. 16is adiagram illustrating an example reallocation method whereby packets are
reallocated to ACs upon packet arrival.

[0023] FIG. 17 is adiagram illustrating an example reallocation method whereby the newest
packets are allocated to ACs upon packet arrival to be optimized.

[0024] FIG. 18is adiagram illustrating an example system architecture for an example static
video traffic differentiation approach for DCF.

[0025] FIG. 19 isadiagram illustrating an example system architecture for an example
dynamic video traffic differentiation approach for DCF.

[0026] FIG. 20A is a system diagram of an example communications system in which one or
more disclosed embodiments may be implemented.

[0027] FIG. 20B is asystem diagram of an example wireless transmit/receive unit (WTRU)
that may be used within the communications system illustrated in FIG. 20A.

[0028] FIG. 20C is asystem diagram of an example radio access network and an example
core network that may be used within the communications system illustrated in FIG. 20A.

[0029] FIG 20D is asystem diagram of another example radio access network and an
example core network that may be used within the communications system illustrated in FIG.
20A.

[0030] FIG. 20E is a system diagram of another example radio access network and an
example core network that may be used within the communications system illustrated in FIG.
20A.

[0031] FIG. 21illustrates an example Markov chain model for video packet classes.

DETAILED DESCRIPTION
[0032] A detailed description of illustrative embodiments will now be described with
reference to the various Figures. Although this description provides a detailed example of
possible implementations, it should be noted that the details are intended to be exemplary and in

noway limit the scope of the application.

[0033] The quality of experience (QOE) for video applications, such as real-time video
applications (e.g., video telephony, video gaming, etc.), for example, may be optimized and/or
_3-
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the bandwidth (BW) consumption may be reduced, for example, for the IEEE 802. 11 standards
(e.g., WiFi related applications). One or more modes of WiFi, such as Enhanced Distributed
Channel Access (EDCA), Hybrid Coordination Function (HCF) Controlled Channel Access
(HCCA), and/or Distributed Content Function (DCF) (e.g., DCF only MAC), for example, may
be enhanced. An importance level may be associated with (e.g., attached to) avideo packet at the
video source, for example for each mode. An importance level may be determined (e.g.,
dynamically determined), for example, based on the history of packet loss incurred for the flow
of the video stream. Video packets of avideo application may be broken down into sub-classes
based on importance level. An importance level may be determined, for example, dynamically
determined, for avideo packet by astation (STA) or access point (AP), for example, for each
mode. An AP may refer to aWiFi AP, for example. A STA may refer to awireless
transmit/receive unit (WTRU) or awired communication device, such as apersonal computer

(PC), server, or other device that may not be an AP.

[0034] A reduction of QoE prediction to peak signal-to-noise ratio (PSNR) time series
prediction may be provided herein. A per-frame PSNR prediction model may be described that
may bejointly implemented by the video sender (e.g., microcontroller, smart phone, etc.) and the

communication network.

[0035] One or more enhancements to the media access control (MAC) layer may be provided
herein. FIG. lisadiagram illustrating an example MAC architecture 100. The MAC architecture
100 may comprise one or more functions, such as Enhanced Distributed Channel Access
(EDCA) 102, HCF Controlled Channel Access (HCCA) 104, MCF Controlled Channel Access
(MCCA) 106, Hybrid Coordination Function (HCF) 108, Mesh Coordination Function (MCF)
110, Point Coordination Function (PCF) 112, Distributed Coordination Function (DCF) 114, etc.

[0036] FIG. 2 isadiagram illustrating an example of a system 200. The system 200 may
comprise one or more APs 210 and one or more STAs 220, for example, that may carry real-time
video traffic (e.g., video telephony traffic, video gaming traffic, etc.). Some applications may

serve as cross traffic.

[0037] A static approach may be utilized to prioritize the transmission of apacket in avideo
application (e.g., areal-time video application). In the static approach, the importance of avideo
packet may be determined by the video source (e.g., the video sender). The importance of the

video packet may remain the same during the transmission of this packet across the network.
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[0038] A dynamic approach may be utilized to prioritize the transmission of apacket in a
video application (e.g., area-time video application). In the dynamic approach, the importance
of avideo packet may be determined dynamically by the network, for example, after the video
packet |eaves the source and before the video packet arrives at its destination. The importance of
the video packet may bebased on what has happened to past video packets in the network and/or
what may be predicted to happen to future video packets in the network.

[0039] Although described with reference to video telephony, the techniques described

herein may be utilized with any real-time video applications, such asvideo gaming, for example.

[0040] Enhancements to EDCA may be provided. In EDCA, four access categories (ACs)
may be defined: AC_BK (e.g., for background traffic), AC_BE (e.g., for best effort traffic),
AC_VI (eg., forvideo traffic), and AC_VO (e.g., for voice traffic). One or more parameters may
be defined, such as but not limited to, contention window (CW), Arbitration Inter-Frame
Spacing (AIFS) (e.g., as determined by setting the AIFS number (AIFSN)), and/or transmit
opportunity (TXOP) limit. A quality of service (QoS) differentiation may be achieved by
assigning each AC a different set of values for the CW, the AIFS, and/or the TXOP limit.

[0041] The ACs (e.g., AC BK, AC_BE, AC_VI, AC_VO) may bereferred to as classes.
Video packets of the AC_VI may be broken down into sub-classes based on importance level.
One or more parameters (e.g., contention window, AIFS, TXOP limit, retransmission limit, etc.)
may be defined for each importance level (e.g., sub-class) of video packets. A quality of service
(QoS) differentiation may be achieved within the AC_V1 of avideo application, for example, by

utilizing an importance level.

[0042] Table lillustrates example settings for the CW, the AIFS, and the TXOP limit for
each of the four ACs described above when adotl IOCBActivated parameter has avalue of
false. When the dotl IOCBActivated parameter has avalue of false, then anetwork (e.g., a WiFi
network) operation may bein anormal mode, for example, a STA may join abasic service set
(BSS) and send data. A network (e.g., aWiFi network) may be configured with parameters that
may be different from the values represented in Table 1, for example, based on the traffic
condition and/or the QoS requests of the network.
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Table 1: Example of EDCA Parameter Set Element Parameter Values

TXOP Limit
For PHYs 1;0; P}?.(S
AC CWmin CWmax ATFSN | defined in CHIEET ) Other
Clause 18,
Clause 16 and PHYSs
Clause 17 Clause 19,
U and Clause 20
AC BK aCWmin aCWmax 7 0 0 0
AC BE aCWmin aCWmax 3 0 0 0
AC VI | (aCWmin+1)/2-1 aCWmin 2 6.016 ms 3.008 ms 0
AC VO | (aCWmin+1)/4-1 | (aCWmin+1)/2-1 2 3.264 ms 1.504 ms 0

[0043] Video traffic may betreated differently from other types of traffic (e.g., voice traffic,
best effort traffic, background traffic, etc.), for example, in the 802. 11 standard. For example, the
access category of apacket may determine how that packet istransmitted with respect to packets
of other access categories. For example, the AC of apacket may represent atransmission priority
of the packet. For example, voice traffic (AC_VO) may betransmitted with the highest priority
of the ACs. However, there may not be any differentiation between types of video traffic within
the AC VI, for example, inthe 802. 11 standard. The impact of losing avideo packet on the
quality of the recovered video may be different from packet to packet, for example, asnot every
video packet may be equally important. Video traffic may be further differentiated. The
compatibility of video traffic with other traffic classes (e.g., AC BK, AC BE, AC VO) and
video streaming traffic may be considered. When video traffic is further differentiated in sub-

classes, the performance of other ACs may remain unchanged.

[0044] One or more Enhanced Distributed Channel Access Functions (EDCAFs) may be
created for video traffic, e.qg., video telephony traffic. The one or more EDCAFs may refer to a
guantization of the QoS metric space with the video AC. One or more EDCAFs may reduce or
minimize the control overhead while being able to provide enough levels of differentiation

within video traffic.

[0045] A static approach may be utilized to prioritize the transmission of a packet in avideo

application (e.g., area-time video application). In the static approach, the importance of avideo

packet may be determined by the video source. The importance of the video packet may change

during the transmission of this packet across the network. Static prioritization of the video packet
may be performed at the source. The priority level may change during the transmission of the

video packet, for example, based on history of packet loss that incurs to this flow. For example, a

-6 -
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packet that was deemed the highest importance by the video source may be downgraded to a

lower level of importance because of packet loss occurrence to that flow.

[0046] FIG. 3isadiagram illustrating an example system architecture 300 for an example
static prioritization approach for EDCA. A network layer 302 may pass packet importance
information to avideo importance information database 304. The packet importance information
may provide alevel of importance for different types of video packets. For example, in the case
of Hierarchical P, the temporal layer O packets may be more important than temporal layer 1
packets, and temporal layer 1packets may be more important than temporal layer 2 packets, and

SO on.

[0047] The video traffic may be separated into two classes, e.g., real-time video traffic and
other video traffic, for example by the AC mapping function. The other video traffic may be
referred to as AC_VI_0. The AC_VI_0 may be served tothe physical layer (PHY) to be
transmitted in amanner that video traffic is served according to the AC for video. The mapping
of the packets (e.g., |P packets) and the Aggregated MPDUs (A-MPDUSs) may be performed
utilizing atable lookup.

[0048] The real-time video traffic may be differentiated utilizing the importance information
of the packet, for example, the Hierarchical P categorization described herein. For example,
packets belonging to temporal layer 0 may be characterized by importance level 0, packets
belonging to temporal level 1 may be characterized by importance level 1, and packets belonging

totemporal layer 2 may be characterized by importance level 2.

[0049] The contention window may be defined based on importance level. The range of the
contention window for video (CW[AC_VI]), which may be denoted as [CWmin(AC_VI),
CWmax(AC_VD], may be partitioned, for example, into smaller intervals, for example, for
compatibility. CW(AC_VI) may grow exponentialy with the number of failed attempts to
transmit aMPDU, eg., starting from CWmin(AC_VI) and topping & CWmax(AC_VI). A
backoff timer may be drawn a random, e.g., uniformly from the interval [0, CW(AV_VI)]. A
backoff timer may betriggered after the medium remains idle for an AIFS amount of time, and it

may specify thereafter how long a STA or an AP may be silent before accessing the medium.

[0050] AC VI_1,AC VI_2, ...,AC_VI_n may be defined. The video traffic carried by
AC VI _i may bemore important than the video traffic carried by AC_V_j for i <j.The interval
[CWmin(AC_VI), CWmax(AC_VI1)] may bepartitioned into n intervals, for example, which

may or may not have egqual lengths. For example, if the intervals have equal lengths, then, for

-7-
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AC_VI_i, its CW(AC_VI_i) may take values from the interval according to rules, such as

exponentially increasing with the number of failed attempts to transmit an MPDU
[ceiling(CWmin(AC_VI) + (i-1)*d), floor(CWmin(AC_VI)+i*d)]

where ceiling() may bethe ceiling function, and floor() may be the floor function, and
d=(CWmax(AC_VI)-CWmin(AC_VI))/n.

[0051] Partitioning the range of the contention window for video in such a manner may
satisfy the compatibility requirement when the amounts of traffic for different video telephony
traffic types are equal. The distribution of the backoff timer for video traffic as awhole may be
kept close to that without partitioning.

[0052] The interval [CWmin(AC_VI), CWmax(AC_VI1)] may be partitioned unequally. For
example, if the amount of traffic of different types of video traffic may not be equa. The interval
[CWmin(AC_VI), CWmax(AC_VI)] may be partitioned unequally such that the small intervals
resulting from the partition may be proportional (e.g., per alinear scaling function) to an amount
of traffic of atraffic class (eg., the respective amounts of traffic of each traffic class). The traffic

amounts may be monitored and/or may be estimated by a STA and/or an AP.

[0053] Arbitration inter-frame spacing (AIFS) may be defined based on importance level.
For example, AIFS numbers (AIFSNs) for an AC that has apriority higher than AC_VI and for
an AC that has apriority lower than AC_VI may be AIFSN 1and AIFSN2, respectively. For
example, in Table 1, AIFSN2=AIFSN(AC_BE), and AIFSNI=AIFSN(AC_VO).

[0054] n numbers may be selected for AIFSN(AC_VI_i), i=l, 2, ..., n, from the interval
[AIFSN1, AIFSNZ2], each for atype of video telephony traffic, such that AIFSN(AC_VI_1) <
AIFSN(AC_VI_2) <...<AIFSN(AC_VI_n). The differentiation between video traffic as a
whole and other traffic classes may be preserved. For example, if avideo stream may keep
accessing the medium in the case where video traffic may be serviced as awhole, then when
different types of video packets are differentiated on the basis of importance level, avideo flow

may continue to access the medium with asimilar probability.

[0055] One or more constraints may be imposed. For example, the average of these n
selected numbers may be equal to the AIFSN(AC_VI) used in the case where differentiation

within video traffic on the basis of importance is not performed.

[0056] The transmit opportunity (TXOP) limit may be defined based on importance level.
The setting for TXOP limit may be PHY specific. The TXOP limit for an access category and a

-8-
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given type of PHY (caled PHY_Type) may be denoted as TXOP_Limit(PHY_Type, AC). Table
lillustrates examples of three types of PHY's, for example, the PHY s defined in Clause 16 and
Clause 17 (e.g., DSSS and HR/DSSS), the PHY's defined in Clause 18, Clause 19, and Clause 20
(e.g., OFDM PHY, ERP, HT PHY), and other PHY's. For example, PHY _Type may be 1, 2, and
3, respectively. For example, TXOP_Limit(I, AC_VI1)=6.016ms, which may be for the PHYs
defined in Clause 16 and Clause 17.

[0057] A maximum possible TXOP limit may be TXOPmax. n numbers for
TXOP_Limit(PHY_Type, AC_VI_i) may be defined, for example, i=l, 2, ..., n, from an interval
around TXOP_Limit(PHY_Type, AC_VI), each for atype of video packets. Criteria may be
imposed on these numbers. For example, the average of these numbers may be equal to
TXOP_Limit(PHY_Type, AC_VI), for example, for compatibility.

[0058] Retransmission limits may be associated with an importance level. The 802.1 1
standard may define two attributes, e.g., dotl ILongRetryLimit and dot 11ShortRetry Limit, to set
the limit on the number of retransmission attempts, which may be the same for the EDCAFs. The
attributes, dotl ILongRetryLimit and dotl |ShortRetry Limit, may be dependent on the

importance information (e.g., priority) of the video traffic.

[0059] For example, values dotl ILongRetryLimit = 7 and dotl 1ShortRetryLimit = 4 may be
utilized. The values may be defined for each importance level (e.g., priority) of video traffic, for
example, dotl ILongRetryLimit(AC_VI_i) and dotl IShortRetry Limit(AC_VI i), i=1,2,...,n.
Higher-priority packets (e.g., based on importance information) may be afforded more potential
retransmissions, and lower-priority packets may be given fewer retransmissions. The
retransmission limits may be designed such that the average number of potential retransmissions
may remain the same asthat for AC VI O, for example, for agiven distribution of the amounts
of traffic from video packets with different priorities. The distribution may be monitored and/or
updated by an AP and/or a STA. For example, a state variable amountTraffic(AC_VI_i) may be
maintained for each video traffic sub-class (e.g., importance level), for example, to keep arecord
on the amount of traffic for that sub-class. The variable amountTraffic(AC VI _i) may be
updated as follows: amountTraffic(AC_VI_i) € a* amountTrgffic(AC VI_i) + (1-a) * (the
number of framesin AC VI i arrived in the last time interval of duration T), where time may be

partitioned into time intervals of duration T, and O<a<| may be a constant weight.

[0060] The fraction of traffic belonging to AC VI i may be:

_ amountTraffic(AC_VI_i)
Pi Y%, amountTraf fic(AC_VI_j)’

(D)



WO 2014/182782 PCT/US2014/037098

wherei=l, 2, ..., n.

[0061] For example, dotl ILongRetryLimit(AC_VI_i)=floor((n-i+l)L), fori=l, 2,...,n.L
may be solved, for example, to make the average equal to dotl ILongRetryLimit(AC_VI_0).

y 2, Pifloor((n- i+ 1)L) = dotllLongRetryLimit(AC_VI_0) )

which may provide an approximate solution:

[ = dotlILongRetryLimit(AC_VI_0) &
- s PN +D) )

which may provide the value for dotl ILongRetryLimit(AC_VI_i) according to
dotl ILongRetryLimit(AC_VI1_i) =floor((n-i+l)L), fori=l, 2, ..., n.
[0062] Similarly, the value of dotl 1ShortRetryLimit(AC VI i) may be determined as:
dotlIShortRetryLimit(AC vi i) =floor ((n- i+ 1y dotllehortmptrvurnit(Ac_VI_o)>
\

Yizq pi(n—i+1)

(4)

where i=l, 2, ..., n. The procedure may be implemented by an AP and/or a STA, for example,
independently. Changing (e.g., dynamically changing) the values of these limits may not incur
communication overhead, for example, because the limits may betransmitter driven.

[0063] The choice of the retransmission limits may be based on the level of contention
experienced, for example, by the 802. 11 link. The contention may be detected in various ways.
For example, the average contention window size may be an indicator of contention. The Carrier
Sense Multiple Aggregation (CSMA) result (e.g., whether the channel is free or not) may be an
indicator of contention. If rate adaptation is used, then the average number of times that an AP
and/or a STA gives up atransmission after reaching the retry limit may be used as an indicator of
contention.

[0064] A dynamic approach may be utilized to prioritize the transmission of apacket in a
video application (e.g., areal-time video application). In the dynamic approach, the importance
of avideo packet may be determined dynamically by the network, for example, after the video
packet leaves the source and before the video packet arrives at its destination. The importance of
the video packet may be based on what has happened to past video packets in the network and/or
what is predicted to happen to future video packets in the network.

[0065] The prioritization of apacket may be dynamic. The prioritization of apacket may
depend on what has happened to previous packets (e.g., a previous packet gets dropped) and the
implications of failing to deliver this packet to future packets. For example, for video telephony

traffic, the loss of apacket may result in error propagation.
- 10 -



WO 2014/182782 PCT/US2014/037098

[0066] There may betwo traffic directions, for example, a the media access control (MAC)
layer. Onetraffic direction may be from an APto a STA (e.g., downlink), and the other traffic
direction may be from a STA to an AP (e.g., uplink). Inthe downlink, the AP may be a central
point, where prioritization over different video telephony traffic flows destined to different STAs
may be performed. The AP may compete for medium access with the STAs sending uplink
traffic, for example, duetothe TDD nature of the WiFi channel and the CSMA type of medium
access. A STA may originate multiple video traffic flows, and one or more of the traffic flows
may go in the uplink.

[0067] FIG. 4 isadiagram illustrating an example system architecture 400 for an example
dynamic video traffic prioritization approach for EDCA. The video quality information may be
or include parameters that may indicate the video quality degradation if the packet gets lost. In
A C mapping, the video telephony traffic may be separated into multiple classes (e.g.,
dynamically) based on the video quality information (e.g., from avideo quality information
database 402) for the packets under consideration and/or the events that have happened at the
MAC layer (e.g., asreported by the EDCAF_VI_i modules, i=l, 2, ..., n). An event report may
comprise the A-MPDU sequence control number and/or the result of the transmission of this A-
MPDU (e.g., success or failure).

[0068] A binary prioritization, three-level dynamic prioritization, and/or expected video
quality prioritization may beutilized. FIG. 5 is adiagram illustrating an example of binary
prioritization. FIG. 6 is adiagram illustrating an example of no differentiation. In binary
prioritization, if multiple video telephony traffic flows traverse an AP, the AP may identify a
flow that has suffered from packet losses and may assign alower priority to that flow. The
dashed boxes 502, 602 of FIG. 5 and FIG. 6 indicate the extent of error propagation.

[0069] Binary prioritization may be a departure from video-aware queue management in that
arouter in video-aware queue management may drop packets, while the AP (or STA) utilizing
binary prioritization may lower the priority of certain packets (e.g., which may not necessarily
lead to packet losses). The video-aware queue management may be anetwork layer solution, and
it may beused in conjunction with the binary prioritization a layer 2, for example as described
herein.

[0070] Three-level dynamic prioritization may improve the QoE of the real-time video
without negatively affecting cross traffic.

[0071] In some real-time video applications, such as video teleconferencing, an IPPP video
encoding structure may be used to satisfy delay constraints. In an IPPP video encoding structure,

the first frame of the video sequence may be intra-coded, and the other frames may be encoded
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using apreceding (e.g., the immediately preceding) frame as the reference for motion
compensated prediction. When transmitted in alossy channel, apacket loss may affect the
corresponding frame and/or subsequent frames, e.g., errors may be propagated. To deal with
packet losses, macroblock (MB) intrarefresh may beused, e.g., some MBs of aframe may be
intra-coded. This may alleviate error propagation, e.g., a the expense of lower coding efficiency.
[0072] The video destination may feed back the packet loss information to the video encoder
totrigger the insertion of an Instantaneous Decoder Refresh (IDR) frame, which may be intra-
coded, so that subsequent frames may be free of error propagation. The packet loss information
may be sent via an RTP control protocol (RTCP) packet. When the receiver detects apacket loss,
it may send back the packet loss information, which may include the index of the frame to which
the lost packet belongs. After receiving this information, the video encoder may decide whether
the packet loss creates anew error propagation interval. If the index of the frame to which the
lost packet belongs is less than the index of the last IDR frame, the video encoder may do
nothing. The packet loss may occur during an existing error propagation interval, and anew IDR
frame may have already been generated, which may stop the error propagation. Otherwise, the
packet loss may create anew error propagation interval, and the video encoder may encode the
current frame in the intra mode to stop the error propagation. The duration of error propagation
may depend on the feedback delay, which may be at least the round trip time (RTT) between the
video encoder and decoder. Error propagation may be alleviated using recurring IDR frame
insertion, in which aframe may be intra-coded after every (e.g., fixed) number of P frames.
[0073] In IEEE 802. 11 MAC, when atransmission is not successful, aretransmission may be
performed, for example, until aretry limit or retransmission limit is exceeded. The retry limit or
retransmission limit may be a maximum number of transmission attempts for apacket. A packet
that could not be transmitted after the maximum number of transmission attempts may be
discarded by the MAC. A short retry limit or retransmission limit may apply for packets with a
packet length less than or equal to a Request to Send/Clear to Send (RTS/CTS) threshold. A long
retry limit or retransmission limit may apply for packets with apacket length greater than the
RTS/CTS threshold. The use of RTS/CTS may be disabled, and the short retry limit or
retransmission limit may be used and may be denoted by R .

[0074] MAC layer optimization may improve video quality by providing differentiated
service to video packets, for example, by adjusting the transmission retry limit and may be
compatible with other stations in the same network. A retry limit may be assigned according to
the importance of avideo packet. For example, alow retry limit may be assigned to less

important video packets. More important video packets may gain more transmission attempts.
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[0075] A retry limit may be dynamically assigned to avideo packet based on the type of
video frame that apacket carries and/or the loss events that have happened in the network. Some
video packet prioritization may involve static packet differentiation. For example, video packet
prioritization may depend on the video encoding structure, e.g., recurring IDR frame insertion
and/or scalable video coding (SVC). SVC may separate video packets into substreams based on
the layer to which avideo packet belongs and may notify the network of the respective priorities
of the substreams. The network may allocate more resources to the substreams with higher
priorities, for example, inthe event of network congestion or poor channel conditions.
Prioritization based on SVC may be static, e.g., it may not consider instantaneous network
conditions.

[0076] An analytic model may evaluate the performance of MAC layer optimization, eg.,
the impact on video quality. Considering the transmission of cross traffic, a compatibility
condition may prevent MAC layer optimization from negatively affecting cross traffic.
Simulations may show that the throughput of cross traffic may remain substantially similar to a
scenario inwhich MAC layer optimization is hot employed.

[0077] Retry limits may bethe same for packets, e.g., all packets. FIG. 7 illustrates an
example of PSNR as a function of frame number. Asillustrated in FIG. 7, because of the loss of
frame 5, subsequent P frames may become erroneous until the next IDR frame, and video quality
may remain low regardless of whether subsequent frames are received successfully. The
transmission of these frames may be less important to the video quality, and the retry limit may
be lowered for them.

[0078] Video frames may be classified into anumber of priority categories, eg., three
priority categories, and aretry limit R, may be assigned for the video frames with priority i
(i=123), where priority 1may bethe highest priority and R, >R, =R >R,.An IDR frame and
the frames after the IDR frame may be assigned aretry limit R, until aframe islost or a
compatibility criterion is not satisfied. After generating an IDR frame, the decoded video
sequence at the receiver may be error-free as long as possible. If the network drops aframe
shortly after the IDR frame, the video quality may decrease dramatically and may remain poor
until anew IDR frame is generated, which may take at least 1 RTT. The benefit of an IDR frame
that is quickly followed by packet loss may be limited to afew video frames. The IDR frames

and the frames subsequent to the IDR frames may be prioritized. When the MAC layer discards a
packet because of the retry limit is reached, the subsequent frames may be assigned the smallest
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retry limit R, , until anew IDR frame is generated, because ahigher retry limit may not improve

the video quality. Other frames may be assigned aretry limit R, .

[0079] A compatibility criterion may be applied such that the performance of other access
categories (ACs) is not negatively affected by configuring (e.g., optimizing) the retry limits for
the video packets. The total number of transmission attempts of avideo sequence may be
maintained the same with or without configuring (e.g., optimizing) retry limits.

[0080] The average number of transmission attempts for the video packets may be
determined by monitoring the actual number of transmission attempts. The average number of

transmission attempts for the video packets may be estimated. For example, p may represent the
collision probability of asingle transmission attempt at the MAC layer of the video sender. p

may be a constant and may be independent for the packets, regardless of the number of

retransmissions. The transmission queue of a station may not be empty. The probability p may

be monitored a the MAC layer and may be used as an approximation of collision probahility,
e.g., when the IEEE 802. 11 standard is used. The probability that atransmission till fails after r

attempts may be p'. For apacket with retry limit R, the average number of transmission

attempts may be given by

R

. i 1_
Si-p'(1-p)+R-pt=—£_, (5)
i=1 1-p

where p'(1- p) may bethe probability that apacket is successfully transmitted after i
attempts, and p R in the second term on the left hand side of Equation (5) may be the probability
that the transmission till fails after R attempts. For convenience, let p,=pR and p; = pR for
i =1,23,where p, isthe packet loss rate when the retry limitis R;. Since R, >R, = R>R;,

P, <p,=p,<Pp;. M may bethetotal size (e.g., in bytes) of datain the video sequence, and M,
(i=1,2,3) may bethe total size of data of video frames with retry limit R., where

M =M, +M, +M,.To satisfy the compatibility criterion, the total number of transmission

attempts may not increase after the packet retry limits are increased, eg.,
p— 3 p—
L YV <E sl AV (6)
I-p = 1-p
[0081] Three-level dynamic prioritization may be performed. A frame may be assigned a
priority level based, for example, on itstype. The priority level may be assigned based on the

successful transmission or failure to transmit apacket or packets, e.g., an adjacent packet or
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packets. The priority level may bebased in part on whether a compatibility criterion is satisfied.
FIG. 8illustrates an example of three-level dynamic prioritization. IDR frames 802, 804 may be
assigned priority 1. For a subsequent frame, if its preceding frames are successfully transmitted,
it may be assigned priority 1if acompatibility criterion is satisfied. If the compatibility criterion
is not satisfied for aframe, the MAC may assign priority 2 tothat frame aswell asthe
subsequent frames until apacket is dropped due to exceeding the retry limit. When a packet with
priority 1or 2 isdropped, one or more subsequent frames may be assigned priority 3, for
example, until the next IDR frame. The number of consecutive frames with priority 3 may be

determined by the duration of error propagation, which may be a least one RTT. The

accumulative sizes M and M ; may be calculated from the beginning of the video sequence.

When the video duration is large, the accumulative size may be updated, for example, during a
certain time period or for acertain number of frames.

[0082] Accumulative packet sizes M and M omay be initialized to values of 0. Priorities of
the current frame and the last frame, q and qo respectively, may be initialized to values of 0.
When avideo frame with size m arrives from the higher layer, its priority g may be set to 1if it
isan IDR frame. Otherwise, if the priority qo of the last frameis 3, the priority q of the current
frame may be set to 3. If the last frame is dropped when the current frame isnot an IDR frame
and the priority qo of the last frame isnot 3, the priority q of the current frame may be set to 3. If
the priority qo of the last frame is 2 when the current frame is not an IDR frame and the last
frame isnot dropped, the priority g of the current frame may be set to 2. If inequality (6) is
satisfied when the current frame isnot an IDR frame and the last frame is not dropped and the
priority qo of the last frameis 1, the priority g of the current frame may be set to 1. If none of
these conditions applies, the priority q of the current frame may be set to 2. The priority qo of the
last frame may then be set to the priority g of the current frame. The accumulative packet sizes
M and My may both be increased by the size m of the video frame. This process may repeat, for
example, until the video session ends.

[0083] A frame may be assigned priority 2 when the last frame was assigned priority 2 or
inequality (6) isnot satisfied. If inequality (6) is satisfied, no frame may be assigned priority 2,
eg., frames may be assigned priority lor 3.

[0084] Some video teleconferencing applications may present the most recent error-free
frame rather than present erroneous frames. The video destination may freeze the video during

error propagation. The freeze time may bethe metric for performance evaluation. For aconstant
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frame rate, the freeze time may be an equivalent metric to the number of frozen frames due to
packet |osses.

[0o085] IDR and non-IDR video frames may be encoded into d and d' packets with the same
size, respectively, where d > d'. N may bethe total number of frames encoded thus far, and n
may bethe number of packets, when the IEEE 802. 11 standard isused. Asdisclosed herein, a
priority may be assigned to aframe. The number of packets with priority i may be denoted by n;

.n and n, +n, +n; may be different because there may be different numbers of IDR frames in
these scenarios. N may be large enough, and it may be assumed that n,n ,n,,n, > 0. By

assuming that the packets have the same size, the inequality (6) can be rewritten as

1-p, 1-p,
nz Ln.. 7
R (7
[0086] Considering a constant frame rate, D may be the number of frames sent during a

feedback delay. When apacket islost in transmission, the packet loss information may be
received a the video source afeedback delay after the packet was sent. A new IDR frame may
be generated, e.g., immediately, which may bethe D t frame after the frame to which the lost
packet may belong. D - 1 frozen frames may be affected by error propagation. For example, if
the feedback delay is short, a least the frame(s) to which the lost packet belongs may be
erroneous. It may be assumed that D = 1, and the interval containing the D frozen frames may
be afrozen interval.

[0087] The packet loss probability p, may be so small that in afrozen interval, there may be

one packet loss (e.g. , the first packet), when the IEEE 802. 11 standard isused. The number of
independent error propagations may be equal to the number of lost packets, which may be p n

in an n -packet video sequence. The expected total number of erroneous frames, e.g., frozen
frames, may be given by

N¢ = p,nD. (8
[0088] Asdisclosed herein, afrozen interval may begin with an erroneous frame with
priority 1or 2, which may be followed by D - 1 frames with priority 3. The numbers of lost
packets with priority 1and 2 may be p,n, and p,n,, respectively. The total number of frozen

frames may be
N{ = (p,mp ,n,)D. ©)
[0089] The frames with priority 3 may appear in frozen intervals, and one or more frames
(e.g., each frame) may be encoded into d' packets. The expected total number of packets with
priority 3 may be given by
- 16 -
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n="-N d. (10)
When D = 1, one frame (e.g., the frame to which the lost packet belongs) may be transmitted in
the frozen interval, and the next frame may be an IDR frame that may stop the frozen interval.

N o frame may be assigned priority 3, and n; = 0.

[0090] n; may bethe number of packets that belong to IDR frames. Except for the first IDR
frame, other IDR frames may appear after the ends of frozen intervals, and IDR frames may be

encoded into d packets. The total number of packets belonging to IDR frames may be given by

n;=<%}+|>d (11)
[0091] Using the IEEE 802. 11 standard, a lost packet may trigger anew IDR frame. The first
frame of the video sequence may be an IDR frame, so the expected total number of the IDR
framesis p,n+ 1. The expected total number of packets may be given as

n=(p,n+l)d +[N- (p,n+1)]d.
Wecan solve N from the above equation as

_n-(p .n+I)(d-d)
4 . (12)

N

[0092] Asdisclosed herein, alost packet with priority 1or 2 may cause the generation of a
new IDR frame. The expected total number of packets may be given as

n+ny+n, =(p,;n +p,n, +1)d +[N- (p,n, +pn,+1)]d.
The total number of frames can be solved from the above equation as

N (mAn 4ny) - (PAdI+Pz”2 +1)d—dy (13)

A quantity Ad may be defined as Ad =d - d'. From (12) and (13),
n- (P,n+YAd =(n +n, +1n;)- (p,n, +P,N, +\)Ad. (14)
Because P, =, ,
(\- p,Ad)(n- ) =(\- pAd)N, +,
>(1- p,Ad)(n, +n,). (15)
[0093] The above inequality follows from the fact that 1- p,Ad <1, and the equality holds
when n; = 0,eg., if D= 1. Because p, <p,, 1- p,Ad <1- p*d .It follows from (15) that

J I p,Ad

n-n, —E(-f\_d

(q +%3)
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>n . (16)
From the above inequality, N>N +n, +n,, eg., for the same video sequence, the number of
packets when the IEEE 802. 11 standard is used may be greater than that when QoE-based
optimization is used.
[0094] N, and N; may denote the number of IDR frames when the IEEE 802.1 1 standard
and QoE-based optimization isused, respectively. IDR frames and non-IDR frames may be
encoded into d and d' packets, respectively, the total numbers of packets when the IEEE
802. 11 standard is used may be given by
n=dN, +d(N- N,)
=d'N+AdN, .
When QoE-based optimization is used, the total number of packets may be
n+n,+n, =d'N+AdN’,.
Since N>n +n, +n,, from the above two equations, N, >N', . A frozen interval may trigger the
generation of an IDR frame, and except the first IDR frame, which may bethe first frame of the
video sequence, IDR frame may appear immediately after a frozen interval. Then,
Nf=(N,-1)D
', =(N',-1)D.
The number of frozen frames when QoE-based optimization isused may be smaller than that
when the IEEE 802.1 1 standard isused, e.g.,
N', <Ns (17)
From (14),
n-(N| +ny+n,) =[p,N- (P, +PAH)]Ad. (18)
Because the left hand side of (18) is greater than 0, p,N- (p,N +p,N)>0.

Considering the compatibility criterion (7),

1— 31— p.
pOn_Z pzn
l-p Fl-p

i

_n—(n +n, +ny)— pon+(pin + pn, + piny)
I-p

[pon —(p\n, + p,1))(Ad —1) + pyn,
1-p

= 0.
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The second equation may be obtained by substituting (18). The inequality follows from the facts
that p,n- (p;n, +p,n,) >0, Ad=>1,andn; = 0, and the equality holdswhen Ad = 1 and n; =
0.

[0095] When the video sequence is large enough, the compatibility criterion (7) may be
satisfied. In an embodiment, no frame with priority 2 may be generated after the beginning of the
video sequence. Moreover, since the left hand side of (3) is strictly greater than the right hand
side, the expected number of transmission attempts decreases using the approach disclosed
herein. Thus, transmission opportunities may be saved for cross traffic.

[0096] In an embodiment, except the beginning of the video sequence, no frame may be
assigned priority 2. A frame with priority 1 may be followed by another frame with priority 1
when the packets of the former are transmitted successfully. According to the algorithm
disclosed herein, the priority may not change within aframe. Even if apacket of aframewith
priority 1is dropped, the remaining packets of the same frame may have the same priority and
the packets of the subsequent frame may be assigned priority 3. A frozen interval may include
D-l  subsequent frames with priority 3, one or more (e.g., each) of which may be encoded into
d' packets. The first (D - \)d' - 1 packets may be followed by another packet with priority 3
with probability 1, and the last one may be followed by apacket with priority 1, which may
belong to the next IDR frame, with probability 1. This process may be modeled by the discrete-
time Markov chain 900 shown in FIG. 9.

[0097] InFIG. 9, the states 902, 904, 906, 908 may represent the (D -\)d'  packets with
priority 3 in afrozen interval. The states in the first two rows 910, 912 may represent the d and
d' packets of an IDR frame and anon-IDR frame with priority 1, respectively, where the state
(I,i) may be for the it packet of the IDR frame, and the state (N, j ) may befor the j t packet
of the non-IDR frame with priority 1. After afrozen interval, it may be followed by d packets of
an IDR framewith priority 1. If the d packets are transmitted successfully, they may be
followed by d' packets of anon-IDR frame. Otherwise, they may initialize anew frozen

interval. After the transmission of anon-IDR frame, it may be followed by another non-IDR
frame unless the transmission fails. P, and P, may bethe probabilities that the transmissions of
an IDR frame and anon-IDR frame with priority 1are successful, respectively. The transmission
of an IDR frame may be successful, for example, if the d packets of the IDR frame are
transmitted successfully. For apacket, the packet loss rate may be p,, since it has priority 1.
Accordingly,
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P, =(1-p)*. (19)

Non-IDR frames may have priority 1. The probability FE) may be given by

B, =(1-p)*. (20)
When D= 1, no frame may be assigned priority 3, and the states | nthe last row of FIG. 9 may
not be present. If aframe is dropped in transmission, it may be followed (e.g., immediately) by
another IDR frame. The discrete time Markov chain may become the model illustrated in FIG.
21. The following derivation may be based on the model shown in FIG. 9. The derivation may be
suitablewhen D=1. ¢ ., Oy and g, for 1<i<d, 1<j <d' and 1<k< (D-\)d',may bea

stationary distribution of the Markov chain. ¢, =Q »,=---=0q 4, Oy, =C, = =0yq ad
931 = %,=""= 3 - Furthermore,
qr0 = G3o-nar 1)
Ay = Eldra + Blna (22)
G =(1=F)q1a + (1= F )y (23)
From the above equations,
4, =% (24)
In,; = ﬁqg,l (25)

From the normalization condition
dq|,1 +d'qN1 +(D_\)d'qi,1 =1

It may be obtained that

1-
%17 [ +(D)d] (Flgfp )+Pg 29

0, may be the probability that a packet belongs to an IDR frame, which may be given by

S (D-1d'(1-P)

©= 2 [d+(D-D)d'(1-B)+Pd"

In avideo sequence containing I +n, +1N packets, the expected number of packets that may
belong to an IDR frame may be obtained by n; = ¢ (n; + N, + ;). From (11),
n!
N, =(=L-1)D
7= ) )
b

d
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_ q,(n +n, +n;)D
d
_ D(-F)(n +n,+n,)
[d+(D-1)d'l(1-B)+Pd’
D(1-F)n
[d+(D-1d1(1-B)+ Bd

27)

where the last inequality may follow from the fact that n, +n, +n, < n.By Taylor's theorem, the
probability P, may be expressed as

pa :(1‘ pl)d

=t-dp, N -0t

where 0< £ < p, <1.Thus,

1—dp, <P, <1-dp, +d(d2_l) 2

4

Similarly,

d(d Y

dp, 3

p2<\- Py<dp,.

Applying the above bounds, inequality (27) may be expressed as

Ddp' |Nn

N, < —~
[d+(D-\)ddd 5, - d'(dz')pf)ﬂl- dp,)d’

Dp s

[d+(D- Hd]l(p -

p)- dp, +1

Dpyn
' d/_l pO
[d+(D-1)d')(p, - 5 DoDy) —dpy +—

1

N,

[@+©- VN0~ dp o+t

<

(28)

where the last inequality follows fromthe fact that p, > p, and N, =Dp,n. From inequalities
(17) and (28), an upper bound for N “may be that
Ny

d'—1
5 p)—dlp,+1

N', <min{N , H (29)

[(d+(D-1)d"Y1-
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[0098] The expected freeze time may bereduced; the larger the length of frozen interval D
is, the greater the gain compared to the |IEEE 802. 11 standard may be. FIG. 10 illustrates an
example frozen frame comparison. The approach disclosed herein may concentrate packet losses
to asmall segment of avideo sequence to improve the video quality.

[0099] FIG. 11lillustrates an example network topology of a network 1100, which may
include avideo teleconferencing session with a QoE-based optimization betweeen devices 1102
and 1104 and other cross traffic. This cross traffic may include avoice session, an FTP session,
and avideo teleconferencing session without QoE-based optimization between devices 1106 and
1108. Video transmission may be one-way from device 1102 to device 1104, while the video
teleconferencing may betwo-way between devices 1106 and 1108. Devices 1102 and 1106 may
bein the same WLAN 1110 with an FTP client 1112 and avoice user device 1114. An access
point 1116 may communicate with devices 1104 and 1108, an FTP server 1118, and avoice user
device 1120 through the Internet 1122, with aone-way delay of 100 msin either direction. The
H.264 video codec may be implemented for devices 1102 and 1104.

[0100] The retry limit R for the packets may be set to 7, the default value in the IEEE

802. 11 standard. Three levels of video priority may be assigned in video teleconferencing
sessions with QoE-based optimization. For example, the corresponding retry limits may be

(R,,R,,R;) = (8,7,1). Atthe video sender, apacket may be discarded when itsretry limit is

exceeded. The video receiver may detect apacket loss when it receives the subsequent packets or
it does not receive any packets for atime period. The video receiver may send the packet loss
information to the video sender, for example, through RTCP, and an IDR frame may be
generated after the RTCP feedback isreceived by the video sender. From the time of the lost
frame until the next IDR frame isreceived, the video receiver may present frozen video.

[0101] The Foreman video sequence may betransmitted from device 1102 to device 1104.
The frame rate may be 30 frames/sec, and the video duration may be 10 seconds, including 295
frames. The cross traffic may be generated by OPNET 17.1. For the cross video session from
device 1106 to device 1108, the frame rate may be 30 frames/sec, and the outgoing and incoming
stream frame sizes may be 8500 bytes. For the TCP session between the FTP client and server,
the receive buffer may be set to 8760 bytes. The numerical results may be averaged over 100
seeds, and for each seed, the data may be collected from the 10-second duration of the Foreman
sequence.

[0102] A WLAN 1124 may increase the error probability p . The WLAN 1124 may include

an AP 1126 and two stations 1128 and 1130. The IEEE 802. 11n WLANs 1110, 1124 may
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operate on the same channel. The data rates may be 13 Mbps, and the transmit powers may be 5
mW. The buffer sizes a the APs may be 1 Mbit. The numbers of spatial streams may be setto 1
The distances of the APs and the stations may be set to enable the hidden nodes problem. In the
simulations, the distance between the two APs 1116, 1126 may be 300 meters, and the distances
between device 1102 and AP 1116, and between AP 1126 and device 1128, may be 350 meters.
A video teleconferencing session may beinitiated between devices 1128 and 1130 through AP
1126. The frame rate may be 30 frames/sec, and both the incoming and outgoing stream frame
sizes may be used to adjust the packet loss rate of the video teleconferencing session with QoE-
based optimization operating at device 1102.

[0103] To simulate the dynamic IDR frame insertion triggered by reception of the packet
loss feedback conveyed by RTCP packets in OPNET, atechnique may be applied in which F ,

«=0,12, -, may be avideo sequence beginning from frame n , where frame n may bean IDR

frame and subsequent frames may be P-frames until the end of video sequence. Starting from the

transmission of video sequence F,, RTCP feedback may bereceived when frame z- | is
transmitted. After the transmission of the current frame, the video sequence F, may beused,

which may cause the IDR frame insertion at frame i, and frame i and the subsequent frames of

F, may beused to feed the video sender simulated in OPNET. FIG. 12 illustrates an example

video sequence 1200, where RTCP feedback may bereceived when frames 9 and 24 are
transmitted. In OPNET simulations, the sizes of the packets may be of interest. The possible

video sequences F., n=0,1,2, ---may be encoded, which may be a one-time effort. The sizes of

n 1
the packets of the video sequences may be stored. When an RTCP feedback isreceived, the
appropriate video sequence may be used.

[0104] FIG. 13 illustrates example simulated collision probabilities p for 100 seeds, when

the IEEE 802.1 1 standard and QoE-based optimization are used, as shown at reference numerals
1302 and 1304, respectively. The average collision probabilities may be 0.35 and 0.34 for the
IEEE 802.1 1 standard and QoE-based optimization, respectively. The average absolute error may
be 0.017 and the relative absolute error may be 4.9%. The simulation results may verify that it
may be reasonable to use the collision probability when QoE-based optimization is applied as an
approximation of collision probability when the IEEE 802. 11 standard is applied.

[0105] FIG. 14 illustrates example simulated percentages of frozen frames using the |EEE
802. 11 standard and QoE-based optimization. For different application layer load configurations,
the cross traffic between devices 1128 and 1130 may betuned to obtain different packet loss
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rates, when the |EEE 802. 11 standard isused. Example packet loss rates may be 0.0023, 0.0037,
0.0044, 0.0052 and 0.0058, for Configurations 1to 5, respectively. Simulations may be run using
QoE-based optimization with the same cross traffic configuration. FIG. 14 aso illustrates the
upper bound for QoE-based optimization in equation (29), where the parameters D , d , d' and

p, may beaveraged from the simulation results. The average percentage of frozen frames of

QoE-based optimization may be less than the upper bound. A sthe packet loss rate increases, the
average percentage of frozen frames may increase regardless of whether QoE-based optimization
isused, and the performance of QoE-based optimization may remain better than that of the
corresponding value of the baseline method (e.g., no change to the IEEE 802.1 1 standard).

[0106] FIG. 15 illustrates example simulated average percentages of frozen frames for
different RTTs between video sender and receiver, when the application layer load configuration
3isapplied. The feedback delay may be a least one RTT between video sender and receiver.
When the feedback delay increases, the duration of frozen intervals may increase. More frames
may be affected by packet losses. The percentage of frozen frames may increase asthe RTT
increases. From the upper bound in equation (29), the gain of QoE-based optimization compared
with the IEEE 802. 11 standard may increase when alarger RTT is applied. This may be
confirmed by the numerical results in FIG. 15. When RTT is 100 ms, the average percentage of
frozen frames using QoE-based optimization may be 24.5% less compared to that using the IEEE
802. 11 standard. When the RTT is400 ms, the gain may increase to 32.6%. The average
percentages of frozen frames using QoE-based optimization may be less than the upper bound in
equation (29).

[0107] Tables 2 and 4 illustrate example average throughputs for cross traffic in WLAN 1
using the IEEE 802. 11 standard and QoE-based optimization, when the application layer load
configuration 2 and 5 applied, respectively. In addition, the standard deviations for these two
scenarios are listed in Tables 3 and 5, respectively. The throughput results for QoE-based
optimization may be substantially similar to the IEEE 802.1 1 standard.

Table 2; Average throughputs for cross traffic with application layer load configuration 2
Average Throughputs (Bytes/sec)

VI3 VI4 VO-1 VO-2 FTP
IEEE 802.11 254962 255686 3570 3617 40732
QoE-based 254766 255680 3492 3672 42985
optimization

Table 3: Standard deviations of throughputs for cross traffic with application layer load
configuration 2
| | Standard Deviation of Throughputs (Bytes/sec) |
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VI-3 Vi-4 VO-1 VO-2 FTP
|IEEE 802.11 9580 3749 2867 2808 29679
QOE-based 10786 3840 2853 2887 29544
optimization

Table4; Averagethroughputsfor cross traffic with application layer load configuration 5
Average Throughputs (Bytes/sec)

VI3 VI4 VO-1 VO-2 FTP

IEEE 802.11 253806 255598 3659 3939 4726

QoE-based 254275 255687 3551 3682 4805
optimization

Table5: Standard deviation of throughputs for cross traffic with application layer load
configuration 5

Standard Deviation of Throughputs (Bytes/sec)
VI-3 Vi-4 VO-1 VO-2 FTP
IEEE 802.11 20420 4457 2866 2889 7502
QoE-based 20396 4546 2767 2873 7416
optimization

[0108] Configuring (e.g., optimizing) expected video quality may be utilized. In configuring
(e.g., optimizing) expected video quality, an AP (or STA) may make a decision on the QoS
treatment for each packet based on the expected video quality. The AP may obtain the video
quality information for the video packets, for example, from the video quality information
database. The AP may look up the events that have happened to the video session to which the
video packet belongs. The AP may determine how to treat the packets still waiting for
transmission so asto configure (e.g., optimize) expected video quality.

[0109] In aWiF network, packet losses may berandom, and may not be fully controlled by
the network. A probability measure for packet oss patterns may be provided. The probability
measure may be constructed from the probability of failing to deliver a packet from avideo
traffic AC (AC_VI_i), i=l, 2, ..., n,which may be measured and updated locally by a STA.
[0110] The AP and/or a STA may perform any of the following. The AP and/or STA may
update the probability of failing to deliver apacket from traffic classAC VI i. The AP and/or
STA may denote the probability asPi, i=l, ..., n, for example, when the fate of a packet
transmission attempt isknown. The AP and/or STA may allocate the packets that are waiting for
transmission to access categories AC_VI _i, i=l, ..., n, for example, when apacket arrives. The
AP and/or STA may evaluate the expected video quality. The AP and/or STA may select the
packet allocation corresponding to the optimal expected video quality.

[0111] One or more criteria may be applied to achieve some global characteristics of the

video telephony traffic. For example, acriterion may be athreshold on the sizes of the queues
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corresponding to the access categories AC_VI _i, i=l, ..., n. A criterion may be selected to
balance the queue sizes of one or more of the access categories AC_VI_i, i=l, ..., n.
[0112] To allocate the packets to different access categories AC VI i,i=l, ..., n, oneor

more methods may beused. FIG. 16 isadiagram illustrating an example reallocation method
whereby packets may be reallocated to ACs upon packet arrival. The "X" on the packets 1602,
1604 in FIG. 16 may illustrate that the corresponding packet was not successfully delivered over
the channel. In the example method illustrated in FIG. 16, packets waiting for transmission may
be subject to packet reallocation. A packet allocation may determine the probability that the
delivery of apacket will fail. If packet loss events are assumed to be independent, then the
probability and/or the video quality corresponding to each possible packet |oss pattern may be
calculated. Averaging the packet loss patterns may provide an expected video quality.

[0113] FIG. 17 isadiagram illustrating an example reallocation method in which the newest
packets may be alocated to ACs upon packet arrival. Inthe example method of FIG. 17, when a
new packet 1702 arrives, the assignment of the packet may be considered, e.g., without changing
the alocation of other packets that are waiting for transmission. The method of FIG. 17 may
reduce the computational overhead, for example, compared with the method of FIG. 16.

[0114] When a STA and/or an AP supports multiple video telephony traffic flows, the
overal video quality of these flows may be configured (e.g., optimized). The STA and/or AP
may track which video telephony flow apacket belongs to. The STA and/or AP may find the
video packet allocation that provides the optimal overall video quality.

[0115] Enhancements for the DCF may be provided. The DCF may refer to the use of the
DCF only or to the use of the DCF in conjunction with other components and/or functions. In the
case of DCF, there may be no differentiation of datatraffic. However, similar ideas that are
disclosed herein in the context of EDCA may be adapted for DCF (e.g., DCF only MAC).

[0116] Video traffic (e.g., rea-time video traffic) may be prioritized, for example, according
to astatic approach and/or adynamic approach.

[0117] FIG. 18 isadiagram illustrating an example system architecture 1800 for an example
static video traffic differentiation approach for DCF. The traffic may be separated into two or
more categories, such asreal-time video traffic 1802 and other types of traffic 1804 (e.g.,
denoted as OTHER), for example. Within the real-time video traffic category 1802, the traffic
may be further differentiated into sub-classes (e.g., importance levels) according to the relative
importance of the video packets. For example, referring to FIG. 18, n sub-classes VI_1, VI_2,

..., VI_n may be provided.

- 26 -



WO 2014/182782 PCT/US2014/037098

[0118] The contention window may be defined based on importance level. The range of the
CW, which may be [CWmin, CWmax], may be partitioned into smaller intervals, for example,
for compatibility. CW may vary in the interval [CWmin, CWmax]. A backoff timer may be
drawn randomly from the interval [0, CW].
[0119] For the real-time video traffic sub-classes VI _1,VI_2, ..., VI _n, the video traffic
carried by VI _i may be considered more important than that carried by V_j for i <j. The interval
[CWmin, CWmax] may be partitioned into n intervals, which may or may not have equal
lengths. If the intervals have equal lengths, then, for VI_i, its CW(VI_i) may vary in the interval:
[celling(CWmin+t (i-1)*d), floor(CWmin+i*d)]
where ceiling() may bethe ceiling function, and floor() may be the floor function, and
d=(CWmax-CWmin)/n.
[0120] The distribution of the contention window for video traffic as awhole may be kept
the same.
[0121] If the amount of traffic of different types of real-time video traffic types is not equal,
then the interval [CWmin, CWmax] may be partitioned unequally, for example, such that the
small intervals resulting from the partition may be proportiona (e.g., inversely proportional) to
the respective amounts of traffic of each traffic class. The traffic amounts may be monitored
and/or estimated by a STA and/or an AP. For example, if the traffic for aparticular classis
higher, then the contention window interval may be made smaller. For example, if a sub-class
(e.g., importance level) has more traffic, then the CW interval for that sub-class may be
increased, for example, so that contention may be handled more efficiently.
[0122] The retransmission limits may be defined based on importance level (e.g., sub-class).
There may not be differentiation of the attributes dotl ILongRetry Limit and
dot 11 ShortRetry Limit according to the traffic classes. The concepts disclosed herein with respect
to EDCA may be adopted for DCF.
[0123] FIG. 19 isadiagram illustrating an example system architecture 1900 for an example
dynamic video traffic differentiation approach for DCF. The concepts disclosed herein in the
context of dynamic video traffic differentiation for EDCA may be applied to DCF. The concepts
may be modified by replacing the labels AC_VI_i with VI _i, fori=l, 2, ..., n.
[0124] The HCCA enhancements may be defined based on importance level (e.g. , sub-class).
HCCA may be acentralized approach to medium access (e.g., resource alocation). HCCA may
be similar to the resource allocation in acellular system. Like in the case of EDCA, prioritization
for real-time video traffic in the case of HCCA can take two or more approaches, for example, a

static approach and/or a dynamic approach.
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[0125] In a static approach, the design parameters for EDCA may not be utilized. How the
importance of avideo packet isindicated may bethe same as disclosed herein in the context of
EDCA. The importance information may be passed to the AP, which may schedule the
transmission of the video packet.

[0126] In HCCA, the scheduling may be performed on aper flow basis, for example, where
the QoS expectation may be carried in the traffic specification (TSPEC) field of a management
frame. The importance information in TSPEC may be the result of negotiation between the AP
and a STA. In order to differentiate within atraffic flow, information about the importance of
individual packets may be utilized. The AP may apply apacket mapping scheme and/or pass the
video quality/importance information from the network layer to the MAC layer.

[0127] In the static approach, the AP may consider the importance of individual packets. In
the dynamic approach, the AP may consider what has happened to the previous packets of a flow
to which the packet under consideration belongs.

[0128] PHY enhancements may be provided. The modulation and coding set (MCS)
selection for multiple input/multiple output (MIMO) may be selected (e.g., adopted), for
example, with the goal of configuring (e.g., optimizing) the QOE of real-time video. The
adaptation may occur at the PHY layer. The decision on which MCS may be used may be made
a the MAC layer. The MAC enhancements described herein may be extended to include the
PHY enhancements. For example, in the case of EDCA, the AC mapping function may be
expanded to configure (e.g., optimize) the MCS for the video telephony traffic. A static approach
and a dynamic approach may be utilized.

[0129] In the case of HCCA, the scheduler a the AP may decide which packet will access
the channel, and what MCS may be used for transmitting that packet, for example, so that the
video quality is configured (e.g., optimized).

[0130] The MCS selection may include the selection of modulation type, coding rate, MIMO
configuration (e.g., spatial multiplexing or diversity), etc. For example, if a STA has avery weak
link, then the AP may select alow order modulation scheme, alow coding rate, and/or diversity
MIMO mode.

[0131] Video importance/quality information may be provided. The video
importance/quality information may be provided by the video sender. The video
importance/quality information may be put in the IP packet header so that the routers (e.g., AP
serves analogous function for traffic going to the STAS) may access it. The DSCP field and/or
the I P packet extension field may beutilized, for example, for IPv4.
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[0132] The first six bits of the Traffic Class field may serve as the DSCP indicator, for
example, for IPv6. An extension header may be defined to carry video importance/quality
information, for example, for |Pv6.

[0133] Packet mapping and encryption handling may be provided. Packet mapping may be
performed utilizing atable lookup. A STA and/or AP may build atable that maps the |P packet
tothe A-MPDU.

[0134] FIG. 20A isadiagram of an example communications system 2000 in which one or
more disclosed embodiments may beimplemented. The communications system 2000 may be a
multiple access system that provides content, such asvoice, data, video, messaging, broadcast,
etc., to multiple wireless users. The communications system 2000 may enable multiple wireless
users to access such content through the sharing of system resources, including wireless
bandwidth. For example, the communications system 2000 may employ one or more channel
access methods, such as code division multiple access (CDMA), time division multiple access
(TDMA), frequency division multiple access (FDMA), orthogonal FDMA (OFDMA), single-
carrier FDMA (SC-FDMA), and the like.

[0135] Asshown in FIG. 20A, the communications system 2000 may include wireless
transmit/receive units (WTRUs) 2002a, 2002b, 2002c, and/or 2002d (which generally or
collectively may bereferred to asWTRU 2002), aradio access network (RAN) 2003/2004/2005,
acore network 2006/2007/2009, apublic switched telephone network (PSTN) 2008, the Internet
2010, and other networks 2012, though it will be appreciated that the disclosed embodiments
contemplate any number of WTRUS, base stations, networks, and/or network elements. Each of
the WTRUSs 2002a, 2002b, 2002c, 2002d may be any type of device configured to operate and/or
communicate in awireless environment. By way of example, the WTRUs 2002a, 2002b, 2002c,
2002d may be configured to transmit and/or receive wireless signals and may include user
equipment (UE), amobile station, afixed or mobile subscriber unit, apager, acellular telephone,
apersona digital assistant (PDA), a smartphone, alaptop, a netbook, a personal computer, a
wireless sensor, consumer electronics, and the like.

[0136] The communications system 2000 may also include abase station 2014a and abase
station 2014b. Each of the base stations 2014a, 2014b may be any type of device configured to
wirelessly interface with at least one of the WTRUs 2002a, 2002b, 2002c¢, 2002d to facilitate
access to one or more communication networks, such as the core network 2006/2007/2009, the
Internet 2010, and/or the networks 2012. By way of example, the base stations 2014a, 2014b
may be abase transceiver station (BTS), aNode-B, an eNode B, aHome Node B, a Home eNode

B, asite controller, an access point (AP), awireless router, and the like. While the base stations
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2014a, 2014b are each depicted as a single element, it will be appreciated that the base stations
2014a, 2014b may include any number of interconnected base stations and/or network elements.
[0137] The base station 2014a may be part of the RAN 2003/2004/2005, which may also
include other base stations and/or network elements (not shown), such as abase station controller
(BSC), aradio network controller (RNC), relay nodes, etc. The base station 2014a and/or the
base station 2014b may be configured to transmit and/or receive wireless signals within a
particular geographic region, which may bereferred to as acell (not shown). The cell may
further be divided into cell sectors. For example, the cell associated with the base station 2014a
may be divided into three sectors. Thus, in one embodiment, the base station 2014a may include
three transceivers, e.g., one for each sector of the cell. In another embodiment, the base station
2014a may employ multiple-input multiple output (MIMO) technology and, therefore, may
utilize multiple transceivers for each sector of the cell.

[0138] The base stations 2014a, 2014b may communicate with one or more of the WTRUS
2002a, 2002b, 2002c, 2002d over an air interface 2015/2016/2017, which may be any suitable
wireless communication link (e.g., radio frequency (RF), microwave, infrared (IR), ultraviolet
(UV), visible light, etc.). The air interface 2015/2016/2017 may be established using any suitable
radio access technology (RAT).

[0139] More specifically, as noted above, the communications system 2000 may be a
multiple access system and may employ one or more channel access schemes, such as CDMA,
TDMA, FDMA, OFDMA, SC-FDMA, and the like. For example, the base station 2014a in the
RAN 2003/2004/2005 and the WTRUs 2002a, 2002b, 2002c¢, 2002d may implement aradio
technology such asUniversal Mobile Telecommunications System (UMTS) Terrestrial Radio
Access (UTRA), which may establish the air interface 2015/2016/2017 using wideband CDMA
(WCDMA). WCDMA may include communication protocols such as High-Speed Packet Access
(HSPA) and/or Evolved HSPA (HSPA+). HSPA may include High-Speed Downlink Packet
Access (HSDPA) and/or High-Speed Uplink Packet Access (HSUPA).

[0140] In another embodiment, the base station 20 14a and the WTRUs 2002a, 2002b, 2002c,
2002d may implement aradio technology such as Evolved UMTS Terrestrial Radio Access (E-
UTRA), which may establish the air interface 2015/2016/2017 using Long Term Evolution
(LTE) and/or LTE-Advanced (LTE-A).

[0141] In other embodiments, the base station 2014a and the WTRUs 2002a, 2002b, 2002c,
2002d may implement radio technologies such as |IEEE 802.16 (e.g., Worldwide Interoperability
for Microwave Access (WiMAX)), CDMA2000, CDMA2000 X, CDMA2000 EV-DO, Interim

Standard 2000 (1S-2000), Interim Standard 95 (1S-95), Interim Standard 856 (1S-856), Global
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System for Mobile communications (GSM), Enhanced Data rates for GSM Evolution (EDGE),
GSM EDGE (GERAN), and the like.

[0142] The base station 2014b in FIG. 20A may be awireless router, Home Node B, Home
eNode B, or access point, for example, and may utilize any suitable RAT for facilitating wireless
connectivity in alocalized area, such as aplace of business, ahome, avehicle, acampus, and the
like. In one embodiment, the base station 2014b and the WTRUs 2002c, 2002d may implement a
radio technology such as|EEE 802. 11to establish awireless local area network (WLAN). In
another embodiment, the base station 2014b and the WTRUs 2002c, 2002d may implement a
radio technology such as|EEE 802. 15 to establish awireless personal area network (WPAN). In
yet another embodiment, the base station 2014b and the WTRUs 2002c, 2002d may utilize a
cellular-based RAT (e.g., WCDMA, CDMAZ2000, GSM, LTE, LTE-A, etc.) to establish a
picocell or femtocell. Asshown in FIG. 20A, the base station 2014b may have a direct
connection to the Internet 2010. Thus, the base station 2014b may not be required to access the
Internet 2010 via the core network 2006/2007/2009.

[0143] The RAN 2003/2004/2005 may bein communication with the core network
2006/2007/2009, which may be any type of network configured to provide voice, data,
applications, and/or voice over internet protocol (VolP) services to one or more of the WTRUs
2002a, 2002b, 2002c, 2002d. For example, the core network 2006/2007/2009 may provide call
control, billing services, mobile location-based services, pre-paid calling, Internet connectivity,
video distribution, etc., and/or perform high-level security functions, such as user authentication.
Although not shown in FIG. 20A, it will be appreciated that the RAN 2003/2004/2005 and/or the
core network 2006/2007/2009 may bein direct or indirect communication with other RANS that
employ the same RAT asthe RAN 2003/2004/2005 or a different RAT. For example, in addition
to being connected to the RAN 2003/2004/2005, which may beutilizing an E-UTRA radio
technology, the core network 2006/2007/2009 may also bein communication with another RAN
(not shown) employing a GSM radio technology.

[0144] The core network 2006/2007/2009 may also serve as a gateway for the WTRUs
20023, 2002b, 2002c, 2002d to access the PSTN 2008, the Internet 2010, and/or other networks
2012. The PSTN 2008 may include circuit-switched telephone networks that provide plain old
telephone service (POTS). The Internet 2010 may include a global system of interconnected
computer networks and devices that use common communication protocols, such asthe
transmission control protocol (TCP), user datagram protocol (UDP) and the internet protocol (IP)
in the TCP/IP internet protocol suite. The networks 2012 may include wired or wireless

communications networks owned and/or operated by other service providers. For example, the
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networks 2012 may include another core network connected to one or more RANS, which may
employ the same RAT asthe RAN 2003/2004/2005 or a different RAT.

[0145] Some or al of the WTRUs 2002a, 2002b, 2002¢, 2002d in the communications
system 2000 may include multi-mode capabilities, e.g., the WTRUs 2002a, 2002b, 2002¢, 2002d
may include multiple transceivers for communicating with different wireless networks over
different wireless links. For example, the WTRU 2002c shown in FIG. 20A may be configured
to communicate with the base station 2014a, which may employ a cellular-based radio
technology, and with the base station 2014b, which may employ an |EEE 802 radio technology.
[0146] FIG. 20B is asystem diagram of an example WTRU 2002. As shown in FIG. 20B,
the WTRU 2002 may include aprocessor 2018, atransceiver 2020, atransmit/receive element
2022, a speaker/microphone 2024, akeypad 2026, a display/touchpad 2028, non-removable
memory 2030, removable memory 2032, apower source 2034, aglobal positioning system
(GPS) chipset 2036, and other peripherals 2038. It will be appreciated that the WTRU 2002 may
include any sub-combination of the foregoing elements while remaining consistent with an
embodiment. Also, embodiments contemplate that the base stations 2014a and 2014b, and/or the
nodes that base stations 2014a and 2014b may represent, such as but not limited to transceiver
station (BTS), aNode-B, asite controller, an access point (AP), ahome node-B, an evolved
home node-B (eNodeB), ahome evolved node-B (HeNB), ahome evolved node-B gateway, and
proxy nodes, among others, may include some or al of the elements depicted in FIG. 20B and
described herein.

[0147] The processor 2018 may be a general purpose processor, a special purpose processor,
aconventional processor, adigital signal processor (DSP), aplurality of microprocessors, one or
more Microprocessors in association with aDSP core, a controller, amicrocontroller,
Application Specific Integrated Circuits (ASICs), Field Programmable Gate Array (FPGAS)
circuits, any other type of integrated circuit (IC), a state machine, and the like. The processor
2018 may perform signal coding, data processing, power control, input/output processing, and/or
any other functionality that enables the WTRU 2002 to operate in awireless environment. The
processor 2018 may be coupled to the transceiver 2020, which may be coupled to the
transmit/receive element 2022. While FIG. 20B depicts the processor 2018 and the transceiver
2020 as separate components, it will be appreciated that the processor 20 18 and the transceiver
2020 may be integrated together in an electronic package or chip. A processor, such asthe
processor 2018, may include integrated memory (e.g., WTRU 2002 may include a chipset that
includes aprocessor and associated memory). Memory may refer to memory that isintegrated

with aprocessor (e.g., processor 2018) or memory that is otherwise associated with a device
-32-



WO 2014/182782 PCT/US2014/037098

(e.g., WTRU 2002). The memory may be non-transitory. The memory may include (e.g., store)
instructions that may be executed by the processor (e.g., software and/or firmware instructions).
For example, the memory may include instructions that, when executed, may cause the processor
to implement one or more of the implementations described herein.

[0148] The transmit/receive element 2022 may be configured to transmit signals to, or
receive signals from, abase station (e.g., the base station 2014a) over the air interface

2015/1 116/2017. For example, in one embodiment, the transmit/receive element 2022 may be an
antenna configured to transmit and/or receive RF signals. In another embodiment, the
transmit/receive element 2022 may be an emitter/detector configured to transmit and/or receive
IR, UV, or visible light signals, for example. In yet another embodiment, the transmit/receive
element 2022 may be configured to transmit and receive both RF and light signals. It will be
appreciated that the transmit/receive element 2022 may be configured to transmit and/or receive
any combination of wireless signals.

[0149] In addition, athough the transmit/receive element 2022 is depicted in FIG. 20B asa
single element, the WTRU 2002 may include any number of transmit/receive elements 1122.
More specifically, the WTRU 2002 may employ MIMO technology. Thus, in one embodiment,
the WTRU 2002 may include two or more transmit/receive elements 1122 (e.g., multiple
antennas) for transmitting and receiving wireless signals over the air interface 2015/2016/2017.
[0150] The transceiver 2020 may be configured to modulate the signals that areto be
transmitted by the transmit/receive element 2022 and to demodulate the signals that are received
by the transmit/receive element 2022. Asnoted above, the WTRU 2002 may have multi-mode
capabilities. Thus, the transceiver 2020 may include multiple transceivers for enabling the
WTRU 2002 to communicate via multiple RATSs, such asUTRA and IEEE 802. 11, for example.
[0151] The processor 2018 of the WTRU 2002 may be coupled to, and may receive user
input data from, the speaker/microphone 2024, the keypad 2026, and/or the display/touchpad
2028 (e.g., aliquid crystal display (LCD) display unit or organic light-emitting diode (OLED)
display unit). The processor 2018 may also output user datato the speaker/microphone 2024, the
keypad 2026, and/or the display/touchpad 2028. In addition, the processor 2018 may access
information from, and store data in, any type of suitable memory, such asthe non-removable
memory 2030 and/or the removable memory 2032. The non-removable memory 2030 may
include random-access memory (RAM), read-only memory (ROM), ahard disk, or any other
type of memory storage device. The removable memory 2032 may include a subscriber identity

module (SIM) card, amemory stick, a secure digital (SD) memory card, and the like. In other
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embodiments, the processor 2018 may access information from, and store datain, memory that is
not physically located on the WTRU 2002, such as on a server or ahome computer (not shown).
[0152] The processor 201 8 may receive power from the power source 2034, and may be
configured to distribute and/or control the power to the other components in the WTRU 2002.
The power source 2034 may be any suitable device for powering the WTRU 2002. For example,
the power source 2034 may include one or more dry cell batteries (e.g., nickel-cadmium (NiCd),
nickel-zinc (NiZn), nickel metal hydride (NiMH), lithium-ion (Li-ion), etc.), solar cells, fuel
cells, and the like.

[0153] The processor 2018 may also be coupled to the GPS chipset 2036, which may be
configured to provide location information (e.g., longitude and latitude) regarding the current
location of the WTRU 2002. In addition to, or in lieu of, the information from the GPS chipset
2036, the WTRU 2002 may receive location information over the air interface 2015/2016/2017
from abase station (e.g., base stations 2014a, 2014b) and/or determine its location based on the
timing of the signals being received from two or more nearby base stations. It will be appreciated
that the WTRU 2002 may acquire location information by way of any suitable location-
determination method while remaining consistent with an embodiment.

[0154] The processor 2018 may further be coupled to other peripherals 2038, which may
include one or more software and/or hardware modules that provide additional features,
functionality and/or wired or wireless connectivity. For example, the peripherals 2038 may
include an accelerometer, an e-compass, a satellite transceiver, adigital camera (for photographs
or video), auniversal serial bus (USB) port, avibration device, atelevision transceiver, ahands
free headset, a Bluetooth® module, afrequency modulated (FM) radio unit, adigital music
player, a media player, avideo game player module, an Internet browser, and the like.

[0155] FIG. 20C is asystem diagram of the RAN 2003 and the core network 2006 according
to an embodiment. A s noted above, the RAN 2003 may employ aUTRA radio technology to
communicate with the WTRUs 2002a, 2002b, 2002¢ over the air interface 2015. The RAN 2003
may also bein communication with the core network 2006. As shown in FIG. 20C, the RAN
2003 may include Node-Bs 2040a, 2040b, 2040c, which may each include one or more
transceivers for communicating with the WTRUs 2002a, 2002b, 2002c over the air interface
2015. The Node-Bs 2040a, 2040b, 2040c may each be associated with aparticular cell (not
shown) within the RAN 2003. The RAN 2003 may aso include RNCs 2042a, 2042b. 1t will be
appreciated that the RAN 2003 may include any number of Node-Bs and RNCs while remaining

consistent with an embodiment.
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[0156] Asshown in FIG. 20C, the Node-Bs 2040a, 2040b may bein communication with the
RNC 2042a. Additionally, the Node-B 2040c may be in communication with the RNC2042b.
The Node-Bs 20403, 2040b, 2040c may communicate with the respective RNCs 20423, 2042b
via an lub interface. The RNCs 2042a, 2042b may be in communication with one ancther via an
lur interface. Each of the RNCs 2042a, 2042b may be configured to control the respective Node-
Bs 2040a, 2040b, 2040c to which it is connected. In addition, each of the RNCs 2042a, 2042b
may be configured to carry out or support other functionality, such as outer loop power control,
load control, admission control, packet scheduling, handover control, macrodiversity, security
functions, data encryption, and the like.

[0157] The core network 2006 shown in FIG. 20C may include a media gateway (MGW)
2044, amobile switching center (MSC) 2046, a serving GPRS support node (SGSN) 2048,
and/or a gateway GPRS support node (GGSN) 2050. While each of the foregoing elements are
depicted as part of the core network 2006, it will be appreciated that any one of these elements
may be owned and/or operated by an entity other than the core network operator.

[0158] The RNC 2042a in the RAN 2003 may be connected to the MSC 2046 in the core
network 2006 via an IuCS interface. The MSC 2046 may be connected to the MGW 2044. The
MSC 2046 and the MGW 2044 may provide the WTRUs 2002a, 2002b, 2002c with accessto
circuit-switched networks, such asthe PSTN 2008, to facilitate communications between the
WTRUSs 2002a, 2002b, 2002c and traditional land-line communications devices.

[0159] The RNC 2042a in the RAN 2003 may also be connected to the SGSN 2048 in the
core network 2006 via an IuPS interface. The SGSN 2048 may be connected to the GGSN 2050.
The SGSN 2048 and the GGSN 2050 may provide the WTRUs 20023, 2002b, 2002c with access
to packet- switched networks, such asthe Internet 2010, to facilitate communications between
and the WTRUSs 2002a, 2002b, 2002¢c and | P-enabled devices.

[0160] Asnoted above, the core network 2006 may a so be connected to the networks 2012,
which may include other wired or wireless networks that are owned and/or operated by other
service providers.

[0161] FIG. 20D is a system diagram of the RAN 2004 and the core network 2007 according
to an embodiment. A s noted above, the RAN 2004 may employ an E-UTRA radio technology to
communicate with the WTRUs 20023, 2002b, 2002c over the air interface 2016. The RAN 2004
may also bein communication with the core network 2007.

[0162] The RAN 2004 may include eNode-Bs 2060a, 2060b, 2060c, though it will be
appreciated that the RAN 2004 may include any number of eNode-Bs while remaining consistent

with an embodiment. The eNode-Bs 2060a, 2060b, 2060c may each include one or more
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transceivers for communicating with the WTRUs 2002a, 2002b, 2002c over the air interface
2016. In one embodiment, the eNode-Bs 2060a, 2060b, 2060c may implement MIMO
technology. Thus, the eNode-B 2060a, for example, may use multiple antennas to transmit
wireless signals to, and receive wireless signals from, the WTRU 2002a.

[0163] Each of the eNode-Bs 2060a, 2060b, 2060c may be associated with aparticular cell
(not shown) and may be configured to handle radio resource management decisions, handover
decisions, scheduling of users in the uplink and/or downlink, and the like. As shown in FIG.
20D, the eNode-Bs 2060a, 2060b, 2060c may communicate with one another over an X2
interface.

[0164] The core network 2007 shown in FIG. 20D may include a mobility management
gateway (MME) 2062, a serving gateway 2064, and apacket data network (PDN) gateway 2066.
While each of the foregoing elements are depicted as part of the core network 2007, it will be
appreciated that any one of these elements may be owned and/or operated by an entity other than
the core network operator.

[0165] The MME 2062 may be connected to each of the eNode-Bs 2060a, 2060b, 2060c in
the RAN 2004 via an Slinterface and may serve as acontrol node. For example, the MME 2062
may beresponsible for authenticating users of the WTRUs 2002a, 2002b, 2002c, bearer
activation/deactivation, selecting aparticular serving gateway during an initial attach of the
WTRUSs 20023, 2002b, 2002c, and the like. The MME 2062 may also provide a control plane
function for switching between the RAN 2004 and other RANSs (not shown) that employ other
radio technologies, such as GSM or WCDMA.

[0166] The serving gateway 2064 may be connected to each of the eNode-Bs 2060a, 2060Db,
2060c inthe RAN 2004 viathe Slinterface. The serving gateway 2064 may generally route and
forward user data packets to/from the WTRUs 2002a, 2002b, 2002c. The serving gateway 2064
may also perform other functions, such as anchoring user planes during inter-eNode B
handovers, triggering paging when downlink datais available for the WTRUs 2002a, 2002b,
2002c, managing and storing contexts of the WTRUs 2002a, 2002b, 2002c, and the like.

[0167] The serving gateway 2064 may also be connected tothe PDN gateway 2066, which
may provide the WTRUs 2002a, 2002b, 2002c with access to packet-switched networks, such as
the Internet 2010, to facilitate communications between the WTRUs 20023, 2002b, 2002¢ and

I P-enabled devices.

[0168] The core network 2007 may facilitate communications with other networks. For
example, the core network 2007 may provide the WTRUs 2002a, 2002b, 2002c with access to

circuit-switched networks, such asthe PSTN 2008, to facilitate communications between the
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WTRUSs 2002a, 2002b, 2002c and traditional land-line communications devices. For example,
the core network 2007 may include, or may communicate with, an IP gateway (eg., an IP
multimedia subsystem (IMS) server) that serves as an interface between the core network 2007
and the PSTN 2008. In addition, the core network 2007 may provide the WTRUs 20023, 2002b,
2002c with access to the networks 2012, which may include other wired or wireless networks
that are owned and/or operated by other service providers.

[0169] FIG. 20E is asystem diagram of the RAN 2005 and the core network 2009 according
to an embodiment. The RAN 2005 may be an access service network (ASN) that employs |IEEE
802. 16 radio technology to communicate with the WTRUs 2002a, 2002b, 2002¢ over the air
interface 2017. Aswill be further discussed below, the communication links between the
different functional entities of the WTRUs 20023, 2002b, 2002c, the RAN 2005, and the core
network 2009 may be defined as reference points.

[0170] Asshown in FIG. 20E, the RAN 2005 may include base stations 2080a, 2080b,
2080c, and an ASN gateway 2082, though it will be appreciated that the RAN 2005 may include
any number of base stations and ASN gateways while remaining consistent with an embodiment.
The base stations 2080a, 2080b, 2080c may each be associated with aparticular cell (not shown)
in the RAN 2005 and may each include one or more transceivers for communicating with the
WTRUSs 20023, 2002b, 2002c over the air interface 2017. In one embodiment, the base stations
2080a, 2080b, 2080c may implement MIMO technology. Thus, the base station 2080a, for
example, may use multiple antennas to transmit wireless signals to, and receive wireless signals
from, the WTRU 2002a. The base stations 2080a, 2080b, 2080c may also provide mobility
management functions, such as handoff triggering, tunnel establishment, radio resource
management, traffic classification, quality of service (QoS) policy enforcement, and the like. The
ASN gateway 2082 may serve as atraffic aggregation point and may be responsible for paging,
caching of subscriber profiles, routing to the core network 2009, and the like.

[0171] The air interface 2017 between the WTRUs 2002a, 2002b, 2002c and the RAN 2005
may be defined as an RI reference point that implements the IEEE 802. 16 specification. In
addition, each of the WTRUSs 2002a, 2002b, 2002c may establish alogical interface (not shown)
with the core network 2009. The logical interface between the WTRUs 2002a, 2002b, 2002¢ and
the core network 2009 may be defined as an R2 reference point, which may be used for
authentication, authorization, |P host configuration management, and/or mobility management.
[0172] The communication link between each of the base stations 2080a, 2080b, 2080c may
be defined as an R8 reference point that includes protocols for facilitating WTRU handovers and

the transfer of data between base stations. The communication link between the base stations
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2080a, 2080b, 2080c and the ASN gateway 2082 may be defined as an R6 reference point. The
R6 reference point may include protocols for facilitating mobility management based on mobility
events associated with each of the WTRUs 2002a, 2002b, 2002c.

[0173] Asshown in FIG. 20E, the RAN 2005 may be connected to the core network 2009.
The communication link between the RAN 2005 and the core network 2009 may defined as an
R3 reference point that includes protocols for facilitating data transfer and mobility management
capabilities, for example. The core network 2009 may include amobile IP home agent (MIP-
HA) 2084, an authentication, authorization, accounting (AAA) server 2086, and a gateway 2088.
While each of the foregoing elements are depicted as part of the core network 20009, it will be
appreciated that any one of these elements may be owned and/or operated by an entity other than
the core network operator.

[0174] The MIP-HA may be responsible for IP address management, and may enable the
WTRUSs 2002a, 2002b, 2002c to roam between different ASNs and/or different core networks.
The MIP-HA 2084 may provide the WTRUs 2002a, 2002b, 2002c with access to packet-
switched networks, such asthe Internet 2010, to facilitate communications between the WTRUs
20023, 2002b, 2002c and |P-enabled devices. The AAA server 2086 may be responsible for user
authentication and for supporting user services. The gateway 2088 may facilitate interworking
with other networks. For example, the gateway 2088 may provide the WTRUs 2002a, 2002b,
2002c with access to circuit-switched networks, such asthe PSTN 2008, to facilitate
communications between the WTRUs 2002a, 2002b, 2002¢ and traditional land-line
communications devices. In addition, the gateway 2088 may provide the WTRUs 2002a, 2002b,
2002c with access to the networks 2012, which may include other wired or wireless networks
that are owned and/or operated by other service providers.

[0175] Although not shown in FIG. 20E, it will be appreciated that the RAN 2005 may be
connected to other ASNs and the core network 2009 may be connected to other core networks.
The communication link between the RAN 2005 the other ASNs may be defined as an R4
reference point, which may include protocols for coordinating the mobility of the WTRUs
20023, 2002b, 2002¢ between the RAN 2005 and the other ASNs. The communication link
between the core network 2009 and the other core networks may be defined as an R5 reference,
which may include protocols for facilitating interworking between home core networks and
visited core networks.

[0176] The processes and instrumentalities described herein may apply in any combination,

may apply to other wireless technologies, and for other services.
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[0177] A WTRU may refer to an identity of the physical device, or to the user's identity such
as subscription related identities, e.g., MSISDN, SIP URI, etc. WTRU may refer to application-
based identities, e.g., user names that may be used per application.

[0178] The processes described above may beimplemented in acomputer program,
software, and/or firmware incorporated in a computer-readable medium for execution by a
computer and/or processor. Examples of computer-readable mediainclude, but are not limited to,
electronic signals (transmitted over wired and/or wireless connections) and/or computer-readable
storage media. Examples of computer-readable storage mediainclude, but are not limited to, a
read only memory (ROM), arandom access memory (RAM), aregister, cache memory,
semiconductor memory devices, magnetic media such as, but not limited to, internal hard disks
and removable disks, magneto-optical media, and/or optical media such as CD-ROM disks,
and/or digital versatile disks (DVDs). A processor in association with software may be used to
implement aradio frequency transceiver for use in aWTRU, UE, terminal, base station, RNC,

and/or any host computer.
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CLAIMS
What is Claimed:

1 A method comprising:
receiving avideo packet associated with avideo stream from an application layer;
assigning an importance level to the video packet, the importance level being associated
with atransmission priority of the video packet, wherein the importance level is associated with
aretransmission limit of the video packet; and

sending the video packet according to the retransmission limit.

2. The method of claim 1, further comprising assigning the retransmission limit based at

least in part on anetwork event.

3. The method of claim 2, further comprising assigning the retransmission limit based at

least in part on apacket loss event.

4. The method of claim 2, further comprising assigning the retransmission limit based at

least in part on acongestion level.

5. The method of claim 1, further comprising assigning the video packet ahigh importance

level if the video packet is an Instantaneous Decoder Refresh (IDR) frame.

6. The method of claim 1, further comprising assigning the video packet ahigh priority
level if the video packet is subsequent to an Instantaneous Decoder Refresh (IDR) frame and
prior to apacket loss after the IDR frame.

7. The method of claim 1, further comprising assigning the video packet ahigh priority
level if the video packet occursin atime interval following an IDR frame during which a

compatibility constraint is satisfied.

8. The method of claim 7, wherein the compatibility constraint requires the load resulting
from the video traffic of al priority levelsto be less than athreshold.

- 40 -



WO 2014/182782 PCT/US2014/037098

9. The method of claim 1, further comprising assigning the video packet alow priority level
if the video packet is subsequent to packet loss and prior to the first IDR frame following the
packet loss.

10. The method of claim 1, wherein the video stream comprises aplurality of video packets,
and wherein afirst subset of the plurality of video packets is associated with afirst importance
level, a second subset of the plurality of video packets is associated with a second importance
level, and athird subset of the plurality of video packets is associated with athird importance

level.

11. A device for transmitting avideo packet, the device comprising:
aprocessor; and
amemory comprising processor-executable instructions that, when executed by the
processor, cause the processor to
receive avideo packet associated with avideo stream from an application layer,
the video packet characterized by an access category;
assign an importance level to the video packet, the importance level being
associated with atransmission priority of the video packet, wherein the importance level is
associated with aretransmission limit of the video packet; and

send the video packet according to the retransmission limit.

12, The device of claim 11, the memory comprising further processor-executable instructions

for assigning the retransmission limit based at least in part on anetwork event.

13. The device of claim 12, the memory comprising further processor-executable instructions

for assigning the retransmission limit based at least in part on apacket loss event.

14. The device of claim 12, the memory comprising further processor-executable instructions

for assigning the retransmission limit based at least in part on a congestion level.

15. The device of claim 11, the memory comprising further processor-executable instructions
for assigning the video packet ahigh priority level if the video packet is an Instantaneous
Decoder Refresh (IDR) frame.
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16.  The device of claim 11, the memory comprising further processor-executable instructions
for assigning the video packet ahigh priority level if the video packet is subsequent to an
Instantaneous Decoder Refresh (IDR) frame and prior to apacket loss after the IDR frame.

17. The device of claim 11, the memory comprising further processor-executable instructions
for assigning the video packet ahigh priority level if the video packet occursin atime interval

following an IDR frame during which acompatibility constraint is satisfied.

18. The device of claim 17, wherein the compatibility constraint requires the load resulting

from the video traffic of al priority levelsto be less than athreshold.

19. The device of claim 11, the memory comprising further processor-executable instructions
for assigning the video packet alow priority level if the video packet is subsegquent to packet loss

and prior to the first IDR frame following the packet loss.

20. The device of claim 11, wherein the video stream comprises aplurality of video packets,
and wherein afirst subset of the plurality of video packets is associated with afirst importance
level, a second subset of the plurality of video packets is associated with a second importance
level, and athird subset of the plurality of video packets is associated with athird importance

level.
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