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(7) ABSTRACT

An apparatus of detecting an object on a road surface
includes a stereo set of video cameras mounted on a vehicle
to produce right and left images, a storage to store the right
and left images, a parameter computation unit to compute a
parameter representing road planarity constraint based on
the images of the storage, a corresponding point computa-
tion unit to compute correspondence between a first point on
one of the right and left images and a second point on the
other, which corresponds to the first point, based on the
parameter, an image transformation unit to produce a trans-
formed image from the one image using the correspondence,
and a detector to detect an object having a dimension larger
than a given value in a vertical direction with respect to the
road surface, using the correspondence and the transformed
image.
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OBSTACLE DETECTION APPARATUS AND A
METHOD THEREFOR

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is based upon and claims the
benefit of priority from prior Japanese Patent Applications
No. 2004-205857, filed Jul. 13, 2004; and No. 2005-122547,
filed Apr. 20, 2005, the entire contents of both of which are
incorporated herein by reference.

BACKGROUND OF THE INVENTION
[0002] 1. Field of the Invention

[0003] The present invention relates to an obstacle detec-
tion apparatus, particularly to an obstacle detection appara-
tus to detect an obstacle on a road such as a preceding
vehicle surround a vehicle, a parking vehicle or a pedestrian.

[0004] 2. Description of the Related Art

[0005] 1t is important for realizing car safety support
system or automatic driving system to detect obstacles in the
surrounding environment. There are two methods to detect
obstacles. One is to use active sensors such as laser radar or
millimeter wave radar. The other is to use passive sensors
such as video cameras.

[0006] A system which uses video cameras is capable of
detecting not only obstacles but also lane markings on the
road. This is an advantage of a system which uses video
cameras. There is a big advantage capable of realizing a
comparatively low cost system by use of a general-purpose
device such as a camera.

[0007] 1t is possible to detect obstacles with a single
camera system by using techniques such as motion stereo or
pattern recognition. However, the system requires a bulky
calculation amount to make it difficult to perform a real-time
processing, and must be improved in precision, too. For the
reasons, it is practical to obtain stereovision by using two or
more cameras. The stereo vision is based on the principle of
triangulation.

[0008] Suppose there are two cameras, left and right, and
the relative position between the cameras are known. The
three-dimensional position of an object can be obtained if
the correspondence of the projected images of the object on
the left and the right cameras is provided.

[0009] Accordingly, in stereovision, a work called with
calibration for obtaining parameters concerning a positional
relation between the camera and a work called with corre-
sponding point search for obtaining correspondence relation
between images are necessary.

[0010] It is necessary for performing a calibration of
conventional stereo cameras to capture a number of points
known and dispersed in three-dimension position and pro-
vide a corresponding relation of the projection points of the
captured points between the cameras. This needs a large
amount of labor.

[0011] Tt is necessary for knowing a distance from each of
the points to an object on an image to do corresponding point
search for all points. However, it is not always possible to
find correct correspondence for all the points in a pair of
images. Wrong distance information is provided when a set
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of wrong corresponding points are given. This is very
undesirable in view of support of safe driving of a car.

[0012] On the other hand, if we only need to distinguish
obstacle areas from a road area, there is a method which does
not need correspondence search nor complicated calibration.

[0013] Suppose a point on a road surface is projected to a
point (u, v) on the left image and point (u', v') on the right
image, the relation between (u, v) and (u', v') is expressed by
the following equation:

;_ h11u+h12v+h13

_ v+ hoov + b3 (03]
“= hsru+ hav + hss oY

B hz1u+ h3ov + 33

’

[0014] This is referred to as a road planarity constraint
equation hereinafter. h={h11, h12, h13, h21, h22, h23, h31,
h32, h33} represents a parameter dependent upon a position
and posture of each camera to the road surface, a focal
distance of optical lens of each camera, and an image origin.
This is previously obtained from a set of right and left
projection points of points not less than four points on the
road surface (ui, vi) (u', vi) {i=1, 2, ..., N}. If an arbitrary
point P (u, v) on one image is assumed to exist on the road
surface, a corresponding point P'(u', v') on the other image
is obtained by this relational equation. If the point P exists
on the road surface, the points P and P' are a set of correct
corresponding points. Therefore, a small partial image
around the point P matches a small partial image around the
point P".

[0015] On the contrary, if the point P does not exist on the
road surface, the points P and P' are not a set of correct
corresponding points. In this case, the partial images do not
match well.

[0016] Accordingly, it can be determined whether or not
an arbitrary point on the image exists on the road surface by
comparing the partial images based on the correspondence
provided by the equation (1).

[0017] This technique is called a plane projection stereo
method and disclosed in Japanese Patent Laid-Open No.
2001-76128, for example. The plane projection stereo
method has an advantage that calibration is easy and corre-
sponding point search is not necessary. Though this tech-
nique can separate a road area and an obstacle area, it has a
problem that it cannot grasp the precise position and dis-
tance.

[0018] As above described, when an obstacle is detected
by conventional stereovision, a complicated calibration
work needs. There is a problem on reliability of measure-
ment so that the failure of corresponding point searching
results in providing error distance information. On the other
hand, where an obstacle is detected by a plane projection
stereo method, there is a problem on precision of measure-
ment in terms of position and distance.

BRIEF SUMMARY OF THE INVENTION

[0019] An aspect of the present invention provides an
apparatus of detecting an object on a road surface compris-
ing: a stereo set of video cameras mounted on a vehicle to
produce right and left images on a road surface; an image
storage unit configured to store the right and left images; a
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parameter computation unit configured to compute a param-
eter representing road planarity constraint based on the
images stored in the image storage unit; a corresponding
point computation unit configured to compute correspon-
dence between a first point on one image of the right and left
images on the road surface and a second point on other
image of the right and left images, which corresponds to the
first point, based on the parameter; an image transformation
unit configured to produce a transformed image from the one
image using the correspondence; and a detector to detect an
object having a dimension larger than a given value in a
substantially vertical direction with respect to the road
surface, using the correspondence and the transformed
image.

[0020] Another aspect of the present invention provides a
method of detecting an object on a road surface comprising:
acquiring right and left images by a set of stereo video
cameras mounted on a vehicle; storing the right and left
images in a storage unit; obtaining a parameter representing
road planarity constraint based on the right and left images
stored in the storage unit; computing the correspondence
between a first point set to one image of the right and left
images on the road surface and a second point on other
image of the right and left images, which corresponds to the
first point, based on the parameter; generating a transformed
image from the one image using the correspondence; and
detecting as an obstacle an object having a height larger than
a given value with respect to the road surface, using the
correspondence and the transformed image.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING

[0021] FIG. 1 shows a perspective view of a car mounted
with two video cameras and an obstacle detection apparatus
according to a first embodiment of the present invention.

[0022] FIG.2 is a diagram showing a image captured with
a left side video camera.

[0023] FIG. 3 is a diagram showing a image captured with
a right side video camera.

[0024] FIG. 4 is a diagram showing a transformed image
of the right image.

[0025] FIG. 5 is a block circuit diagram of the obstacle
detection apparatus of the first embodiment of the present
invention.

[0026] FIG. 6 is a diagram showing a search region to be
searched with the obstacle detection apparatus.

[0027] FIG. 7 is a diagram for explaining obstacle detec-
tion according to the first embodiment of the present inven-
tion.

[0028] FIG. 8 is a flowchart for explaining obstacle detec-
tion according to the first embodiment of the present inven-
tion.

[0029] FIG. 9 is a diagram representing correspondence
relation of a grounding position of an obstacle with a road
surface and right and left images.

[0030] FIG. 10 is a diagram representing position relation
of a road surface and an obstacle to right and left cameras.
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[0031] FIG. 11 is a block diagram of an obstacle detection
apparatus of a second embodiment of the present invention.

[0032] FIG. 12 is a diagram for explaining match between
a target image and a reference image.

[0033] FIG. 13 is a diagram for explaining a transformed
road surface image and a transformed road surface image.

[0034] FIG. 14 is a diagram for explaining relation
between a road surface, an obstacle and a boundary line of
the road surface and the obstacle.

[0035] FIG. 15 is a diagram for explaining segmentation
of an image into partial images and matching result of a
partial image.

[0036] FIG. 16 is a flowchart of boundary line function
optimization process.

[0037] FIG. 17 is a flowchart of a subroutine 1 in the
grounding line function optimization process.

[0038] FIG. 18 is a diagram for explaining occlusion due
to an obstacle.
[0039] FIG. 19 is a block diagram of a processor to

execute the present invention by software.

DETAILED DESCRIPTION OF THE
INVENTION

First Embodiment

[0040] An obstacle detection apparatus of the first embodi-
ment of the present invention uses left and right video
cameras 111 and 11R mounted on a car at right and left front
positions thereof as shown in FIG. 1. These video cameras
111 and 11R are considered on a camera model according to
the following assumption:

[0041] (1) An area comparatively far from the cameras is
set to an object area.

[0042] (2) The distance between the left and the right
cameras with respect to the direction of the camera’s optical
axis is small.

[0043] (3) The optical axes of the right and left cameras
are approximately parallel with each other and toward an
approximately horizontal direction, and the vertical axis of
an imaging surface is toward an approximately vertical
direction.

[0044] Omission of the above assumption does not affect
the implementation of the present invention. However, if the
present embodiment is based on the above assumption,
necessary computation is simplified to be more practical.

[0045] If Z axis is in parallel with the optical axis of the
camera, and the height of the road surface is 0, a projection
point to an image of a point (X, 0, Z) on a road surface is
assumed (u, v). If Z axis is in parallel with the optical axis
of the camera, the relational equation (1) is simplified by the
above assumption as expressed by the following equation

@
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[0046] Projection points (ul, v1) (ur, vr) of points existing
on the road surface to the right and left images are associated
with each other by the affine transformation based on the
equation (1') as shown by the following equation.

(- () v

[0047] In the above description, the road surface is
assumed Y=0 for simplification. However, even if the road
surface has a tilt with respect to the Z axis as expressed by
Y=aZ+p, the projection points of a point existing on the
road surface to the right and left images are associated with
each other by affine transformation similarly. The parameter
of this affine transformation can be computed using corre-
spondence relation between feature points not less than four
points existing on the road surface.

[0048] 1In a conventional plane projection stereo method,
the hypothesis test is performed based on assumption that a
point of interest is a road area. However, this method is not
very reliable for several reasons. Firstly, a mirrored image of
an obstacle in a reflective surface such as wet road surface
in the rain seemingly has a negative height thus fails the
hypothesis test. Secondly, specular reflection sometimes
causes significant difference between the left and the right
images which affects the accuracy of the hypothesis test.

[0049] In an embodiment of the present invention, pro-
jection points in the right and left images on the road surface
correspond to each other according to a relational expression
such as the equation (3). Further, it is determined whether
there is an obstacle having a height more than a given height
at a point on the road by assuming obstacles stand nearly
perpendicular to a road surface. An example of this deter-
mination method will be described hereinafter.

[0050] FIG. 2 shows an example of the left image cap-
tured by the left video camera, FIG. 3 shows an example of
the right image captured by the right video camera, and FIG.
4 shows a transformed image obtained by subjecting the
image of FIG. 2 to affine transformation. When a point P1
of FIG. 2 is assumed to be included in a road region, a
corresponding point of FIG. 3 is set to Pr. When an area Al
including the point P1 and spreading upward from the point
P1 as shown in FIG. 2 is considered, if this area Al is a road
area, it should match with an areca Ar2 of FIG. 4.

[0051] On the other hand, if the area Al is an obstacle
grounded at the point Pl it should match with an area Arl
of FIG. 2. Accordingly, it is possible to determine whether
the point P1 is a road area or an obstacle by comparing the
region Al with both regions Arl and Ar2.

[0052] The present embodiment is based on the above
determination method, and identify an obstacle on a road
surface and a road area by using two video cameras mounted
on a car as shown in FIG. 1. In other words, it is assumed
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to detect an obstacle existing on a road plane such as a
pedestrian, a preceding car and a parked car, using two right
and left video cameras 111 and 11R mounted on a car as
shown in FIG. 1. FIG. 5 shows a schematic configuration of
an obstacle detection apparatus of the present embodiment,
which comprises an image input unit 12, an image storage
unit 13, a parameter computation unit 14, a corresponding
point computation unit 15, an image transformation unit 16
and a detection unit 17.

[0053] This obstacle detection apparatus computes a rela-
tional equation (referred to as road planarity constraint)
established between projection position on right and left
images at a point on the road surface to identify an obstacle
existing on the road surface and a road area. In this obstacle
detection apparatus, the image storage unit 13 stores images
input by the right and left video cameras 111 and 11R of the
image input unit in an image memory.

[0054] The parameter computation unit 14 computes the
parameter of the road planarity constraint on the basis of two
images captured by the right and left video cameras 111. and
11R, respectively, and stored in the image storage unit 13,
that is, the images shown in FIGS. 2 and 3. A concrete
computation of the parameter is done as follows.

[0055] The parameter computation unit 14 computes a
road planarity constraint of the road surface with a vanishing
point and two lane marking lines obtained by the feature
extractor 3 while the car is stopping. Suppose a point (X, Y,
Z) in a three-dimensional space is projected to a point (u, v).
The relation between (u, v) and (X, Y, Z) is expressed as
follows:

_huX +hpY+hsZ+n 2
U MaX thnY +hnZ 41

X Y +hsZ+ 1y 3
- h31X +h32Y+h33Z+[3

[0056] h=(h11, h12, ..., t3), and T indicates parameters
concerning the posture of the camera, a position thereof, a
focal distance and the center of the image. Since a uniform
scalar change of the parameters does not change the rela-
tionship, h32 is set to unity for simplicity.

[0057] In a stereo camera coordinate system, the road
surface (target plane) is represented as Z=0. Thus, the
projection point of the point P (X, Y) on the road surface is
represented by substituting Z=0.

_ AuX +hpY+n

X +hpY+n )
h31X+Y+l‘3 T

h31X+Y+l‘3

[0058] A camera model is considered under the following
premise here.

[0059] (a) A area comparatively far from the cameras is
set to an object region

[0060] (b) Position deviation of the right and left cam-
eras along the Y axis is small.

[0061] With these assumptions, the following equation is
established

Denominator of equation (4)=Y+p+A31X+A3=Y+p
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[0062] P is a Y-direction deviation of a coordinate origin
with respect to a median of view points of the right and left
cameras as shown in FIG. 5, and t3=f+At3. Accordingly, the
equation (4) can be simplified as the following equation:

AuX+hpY+n I X +hnY +1o 6)
B Y+p v Y+

[0063] Further when Yc=Y+f,
[M}_[hu ll—ﬁhlz}[x/yc}+[h12} @)
v b - pha | 1/Yc ha

[0064] The matrix of the right-hand member is assumed to
be M. When the intersection point (vanishing point) of white
lines 11 and 12 is assumed t=(u0, v0), (h12, h22)T=t.
Assuming that X=(X/Yc, 1/Yc)", and projection points of
the point P on the road surface to right and left images are
ul and ur,

w—-t=MX, u~t=MX (8

[0065] (tl, tr are vanishing points of the white lines).

Thus,
=t =M My (- 1)=A (1) ©)
[0066] “1” and “r” are subscripts which refer to the right

and the left images respectively. Because calibration of a
stereo camera is not done, Ml and Mr are unknown. How-
ever, A is previously obtained from the feature point on the
road surface having no tilt while the car is stopping.

[0067] Assume that a road plane varies from a reference
plane Z=0 to an inclined plane Z=pY by a tilt change of a
road at the time of travel motion and oscillation of a car.
Generally, a slope in the X-direction is smaller than that in
the Y-direction, it can be ignored. If a line intersection of an
inclined plane and a target plane is assumed to be an X-axis,
equation of the inclined plane can be expressed with Z=pY.
A method of computing a road planarity constraint for Z=pY
from movement of two white lines will be described here-
inafter. When Z=pY is substituted for equation (4), a pro-
jection position (u', v') to an image of a point (X, Y, Z) on
the inclined plane is expressed by the following equation
under above-mentioned two assumptions.

S = A X + (hip + phi)Y +14 (10)
(1 +phy)Y + 8

[0068] If a tilt is assumed minimal, that is, P=0, the
following equation is established.

S A X + (hip + phi)Y +14 (11)
a Y+
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[0069] With Yc=Y+f, v'is subjected to equation transfor-
mation by the equation further (3), too.

u _ hy 0 =Puy[X/Yc i (12)
[V/}_[hzl 12—,3"6}[ 1/Yc }4—[ Vf)}
Au=(Au,AV)T=u-t, Au'=(Au',AvY =u'~t'
[0070] From equation (7)

Au=MX

[0071] Therefore the above equation is expressed as fol-
lows,

= Au + 8/ YcAr where

Ar = (Au0, A0 =1 -7

[0072] The following equation is established by equation
™).

X=M"'Au (14)
el - [mu mlz} 15
B mpy ma
[0073] In this case, 1/Yc=m21Au+m22Av
[0074] Therefore, the equation (13) is expressed as fol-
lows:
1+ B1Auy  BrAug (16)
A =
Bilvy 1+ BrAvg
[0075] where f1=m21f, f2=m22f

[0076] 1If one of the white lines on the image changes from
11:Av=plAu to I'l: Av=p'1Au’ due to tilt as shown in FIG. 7,
the following equation is established by equation (16).

(p"1Aug=Avo)By+py (P Atg=Ave)Bo=p1-p'y an
[0077] Similarly, if the other (I2—1'2) of the white lines is

subjected to transformation of equation, the following equa-
tion is provided.

("2 hg—Ave)Bytpy (poAUG-Av)Bo=pr—p’, (18)
[0078] Two linear equations on B=(f1, p2)T are obtained.
If B is obtained, the matrix k of the equation (16) can be
obtained. The projection position of a point on the road plane
point is converted to Au'l=k1Aul, Au'r=KrAur by a change
of a tilt when the above process is done for each of the right
and left images. Accordingly, the following equation is
provided when the equation (9) is used.

Aw' =K Au=K AAu=K AK*Au', (19)

[0079] A of the equation (11) changes to A'=KrAKI-1.
The equation (19) is a road planarity constraint to an inclined
surface.
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[0080] When a position of an arbitrary point on one of the
right and left images is set as an input point and a road
planarity constraint is applied to that point, the correspond-
ing point computation unit 15 computes a position of the
corresponding point of the input point on the other image,
and output a result. The image transformation unit 16
transforms the right image as shown in FIG. 2 so that the
region satisfying the road planarity constraint in the right
image matches with the left image as shown in FIG. 3, using
correspondence relation between the right and left images
obtained by the corresponding point calculation part 15, to
make a transformed image as shown in FIG. 4 and store it
to the image storage unit 13.

[0081] The detector 17 sets an obstacle search region as
shown in, for example, FIG. 6 to one image (for example,
the left image), and determines whether points in the search
region are obstacles or not.

[0082] The detector 17 detects an obstacle using the left
image, right image and transformed image shown in FIG. 7
which are stored in the image storage unit 13. In this case,
a vertical strip region Al is set to the left image as shown in
FIG. 7 and every hypothesized grounding position of an
obstacle in the region Al is tested whether or not there is an
obstacle at the grounding position.

[0083] Suppose that a point P1 in the left image of FIG.
7 is a grounding position of an obstacle, and the points on
the right image and transformed image of FIG. 7, which
correspond to the point P1 of the left image are Prl and Prtl,
respectively. In this case, the part of the region Al above the
point P1 corresponds to the region Arl of the right image
shown in FIG. 7, and the part of the region Al below the
point P1 corresponds to a region below the point Prtl of the
region Art in the transformed image of FIG. 7. On the basis
of this correspondence, matching between an image of the
region Al and the corresponding region in the right image
and the transformed image are computed by normalized
correlation or whatever method which computes goodness
of a match between two partial images.

[0084] Likewise, suppose the point P2 in the left image of
FIG. 7 is a grounding position of the obstacle, and the points
of the right image and transformed image of FIG. 7, which
correspond to the point P2 of the left image are Pr2 and Prt2,
respectively. In this case, the region above the point P2 on
the image of the region Al corresponds to the right image
region Ar2 of FIG. 7, and the region below the point P2 on
the image of the region Al corresponds to the region below
the point Prt2 on the region Art of the transformed image of
FIG. 7. On the basis of this correspondence relation, match-
ing between an image of the region Al in the left image of
FIG. 7 and the corresponding region in the right image and
the transformed image are computed by normalized corre-
lation or whatever method which computes goodness of a
match between two partial images.

[0085] Further, suppose the point P3 in the left image of
FIG. 7 is a grounding position of the obstacle, and the points
of the right image and transformed image of FIG. 7, which
correspond to the point P3 of the left image are points Pr3
and Prt3, respectively. In this case, the region above the
point P3 on the image of the region Al corresponds to the
region Ar3 of FIG. 7 and the region below the point P3 of
the image of the region Al corresponds to the region below
the point Prt3 of the region Art in the transformed image. On
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the basis of this correspondence relation, matching between
an image of the region Al in the left image of FIG. 7 and the
corresponding region in the right image and the transformed
image are computed by normalized correlation or whatever
method which computes goodness of a match between two
partial images.

[0086] As discussed above, when the above process is
repeated varying the hypothesized grounding point from the
top to the bottom, matching of the image with respect to each
hypothesized grounding position is obtained as shown by a
graph of the images of FIG. 7. In other words, suppose the
point P1 is the grounding point of an obstacle. In that case,
the image signal (luminance signal) of the region Arl of the
right image is added to the image signal (luminance signal)
of the region below the point Prtl on the region Art of the
transformed image, and the addition result is compared with
the signal of the region Al of the left image, the matching of
the images is computed.

[0087] Similarly, suppose the point P2 is the grounding
point of an obstacle. In that case, the image signal (lumi-
nance signal) of the region Ar2 of the right image is added
to the image signal (luminance signal) of the region below
the point Prt2 on the region Art of the transformed image,
and the addition result is compared with the signal of the
region Al of the left image, the matching of the images is
computed.

[0088] Similarly, suppose the point P3 is the grounding
point of an obstacle. In that case, the image signal (lumi-
nance signal) of the region Ar3 of the right image is added
to the image signal (luminance signal) of the region below
the point Prt3 on the region Art of the transformed image,
and the addition result is compared with the signal of the
region Al of the left image, the matching of the images is
computed. As a result, a graph showing matching of images
as shown in FIG. 7 is formed. When the grounding position
is correctly assumed to be the point P2 of the left image of
FIG. 7 by the graph, the correct correspondence relation
between the region in the left image and the right and
transformed images is provided, resulting in the highest
match between the images.

[0089] The point which provides the highest match in the
graph is assumed to be the grounding position of the obstacle
in the region Al If this procedure is repeated while shifting
the vertical strip region Al to the horizontal direction, it is
possible to obtain in stable and accurate grounding positions
of obstacles over the entire image.

[0090] FIG. 8 shows the entire flow of obstacle detection
according to the embodiment of the present invention.
According to this, when right and left images are input from
a video camera, they are stored in a memory (S1, S2). A
parameter of road planarity constraint is computed based on
the stored right and left images (S3). When the road pla-
narity constraint parameter is applied to a point of the left
image, the position of a point of the right image correspond-
ing to the point of the left image is computed (S4). The right
image is subjected to affine transformation to match with the
left image using correspondence relation between a set point
of the left image and the computed point of the right image.
The transformed image is stored in the memory (S5, S6).

[0091] The stored image is read (S8), and the strip region
Al is set to the left image with respect to the point P1 of the
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left image as shown in FIG. 7 (S8). A region Ar (or Arl) is
set to the right image with respect to the point Pr (or Prl)
corresponding to the point P1 (S9). Further, a region Art is
set to the transformed image with respect to the point Prt (or
Prt1) corresponding to the point P1 (S10). The match of the
images is obtained with respect to the region Al of the set left
image, the region Ar of the right image and the transformed
image Art (S11).

[0092] The point P1 of the left image is updated to the
point P2 in vertical direction (S12). It is determined whether
the update is done n times (S13). When this determination is
NO, and the process returns to step S7, the process of the
steps S7 to S13 is repeated with respect to the point P2.

[0093] When the determination of step 13 is YES, obstacle
detection is determined from the matching result of the
images (S14). In this time, when there is a peak in a
waveform showing the goodness of the match of the images,
that is, obstacle detection is determined, the process is
finished. However, if there is no peak in the waveform
showing matching of the images, the point Pl of the left
image is shifted in horizontal direction to be reset (S15), and
the process from step 7 is done again.

[0094] When an obstacle is detected as described above,
an obstacle detection signal is output. The obstacle detection
signal is transmitted to a safety driving support apparatus or
an automotive vehicle for supporting safety driving of a car.

[0095] Tt is possible to determine easily a car and motor-
cycle having a length in substantially vertical direction with
respect to the road surface by setting a strip region having a
given length in substantially vertical direction to a captured
image as described in the above embodiment. They can be
detected as obstacles to the moving car.

[0096] The present invention can realize a process shown
in FIG. 8 by software as well as hardware. The present
invention can be applied not only to a car running a general
road or a highway but also to an automotive vehicle or
automotive inspection vehicle, which moves a yard road, a
tunnel or an indoor path.

Second Embodiment

[0097] The reason why general stereovision is not very
reliable is that it tries to estimate depth for every pixel in an
image. Since triangulation requires a point correspondence
for each measurement, general stereovision is a problem of
estimating N parameters from N data, where N is the number
of pixels in an image. It is very difficult to obtain statistically
stable estimation of the parameters in this problem setting.

[0098] For this reason, it is necessary to introduce a strong
constraint and significantly reduce the number of parameters
to be estimated. Consequently, the present embodiment uses
not only road planarity constraint used in a plane projection
stereo, but also obstacle planarity constraint, which gives
correspondence between the left and right projections of a
point which has a certain depth. The obstacle planarity
constraint is given by the following equation (20) similar to
the road planarity constraint.
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u= guu+gry+gs

o = g21u+gnv+gx (20)
U+ gnu+ g’

314+ g3V + ¢33

[0099] When the obstacle O stands perpendicular to the
road surface S as shown in FIG. 9, and the grounding point
to the road surface S of the obstacle O on the image 1 is
assumed to be a point P, the corresponding point P' on the
image 2 of the point P is given by the road planarity
constraint equation of the equation (1). Then, the point on
the obstacle O has the same depth as the point P due to the
assumption that the obstacle stands perpendicular to the road
surface. Accordingly, the parameter of the obstacle surface
constraint equation (20) can be determined by the depth of
the point P. As a result, the region A' in the reference image
which corresponds to the partial region above the point P in
a rectangular region A in the target image can be obtained by
the obstacle surface constraint.

[0100] Because the partial region below the point P of the
region A is the road surface, the region A" corresponding to
the partial region in the reference image can be obtained by
the road planarity constraint equation (1).

[0101] From the above, with the assumption that the
obstacle stands perpendicular to the road surface, a single
grounding point parameter uniquely determine the corre-
sponding region in the reference image which corresponds
to the region A in the target image.

[0102] Suppose the width of the target image and the
height of the image below the horizon are W and H respec-
tively and the image below the horizon in the target image
is divided into W columns which have 1 pixel in width and
H pixels in height. If one grounding point parameter is given
to each column, correspondence relation from the target
image to the reference image is uniquely determined. Match
between two images is measured based on this correspon-
dence relation, the obstacle can be detected by obtaining a
series of grounding point parameters (boundary line between
obstacles and the road surface) to maximize the match. This
is a problem of estimating W parameters from a pair of
images each which has W by H pixels. Since the number of
data is much larger than the number of parameters to be
estimated, statistically stable estimation can be obtained.
Because this is optimization of one-dimensional function
referred to as the grounding line, an optimization method of
good efficiency such as Dynamic Programming can be
applied to this embodiment.

[0103] The second embodiment of the present invention
will be described referring to drawings. The present embodi-
ment assumes circumstances detecting an obstacle existing
on road surface, for example, a pedestrian, a preceding car,
a parked vehicle using a stereo camera unit having right and
left cameras mounted on a car similarly to FIG. 1. As shown
in FIG. 10, the cameras are arranged so that the region in the
three-dimensional space from which an obstacle is to be
detected is included in the visual field of all cameras. The
images captured with the right and left cameras respectively
are stored in the storage device of a computer.

[0104] The optical axes of the two cameras are approxi-
mately parallel with each other. Further the plane including
two optical axes is substantially parallel with the road
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surface. The cameras are arranged so that position deviation
between two cameras with respect to the direction of the
cameras optical axis is minute in comparison with the depth
of the obstacle.

[0105] The above arrangement of the cameras largely
decreases an arithmetic operation quantity required for con-
version of the image and computation of correspondence
relation between coordinates. Accordingly, if there is no
constraint from the outside in regard to arrangement of the
cameras, the above camera arrangement is preferable. How-
ever, it should be noted that the present embodiment is not
limited to the above camera arrangement. It is preferable that
the cameras are identical to each other in internal parameters
such as focal distance or size of the image plane, but this is
not always the necessary condition.

[0106] FIG. 11 shows a block diagram of an obstacle
detection apparatus of the present embodiment. Right and
left cameras 21R and 21L are connected to an image storage
unit 22 storing image signals output from the cameras. An
image storage unit 22 is connected to an image matching
computation unit 23 which computes matching between a
target image and a reference image. The output port of the
image matching computation unit 23 is connected to a
boundary line function optimizer 24 and a correspondence
computation unit 25.

[0107] The correspondence computation unit 25 computes
correspondence between the target image and the reference
image from the grounding position of the obstacle with the
road surface in the road surface region of the target image.
This correspondence computation unit 25 includes a road
region corresponding point computation module 25-1 com-
puting correspondence concerning the road surface region of
target image, and an obstacle region corresponding point
computation module 25-2 computing correspondence con-
cerning the obstacle region of the target image.

[0108] The road region corresponding point computation
module 25-1 computes at first a parameter of the road
planarity constraint equation (1) by means of techniques
described in Japanese Patent Laid-Open No. 2001-76128,
the entire contents of which are incorporated herein by
reference, and computes a coordinate (u', v') of the point of
the reference image which corresponds to a coordinate (u, v)
of a point in the target image, using the road planarity
constraint equation (1).

[0109] Obstacle region corresponding point computation
module 25-2 computes at first a parameter of the obstacle
surface constraint equation (20) with respect to a designated
depth d or a grounding point P of the road surface with the
obstacle, and computes a coordinate (u', v') of the point of
the reference image which corresponds to a coordinate (u, v)
of a point in the target image, using the obstacle constraint
equation (20). The parameter of the obstacle surface con-
straint equation (20) is computed as follows.

[0110] With the assumption that position vectors in two
camera coordinate systems concerning the point P on the
surface of the obstacle of a depth d are m=(X, Y, Z) and
m'=(X', Y, Z') respectively, and a rotating matrix connecting
two coordinate systems and a translation vector are R and t
respectively, the following relation is established between
vectors m and m'.

m'=Rm+t 1)
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[0111] If the point P lies on a plane of a depth d, the
position vector m satisfies the following equation, where n
is the unit vector representing the depth direction of one of
the camera coordinate system:

nTm=d (22)
[0112] The equation (21) can be transformed to the fol-
lowing equation (23) by substituting the equation (22) into
the equation (21).

’—(R mT] (23)
m' =R+ —|m

[0113] When a focal length of a camera is assumed to be
f, a coordinate of the point P on the right and left images is
given by the following equation.

(o V)=(XIZfY]Z), (u'V)=(XIZfY'IZ") 24
[0114] We define a matrix G as follows:

T feu Jfen &3 (25)
n
—>G=R+7 =| fou S8 823
fg31 fg32 833

[0115] An equation (20) is provided from the equations
(23), (24) and (25). If calibration of two cameras 21L and
21R is done, a rotating matrix R, a translation vector t and
a depth direction n are known. Accordingly, if the depth
parameter d is given, a parameter of the equation (20) is
uniquely determined.

[0116] When a coordinate (u, v) of a projection point of
the grounding point P of the road surface with the obstacle
to one image instead of the depth parameter d is given as
input, a coordinate (u', v') of a projection point of the point
P to the other image is computed using the road planarity
constraint equation (1). It is possible to obtain the depth d by
triangulation using this correspondence.

[0117] As described above, when the optical axes of two
cameras are approximately parallel, the plane including two
optical axes is approximately parallel with the road surface,
and the two cameras are mounted at approximately the same
depth, the equation (20) is largely simplified.

[0118] When the arrangement of the cameras satisfies the
above conditions, the depth direction almost coincides with
the optical axes of the cameras. Accordingly, the obstacle
surface is approximately parallel with the image plane, and
a pattern on the obstacle surface is projected to the image
plane of each of the right and left images by receiving only
the same scale change. In this case, the coordinates (u, v) and
(u', v'") of the points P on the obstacles on the right and left
images correspond to each other by the following equation
using two-dimensional rotation matrix Q to associate with
angles around the optical axes of the right and left camera
coordinate systems, and the translation vector s. This is
referred to as a simplified obstacle planarity constraint.
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o u (26)
[ /]zQ( ]+S
1% v

[0119] A line parallel to the image planes of the cameras
is drawn on the road surface beforehand, and an angle
between the line segments of the line, which are projected on
the right and left images is computed. This angle is assumed
to be a rotation angle of the rotation matrix Q. Assuming that
a relative position between the cameras does not change
while the car is traveling. In this case, since the parameter of
the rotating matrix Q is constant, the simplified obstacle
planarity constraint changes only the translation vector s
according to the position of the obstacle surface.

[0120] The translation vector s can be computed by giving
a set of coordinates (u, v) and (u', v') of points concerning
the point P on the obstacle surface and projected on the right
and left images. In the point where the obstacle surface and
the road surface cross to each other, the coordinates (u, v)
and (u', v') can be provided by the road planarity constraint.
Thus, if the grounding position of the obstacle with respect
to the road surface is provided, correspondence between the
projection images of the obstacle to the right and left images
can be computed.

[0121] When the image match computation unit 23
receives a target region image obtained by clipping a part of
the target image such as the region A shown in FIG. 12, and
a coordinate of a grounding point of the obstacle with the
road surface on the target image as a parameter, it computes
match between the target image and the image of the regions
of the reference image which corresponds to it.

[0122] When the region below the grounding point of the
target region image is assumed to be the road region, the
region A" of FIG. 12 corresponding to it in the reference
image is computed with the road region corresponding point
computation module 25-1. The match between the regions is
computed based on the correspondence and is output as road
region matching value.

[0123] When the region above the grounding point of the
target region image is assumed to have the same depth as the
grounding point, the region A' of FIG. 12 corresponding to
it in the reference image is computed with the road region
corresponding point computation module 25-2. The match
between the regions is computed based on the correspon-
dence and is output as obstacle region matching value.

[0124] The matching value may be obtained by compar-
ing, for example, brightness values of the corresponding
points to output 1 when a brightness difference is less than
a threshold, and otherwise 0. Alternatively, the matching
value may be obtained by clipping small regions near the
corresponding point, calculating normalized correlation
between the regions, and carry out threshold processing
similar to the above.

[0125] Because the brightness value is affected by various
parameters such as relative position between a camera and
a light source, or a value of an aperture of the camera, even
if a set of correct corresponding points are detected, the
brightness value may differ between the cameras. In such a
case, it is preferable to use means for comparing the shapes
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of local images similar to normalized correlation of a small
region rather than comparing brightness values directly.

[0126] However, in the case of comparing shapes, the
shapes of the left and right images of a pattern on the road
surface do not match because of deformation caused by
planar projection. For this reason, even if a set of correct
corresponding points are given, the shapes of the local
images near the points do not match with each other. In such
case, the road region corresponding point computation mod-
ule 25-1 produces a road surface transformed image in
which the road surface region of the reference image
matches with road surface region of the target image.

[0127] The obstacle region corresponding point computa-
tion module 25-2 produces an obstacle surface transformed
image in which the obstacle region having a constant depth
in the reference image matches with the obstacle region
having the same depth as the target image by translation.
With the road surface region of the target region image
below the boundary line between the road surface and
obstacles, the road region corresponding point computation
module 25-1 computes match between the road surface
region and the road surface transformed image obtained by
transforming the reference image. With the obstacle region
above the boundary line in the target region image, the road
region corresponding point computation module 25-2 com-
putes match between the obstacle region and the road
surface transformed image obtained by transforming the
reference image.

[0128] In this case, as for the road surface region, the same
road planarity constraint is used for the whole image.
Therefore, the road surface image transformation needs to be
done only once. However, as for obstacle region, the
obstacle planarity constraint differs according to the ground-
ing position of the obstacle to the road surface. Therefore,
the obstacle surface transformation needs to be done several
times. However, because this transformation is done to
correct deformation of the image when matching value of
the images is computed, it is not always necessary to
generate the transformed image for all grounding positions,
and only a few obstacle surface transformed images are
sufficient.

[0129] When simplified obstacle planarity constraint of
the equation (26) is used, the grounding position of the
obstacle differs due to only a difference of quantity of
parallel displacement. Accordingly, the obstacle surface
transformed image is generated only for a certain one
grounding position decided properly, and the obstacle sur-
face transformed image for another grounding position is
creased by correcting the already created obstacle surface
transformed image by the difference of the quantity of
parallel displacement. In this case, obstacle surface trans-
formation needs to be done only once

[0130] When the boundary line function optimization
module 24 sets a boundary line between the obstacle and the
road surface to the road surface region on the target image
as shown in FIG. 14, it computes a boundary line function
to maximize match between the target image and the refer-
ence image which is computed with the image matching
value computation unit 23, based on correspondence of
target image and reference image calculated by correspon-
dence computation unit 25. There will now be explained an
optimization method of a boundary line function using
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Dynamic Programming in the present embodiment referring
to flowcharts of FIGS. 16 and 17. For convenience of
explanation, an image of a left camera 211 is assumed to be
a target image, and an image of right camera 21R is assumed
to be a reference image.

[0131] At first, the region below the horizon of the target
image is divided into W columns A(i=1, . . . , W) as shown
in FIG. 15 (step S21), and an ordinate v,(v;=1, . ., H) of the
grounding position is provided for each column Ai (step
$22). Matching value fi(v,) of the road region of the region
Ai and matching value gi(v;) of the obstacle region thereof
are computed by the matching value computation unit 25
and the image match computation unit 23. In other words,
the subroutine 1 is carried out to compute C(v,) which is the
maximum matching value for regions from A, to A; when the
grounding position in the region A; is v; (step S23).

[0132] The subroutine 1 provides an ordinate v; ; of the
vertical position as shown in a flow of FIG. 17 (step 23-1),
and computes matching C; (v, ;)+c;(v;,v;.;) of the image
when the grounding line passes through v, ; and reaches v;
(S23-2). This computed result is stored in a storage unit.
Such a process is done repeatedly while varying v, ,, and the
maximum value of image match C;_(v;_;)+¢;(v;, v;_;) and the
value of path V, ; at that time are obtained from the result
and make a return value (S23-3).

[0133] In subroutine 1, assuming that the grounding posi-
tion in the region A, is v;, and matching value of the region
Ai when the grounding position in the region A, ; is v, ; iS
¢(V;,v; 1), the maximum value Cy(v,) of matching value from
the region A; to the region A; when the grounding position in
the region A; is v; is calculated. In this case, C(v,) is
calculated recursively as follows:

Ci(vy) = filv) + g1 (v1) 27

Gi(v;) =fvr_131X{Ci71(Vi71) +oivi, viph i> 1
i

[0134] In this time, the value of Cy(v;) and path v,_; at that
time are stored in the storage unit (step S24). A series of
grounding positions maximizing matching value of all
regions are defined as follows:

ver(i=1, ..., W)

[0135] The grounding position vy, * that maximizes the
matching value at i=w is selected. In other words, vy, *=arg
max,w Cw(Vw) is selected (step S25).

[0136] A loop for computing the equation (28) while
changing the horizontal position from i=W to i=1 is started
(step S26). Then, the loop for computing the equation (28)
is executed to compute the grounding position v, ;" 2" ¢
grounding position v;* based on the recurrence equation (28)
(step S27). In this time, in the initial process (i=w) of the step
27, the grounding position vy,_;* near the grounding posi-
tion vy, * is computed.
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[0137] wv;* are derived by the following recursive calcu-
lation:

Viy = arg m%xCW(VW) (28)

Vi =arg rnv?x{ci(vi) F it (Vi vl i<W

[0138] The matching value c,(v;,v;_;) of the region A; when
the grounding position in the region A; ; is v, ; is ¢;(Vy,V;
1)=f;(v)+g;(v;), when the entire region Ai is viewed from the
reference image captured with the right camera. However,
when an obstacle exists on the right side of the interest
region such as the region B of FIG. 18, the obstacle further
than the point P is not viewed from the right camera because
of occlusion. The condition where such occlusion occurs is
v;<v; ;—9, where d is a constant which is determined based
on the road planarity constraint equation. Taking this into
account, ¢;(v;,v; ;) is defined as follows:

—o0 (Vi <viop = 9) (29)
ci(vi, vie) =4 fivi) (vi =viy —0)
fiv) +gi(vi) (vi > v =6)

[0139] The array of optimum grounding points v;*(i=1, . .
., W) is obtained by the procedure described above (S28).
In other words, the boundary line function which provides
the best correspondence between the target image and the
reference image is computed.

[0140] In the present embodiment, the optimization
method using Dynamic Programming is described herein-
before. However, another optimization method such as
variational method can also be used for the calculation of the
boundary line function.

[0141] As discussed above, the obstacle detection appa-
ratus to explain in the present embodiment can accurately
and robustly detect the grounding position of the obstacle to
the road surface by computing the boundary line function to
maximize match between the target image and reference
image input from the cameras in turn.

[0142] When the present invention is executed by soft-
ware, a processor comprising CPU 31, HDD 32 and memory
33 as shown in FIG. 19 is used. A program to execute the
embodiment and image information provided by the cam-
eras are stored in the HDD 32. The program read from HDD
32 is stored to memory 33, and CPU 31 executes obstacle
detection as reading the image information from HDD 32
according to the program stored to the memory 33.

[0143] According to the present invention, it is possible to
detect obstacles on the road surface with high reliability and
less computation by using the images acquired with multiple
cameras mounted on a car.

[0144] According to the present invention, it is possible to
detect the position of an obstacle existing on a road surface
precisely and with high reliability. Since a complicated
calibration required in general stereovision can be largely
simplified similarly to a plane projection stereo method, a
cost required for installation of an apparatus can be largely
reduced.
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[0145] Additional advantages and modifications will
readily occur to those skilled in the art. Therefore, the
invention in its broader aspects is not limited to the specific
details and representative embodiments shown and
described herein. Accordingly, various modifications may be
made without departing from the spirit or scope of the
general inventive concept as defined by the appended claims
and their equivalents.

What is claimed is:
1. An apparatus of detecting an object on a road surface
comprising:

a stereo set of video cameras mounted on a vehicle to
produce right and left images on a road surface;

an image storage unit configured to store the right and left
images;

a parameter computation unit configured to compute a
parameter representing road planarity constraint based
on the images stored in the image storage unit;

a corresponding point computation unit configured to
compute correspondence between a first point on one
image of the right and left images on the road surface
and a second point on other image of the right and left
images, which corresponds to the first point, based on
the parameter;

an image transformation unit configured to produce a
transformed image from the one image using the cor-
respondence; and

a detector to detect an object having a dimension larger
than a given value in a substantially vertical direction
with respect to the road surface, using the correspon-
dence and the transformed image.

2. The apparatus according to claim 1, wherein the

detector includes:

a setting unit configured to set a target region including a
target point to the one image,

a setting unit configured to set a first reference region
corresponding to the target region to the other image,

a setting unit configured to set a second reference region
to the transformed image, and

a detecting unit configured to detect the object by com-
paring the target region with the first reference region
and the second reference region.

3. The apparatus according to claim 1, wherein the image
transformation unit comprises an affine transformer to trans-
form the other image by using affine transformation.

4. The apparatus according to claim 1, wherein the
corresponding point computation unit computes a position
of the second point by applying the road planarity constraint
to the first point of the one image.

5. The apparatus according to claim 1, wherein the
detector includes

a setting unit configured to set a vertical stripe region
having a constant length to the one image,

a computation unit configured to compute a matching
score between the vertical stripe region and corre-
sponding regions of the other image and the trans-
formed image while changing a hypothesized ground-
ing point in the vertical direction, the hypothesized
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grounding point being a switching point of reference to
the other image and the transformed image,

a position detection unit configured to detect the hypoth-
esized grounding point indicating maximum matching
score as a grounding position of the obstacle.

6. A method of detecting an object on a road surface

comprising:

acquiring right and left images by a set of stereo video
cameras mounted on a vehicle;

storing the right and left images in a storage unit;

obtaining a parameter representing road planarity con-
straint based on the right and left images stored in the
storage unit;

computing the correspondence between a first point set to
one image of the right and left images on the road
surface and a second point on other image of the right
and left images, which corresponds to the first point,
based on the parameter;

generating a transformed image from the one image using
the correspondence; and

detecting as an obstacle an object having a height larger
than a given value with respect to the road surface,
using the correspondence and the transformed image.

7. The method according to claim 6, wherein the detection
includes setting a target region including a target point to the
one image, setting a first reference region corresponding to
the target region to the other image, setting a second
reference region to the transformed image, and detecting the
object as an obstacle by comparing the target region with the
first reference region and the second reference region.

8. The method according to claim 6, wherein generating
the transformed image comprises producing the transformed
image by subjecting the other image to affine transformation.

9. The method according to claim 6, wherein computing
the correspondence computes a position of the second point
of the other image that corresponds to the first point of the
one image by applying the road planarity constraint to the
first point of the one image.

10. The method according to claim 6, wherein detecting
the object includes setting a vertical strip region having a
constant length to the one image, computing goodness of the
match between the strip region and the corresponding
regions of the other image and the transformed image while
moving a hypothetical grounding point in vertical direction,
and detecting the grounding point indicating maximum
match as a grounding position of the obstacle.

11. An apparatuses to detect an object on a road surface,
the apparatus comprising:

a plurality of cameras each capturing an image;

an image memory to store a plurality of images captured
by the cameras respectively;

a dividing unit configured to divide a target image cap-
tured by one camera of the cameras into a plurality of
stripe regions;

a correspondence computing unit configured to compute
correspondence between the target image and a refer-
ence image captured by other camera of the plurality of
cameras for each of the stripe regions based on the
stripe regions, when receiving a boundary line function
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representing a boundary between a road area and an
obstacle area in the target image;

an image matching score computing unit configured to
compute matching score between a whole of the target
image or a part thereof and a corresponding region of
the reference image for each of the stripe regions based
on the correspondence obtained by correspondence
computing unit; and

a boundary line function optimization unit configured to
generate an optimum boundary line function maximiz-
ing the correspondence with respect to the whole of the
target image or the part thereof.

12. The apparatus according to claim 11, wherein, as for

a grounding point on a road surface, the correspondence
computing unit includes:

a road region corresponding point computing unit con-
figured to obtain correspondence between a coordinate
of a projection point corresponding to the grounding
point in the target image and a coordinate of a projec-
tion point corresponding to the grounding point in the
reference image, and

an obstacle region corresponding point computing unit
configured to obtain correspondence between a coor-
dinate of a projection point corresponding to a point in
the target image including the grounding point and a
line perpendicular to the road surface and a coordinate
of a projection point in the reference image, and
wherein

as for a point in the road region, correspondence between
the target image and the reference image is obtained by
the road region corresponding point computing unit,
and

as for a point in the obstacle region, correspondence
between the target image and the reference image is
obtained based on the grounding point of the corre-
sponding obstacle by the obstacle region corresponding
point computing unit.
13. The apparatus according to claim 11, wherein the
image matching score computing unit comprises:

a road surface image transformation unit configured to
generate a road surface transformed image of the
reference image wherein a pattern of the road region of
the reference image matches with a pattern of the road
region of the target image, and

an obstacle image transformation unit configured to gen-
erate a transformed image of the reference image
wherein a reference image pattern of the obstacle
standing on the road surface matches with a target
image pattern, and wherein

when receiving a target region image representing whole
of the target image or part thereof and a boundary line
between the obstacle included in the target region
image and the road surface, the matching score com-
puting unit computes matching score between the road
surface region below the grounding line in the target
region image and the road surface transformed image
obtained by transforming the reference image with the
road surface image transformation unit, and computes
matching score between the obstacle region above the
grounding line in the target image and the obstacle
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surface transformed image obtained by transforming
the reference image with the obstacle image transfor-
mation unit.

14. The apparatus according to claim 11, wherein the
plurality of cameras comprise two cameras whose optical
axes are substantially parallel with each other, and in which
a plane including the optical axes is substantially parallel
with the road surface.

15. A method of detecting an object on a road surface, the
method comprising:

capturing multiple images with multiple cameras, respec-
tively;

storing in a memory the multiple images;

dividing a target image captured by one camera of the
cameras into multiple strip regions;

computing correspondence between the target image and
a reference image captured by the other camera of the
cameras for each of the strip regions, using a boundary
line function representing a boundary between a road
area and an obstacle area in the target image;

computing matching value between whole of the target
image or a part thereof and a corresponding region of
the reference image for each of the strip regions based
on the correspondence obtained by correspondence
computing unit; and

generating an optimum boundary line function maximiz-
ing the matching value with respect to the whole of the
target image or the part thereof.
16. The method according to claim 15, wherein, as for a
grounding point on a road surface, the correspondence
computing includes

computing correspondence between a coordinate of a
projection point corresponding to the grounding point
in the target image and a coordinate of a projection
point corresponding to the grounding point in the
reference image, and

computing correspondence between a coordinate of a
projection point corresponding to a point in the target
image including the grounding point and a line perpen-
dicular to the road surface and a coordinate of a
projection point of the grounding point in the reference
image, and

as for a point in the road region, correspondence between
the target image and the reference image being
obtained by the road region corresponding point com-
puting, and

as for a point in the obstacle region, correspondence
between the target image and the reference image being
obtained based on the grounding point of the corre-
sponding obstacle by the obstacle region corresponding
point computing.
17. The method according to claim 15, wherein comput-
ing the matching value comprises:

generating a road surface transformed image of the ref-
erence image wherein a pattern of the road region of the
reference image matches with a pattern of the road
region of the target image, and



US 2006/0013438 Al

generating a transformed image of the reference image
wherein a reference image pattern of the obstacle
standing on the road surface matches with a target
image pattern, and receiving the target image region
which is the whole or a part of the target image and the
boundary line between the obstacle included in the
target image region and the road surface as input, and
wherein the matching value computation includes com-
puting matching value between the part of the target
image region below the boundary line and the road
surface transformed image obtained by transforming
the reference image by the road surface image trans-
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formation unit and computing matching value between
the part of the target image region above the boundary
line and the obstacle surface transformed image
obtained by transforming the reference image with the
obstacle image transforming unit.

18. The method according to claim 15, wherein the
cameras comprise two cameras whose optical axes are
substantially parallel with each other, and in which a plane
including the optical axes is substantially parallel with the
road surface.



