Title: VPNv4 ROUTE CONTROL FOR LTE X2 SON USING IMPORT ROUTE MAPS AND OUTBOUND ROUTE FILTERING

Abstract: In an embodiment, a network device automatically creates a more optimal route entry for inter-base station traffic to be transmitted between a local base station and a remote base station. The network device automatically discovers a remote IP address of the remote base station used for inter-base station traffic based upon traffic transmitted by the local base station destined to the network device or traffic transmitted between the local and remote base stations. In response, the network device inserts an entry into a route import map representing the remote IP address, and based upon determining that a route from a route update message matches this entry, installs the more optimal route entry into the routing table. This route provides a shorter path to the remote base station through the backhaul network compared to a less optimal route through a mobile core network previously used for the inter-base station traffic.
VPNv4 ROUTE CONTROL FOR LTE X2 SON USING IMPORT ROUTE
MAPS AND OUTBOUND ROUTE FILTERING

FIELD

Embodiments of the invention relate to the field of networking; and more
specifically, to network topology discovery and the automatic creation of network
routes between base stations for inter-base station traffic.

BACKGROUND

The Third-Generation Partnership Project (3GPP) defines standards and
technical specifications for a 3G mobile system referred to as Long Term Evolution
(LTE). In contrast to the circuit-switched configurations utilized by previous cellular
communication systems, LTE has been designed to support packet-switched services,
thereby providing seamless Internet Protocol (IP) connectivity between user equipment
(UE) devices and one or more packet data networks (PDNs) without disruption during
the geographic movement of end users.

While the term "LTE" includes the evolution of the Universal Mobile
Telecommunications System (UMTS) radio access through the Evolved UTRAN (E-
UTRAN), it is also accompanied by an evolution of the non-radio aspects under the
term "System Architecture Evolution" (SAE), which includes the Evolved Packet Core
(EPC) network. Together LTE and SAE form the Evolved Packet System (EPS).

In most LTE networks, the E-UTRAN access network is made up of Evolved
NodeB (eNodeB, or eNB) radio base stations that directly communicate with UE
devices. One or more eNodeBs may be located in a grouping and coupled to the EPC
mobile core (through a mobile backhaul network) via a cell site router (CSR). The
mobile backhaul network may utilize one or more of IP, Multiprotocol Label Switching
(MPLS), Hierarchical MPLS (H-MPLS), or another protocol.

The EPC typically includes at least the following three logical nodes: a Mobility
Management Entity (MME), a Serving Gateway (S-GW), and a Packet Data Network
Gateway (PDN-GW). These nodes, and other logical nodes of the EPC, are well known
to those of skill in the art.
As the UE devices utilizing LTE networks are often mobile, changes of geographic location by the UE devices occur. As a UE device moves away from one eNodeB and closer to another eNodeB, the LTE network manages a handover of the UE device from the first "source" eNodeB to the second "target" eNodeB to ensure seamless connectivity. Depending upon the scenario and the particular network configuration, the handover may also require a change of cell site, MME, and/or S-GW. In many LTE network configurations, handover communications are exchanged between the two eNodeBs through the EPC mobile core network and are switched centrally at a Local/Regional Switching Site. These handover communications are typically referred to as X2 traffic, which is named after the X2 virtual interface used by eNodeBs for such communications. In some typical configurations, each eNodeB is assigned one or more network addresses (e.g., IP addresses), and one such network address is be used by the eNodeB primarily for X2 communications. In some embodiments, however, an eNodeB has a first network address for X2 control plane (X2-C) traffic, and a second network address for X2 user plane (X2-U) traffic.

Instead of sending the X2 traffic back to the EPC to be sent to a remote eNodeB, it is also possible for network operators to manually configure static routes between eNodeBs in a mobile backhaul network for the X2 traffic, which may include placing a pair of X2 members in an MPLS Virtual Private Network (VPN). However, a given eNodeB may typically have approximately 20-30 neighboring eNodeBs at a time, each of which will require a configured route with each of its neighbors, which requires a large and error-prone configuration, and which further consumes a large amount of routing state to be maintained in the network. Additionally, as the number of eNodeBs in a network tends to fluctuate as networks are extended, reconfigured, and maintained, a huge administrative overhead is thus created for maintaining such static routes. Accordingly, because of the complexity of creation and maintenance, many network operators forego creating and maintaining inter-base station routes, and simply allow X2 traffic to flow back through the EPC mobile core to be switched.

Recently, the 3GPP has begun working on defining new applications that will be carried over the X2 interface. These new applications include Coordinated Multi-Point (CoMP), Enhanced InterCell Interference Cancellation (eICIC), and Location services, among others. These applications require much higher bandwidth and are also
much less delay tolerant than current X2 traffic. Accordingly, there is a need for easily and efficiently routing X2 traffic between eNodeBs.

SUMMARY

Embodiments of the invention are useful in cell site routers (CSRs) to allow the CSRs to automatically discover local and/or remote X2 IP addresses in current use or that will be used for inter-base station traffic. With the knowledge of the X2 IP addresses, the CSR can automatically create network route for the X2 traffic and thereby eliminate a need to manually create specific routes at the CSRs, border routers, and route reflectors of the network for such traffic, which would otherwise be required to control the scaling of state in a LTE transport service, or alternatively eliminate the need to constantly route inter-base station traffic back into the mobile core for further routing. Thus, significant manual labor is eliminated and X2 traffic can be forwarded between base stations according to dynamically generated efficient routes, which in some embodiments could be shortest path routes. Additionally, the routes can be generated on-demand as needed, and automatically removed when the need no longer exists, which avoids the unnecessary configuration of a full or partial mesh of routes between adjacent base stations.

According to an embodiment of the invention, a method is performed in a network device communicatively coupled to a local base station at a cell site for automatic creation of a more optimal route entry in the network device for inter-base station traffic to be transmitted between the local base station and a remote base station through a backhaul network. The method includes automatically discovering a remote IP address of the remote base station based upon traffic transmitted by the local base station destined to the network device or based upon traffic transmitted between the local base station and the remote base station. The remote IP address is utilized for the inter-base station traffic. The method also includes, responsive to the discovering of the remote IP address of the remote base station, inserting an entry into an route import map representing the remote IP address. The route import map is utilized by the network device to identify routes distributed according to a routing protocol that are to be installed into a routing table of the network device. The method also includes receiving, at a network interface of the network device, a route update message
following the routing protocol that includes a set of one or more routes of the network. One route of the set of routes comprises a prefix of the remote IP address. The one route is the more optimal route as it provides a shorter path to the remote base station through the backhaul network compared to a less optimal route through a mobile core network previously used for the inter-base station traffic. The method also includes installing a route entry into the routing table of the network device based upon determining that the one route matches the entry of the route import map.

According to an embodiment of the invention, a network device is to be communicatively coupled to a set of one or more local base stations at a cell site is configured to automatically create more optimal route entries for inter-base station traffic to be transmitted between the set of local base stations and a set of one or more remote base stations through a backhaul network. The network device includes a set of one or more network interfaces and an address discovery module coupled to the set of network interfaces. The address discovery module is configured to automatically discover, based upon traffic transmitted by the set of local base stations destined to the network device or based upon traffic transmitted between the set of local base stations and the set of remote base stations, remote IP addresses of the set of remote base stations that are used for the inter-base station traffic. The network device also includes an automatic routing module coupled to the set of network interfaces. The automatic routing module is configured to insert, responsive to the address discovery module discovering one of the remote IP addresses of the set of remote base stations, an entry into an route import map representing the one remote IP address. The route import map is to be utilized by the network device to identify routes distributed according to a routing protocol that are to be installed into a routing table of the network device. The automatic routing module is also configured to receive, using the set of network interfaces, route update messages following the routing protocol that include routes of the backhaul network. The automatic routing module is also configured to install route entries into the routing table of the network device based upon determining that routes of the received route update messages match entries of the route import map, where some of the route entries are more optimal routes providing shorter paths to the set of remote base stations through the backhaul network compared to less optimal routes through a mobile core network previously used for the inter-base station traffic.
According to an embodiment of the invention, a network device communicatively coupled to a local base station at a cell site performs a method for automatic creation of a more optimal route entry in the network device for inter-base station traffic to be transmitted between the local base station and a remote base station through a backhaul network. The method includes automatically discovering a remote IP address of the remote base station based upon traffic transmitted by the local base station destined to the network device or based upon traffic transmitted between the local base station and the remote base station. The remote IP address is utilized for the inter-base station traffic. The method also includes, responsive to the discovering of the remote IP address of the remote base station, transmitting an outbound route filtering (ORF) request to a second network device serving as a route reflector in the backhaul network to cause the second network device to filter which routes it transmits to the network device according to the ORF request. The ORF request indicates that the network device seeks route updates for routes encompassing the remote IP address. The method also includes receiving, at a network interface of the network device, a route update message transmitted by the second network device. The route update message follows a routing protocol and includes a set of one or more routes of the backhaul network, and one route of the set of routes comprises a prefix of the remote IP address. The one route is the more optimal route as it provides a shorter path to the remote base station through the backhaul network compared to a less optimal route through a mobile core network previously used for the inter-base station traffic. The method also includes installing a route entry into a routing table of the network device based upon the one route.

According to an embodiment of the invention, a network device is to be communicatively coupled to a set of one or more local base stations at a cell site and configured to automatically create more optimal route entries for inter-base station traffic to be transmitted between the set of local base stations and a set of one or more remote base stations through a backhaul network. The network device includes a set of one or more network interfaces and an address discovery module coupled to the set of network interfaces. The address discovery module is configured to automatically discover, based upon traffic transmitted by the set of local base stations destined to the network device or based upon traffic transmitted between the set of local base stations
and the set of remote base stations, remote IP addresses of the set of remote base stations that are used for the inter-base station traffic. The network device also includes an automatic routing module coupled to the set of network interfaces. The automatic routing module is configured to transmit, using the set of network interfaces in response to the address discovery module automatically discovering the remote IP addresses of the set of remote base stations, outbound route filtering (ORF) requests to a second network device serving as a route reflector in the backhaul network. This causes the second network device to filter which routes it transmits to the network device according to the ORF requests. The ORF requests indicate that the network device seeks route updates for routes encompassing the remote IP addresses. The automatic routing module is further configured to receive, using the set of network interfaces, route update messages transmitted by the second network device. The route update messages follow a routing protocol and include sets of one or more routes of the backhaul network. The sets of routes of the backhaul network comprise prefixes of the remote IP addresses. The sets of routes are more optimal routes as they provide shorter paths to the set of remote base stations through the backhaul network compared to less optimal routes through a mobile core network previously used for the inter-base station traffic. The automatic routing module is further configured to install route entries into the routing table of the network device based upon the sets of routes received in the route update messages.

According to an embodiment of the invention, a cell site router (CSR) is to be communicatively coupled to a set of one or more local Evolved Node Bs (eNBs) at a cell site and configured to automatically create more optimal route entries for X2 traffic to be transmitted between the set of local eNBs and a set of one or more remote eNBs through a Long Term Evolution (LTE) backhaul network. The X2 traffic comprises X2 Application Protocol (X2AP) traffic and X2 user plane (X2-U) traffic. The CSR includes a set of one or more network interfaces, and an address discovery module coupled to the set of network interfaces. The address discovery module is configured to automatically discover, based upon traffic transmitted by the set of local eNBs destined to the CSR or based upon traffic transmitted between the set of local eNBs and the set of remote eNBs, remote X2 IP addresses of the set of remote eNBs that are used for the X2 traffic. The network device also includes an automatic routing module coupled to
the set of network interfaces that is configured to insert, responsive to the address
discovery module discovering one of the remote X2 IP addresses of the set of remote
eNBs, an entry into an route import map representing the one remote X2 IP address.
The route import map is to be utilized by the CSR to identify routes distributed
according to a routing protocol that are to be installed into a routing table of the CSR.
The automatic routing module is also configured to receive, using the set of network
interfaces, route update messages following the routing protocol that include routes of
the backhaul network. One or more of the routes are more optimal routes as they
provide shorter paths to the set of remote eNBs through the backhaul network
compared to less optimal routes through a mobile core network previously used for the
X2 traffic. The automatic routing module is also configured to install route entries into
the routing table of the CSR based upon determining that the one or more of the routes
of the received route update messages match entries of the route import map.

According to an embodiment of the invention, a CSR is to be communicatively
coupled to a set of one or more local eNBs at a cell site and configured to automatically
create more optimal route entries for X2 traffic to be transmitted between the set of
local eNBs and a set of one or more remote eNBs through an LTE backhaul network.
The X2 traffic includes X2 Application Protocol (X2AP) traffic and X2 user plane (X2-
U) traffic. The CSR includes a set of one or more network interfaces and an address
discovery module coupled to the set of network interfaces. The address discovery
module is configured to automatically discover, based upon traffic transmitted by the
set of local eNBs destined to the CSR or based upon traffic transmitted between the set of
local eNBs and the set of remote eNBs, remote X2 IP addresses of the set of remote
eNBs that are used for the X2 traffic. The CSR also includes an automatic routing
module coupled to the set of network interfaces, and is configured to transmit, using the
set of network interfaces in response to the address discovery module automatically
discovering the remote X2 IP addresses of the set of remote eNBs, outbound route
filtering (ORF) requests to a route reflector in the backhaul network to cause the route
reflector to filter which routes it transmits to the CSR according to the ORF requests.
The ORF requests indicate that the CSR seeks route updates for routes encompassing
the remote X2 IP addresses. The automatic routing module is also configured to
receive, using the set of network interfaces, route update messages transmitted by the
route reflector. The route update messages follow a routing protocol and include sets of one or more routes of the backhaul network. The sets of routes of the backhaul network comprise prefixes of the remote IP addresses, and the sets of routes are more optimal routes as they provide shorter paths to the set of remote eNBs through the backhaul network compared to less optimal routes through a mobile core network previously used for the X2 traffic. The automatic routing module is also configured to install route entries into the routing table of the CSR based upon the sets of routes received in the route update messages.

10 BRIEF DESCRIPTION OF THE DRAWINGS

The invention may best be understood by referring to the following description and accompanying drawings that are used to illustrate embodiments of the invention. In the drawings:

Figure 1 illustrates an exemplary network including plurality of cell sites coupled to a mobile core network through a mobile backhaul network according to the prior art;

Figure 2 illustrates nodes and common interfaces between nodes of an E-UTRAN and a mobile core network within a LTE network 200 according to the prior art;

Figure 3 illustrates a flow for automatic VRF route creation using selective import logic subsequent to the discovery of remote X2 addresses of remote base stations according to an embodiment of the invention;

Figure 4 illustrates an exemplary network utilizing the method of Figure 3 according to an embodiment of the invention;

Figure 5 illustrates an exemplary operational scenario of the network of Figure 4 utilizing the method of Figure 3 according to an embodiment of the invention;

Figure 6 illustrates an exemplary network for automatic VRF route creation using outbound route filtering subsequent to the discovery of remote X2 addresses of remote base stations according to an embodiment of the invention;
Figure 7 illustrates an exemplary network for automatic VRF route creation using unique route target values subsequent to the discovery of remote X2 addresses of remote base stations according to an embodiment of the invention;

Figure 8 illustrates procedures for enabling automatic VRF route creation using unique route target values according to an embodiment of the invention;

Figure 9 illustrates flows for enabling automatic VRF route creation of automatically discovered X2 IP addresses according to embodiments of the invention;

Figure 10 illustrates an exemplary network utilizing security tunnels between CSRs and also between CSRs and eNodeBs that are automatically generated responsive to the automatic discovery of remote X2 IP addresses according to an embodiment of the invention;

Figure 11 illustrates the encapsulation and encryption of data for transport using the security tunnels of Figure 10 according to an embodiment of the invention;

Figure 12 illustrates a flow for the discovery of remote X2 addresses and subsequent automatic VRF route creation according to an embodiment of the invention; and

Figure 13 illustrates components of a cell site router allowing for automatic X2 topology discovery and VRF route creation according to an embodiment of the invention.

DESCRIPTION OF EMBODIMENTS

In the following description, numerous specific details are set forth. However, it is understood that embodiments of the invention may be practiced without these specific details. In other instances, well-known circuits, structures and techniques have not been shown in detail in order not to obscure the understanding of this description.

Those of ordinary skill in the art, with the included descriptions, will be able to implement appropriate functionality without undue experimentation.

References in the specification to "one embodiment," "an embodiment," "an example embodiment," etc., indicate that the embodiment described may include a particular feature, structure, or characteristic, but every embodiment may not necessarily include the particular feature, structure, or characteristic. Moreover, such phrases are not necessarily referring to the same embodiment. Further, when a
particular feature, structure, or characteristic is described in connection with an embodiment, it is submitted that it is within the knowledge of one skilled in the art to affect such feature, structure, or characteristic in connection with other embodiments whether or not explicitly described. Additionally, in the following description and claims, the terms "coupled" and "connected," along with their derivatives, may be used.

It should be understood that these terms are not intended as synonyms for each other. "Coupled" is used to indicate that two or more elements, which may or may not be in direct physical or electrical contact with each other, co-operate or interact with each other. "Connected" is used to indicate the establishment of communication between two or more elements that are coupled with each other.

In the figures, bracketed text and blocks with dashed borders (e.g., large dashes, small dashes, dot-dash, and dots) are used herein to illustrate optional operations that add additional features to embodiments of the invention. However, such notation should not be taken to mean that these are the only options or optional operations, and/or that blocks with solid borders are not optional in certain embodiments of the invention.

An electronic device (e.g., an end station, a network device) stores and transmits (internally and/or with other electronic devices over a network) code (composed of software instructions) and data using machine-readable media, such as non-transitory machine-readable media (e.g., machine-readable storage media such as magnetic disks; optical disks; read only memory; flash memory devices; phase change memory) and transitory machine-readable transmission media (e.g., electrical, optical, acoustical or other form of propagated signals - such as carrier waves, infrared signals). In addition, such electronic devices include hardware, such as a set of one or more processors coupled to one or more other components - e.g., one or more non-transitory machine-readable storage media (to store code and/or data) and network connections (to transmit code and/or data using propagating signals), as well as user input/output devices (e.g., a keyboard, a touchscreen, and/or a display) in some cases. The coupling of the set of processors and other components is typically through one or more interconnects within the electronic devices (e.g., busses and possibly bridges). Thus, a non-transitory machine-readable medium of a given electronic device typically stores instructions for execution on one or more processors of that electronic device. One or more parts of an
embodiment of the invention may be implemented using different combinations of software, firmware, and/or hardware.

As used herein, a network device (e.g., a router, switch, bridge) is a piece of networking equipment, including hardware and software, which communicatively interconnects other equipment on the network (e.g., other network devices, end stations). Some network devices are "multiple services network devices" that provide support for multiple networking functions (e.g., routing, bridging, switching, Layer 2 aggregation, session border control, Quality of Service, and/or subscriber management), and/or provide support for multiple application services (e.g., data, voice, and video). Subscriber end stations (e.g., servers, workstations, laptops, netbooks, palm tops, mobile phones, smartphones, multimedia phones, Voice Over Internet Protocol (VOIP) phones, user equipment, terminals, portable media players, GPS units, gaming systems, set-top boxes) access content/services provided over the Internet and/or content/services provided on virtual private networks (VPNs) overlaid on (e.g., tunneled through) the Internet. The content and/or services are typically provided by one or more end stations (e.g., server end stations) belonging to a service or content provider or end stations participating in a peer-to-peer (P2P) service, and may include, for example, public webpages (e.g., free content, store fronts, search services), private webpages (e.g., username/password accessed webpages providing email services), and/or corporate networks over VPNs. Typically, subscriber end stations are coupled (e.g., through customer premise equipment coupled to an access network (wired or wirelessly)) to edge network devices, which are coupled (e.g., through one or more core network devices) to other edge network devices, which are coupled to other end stations (e.g., server end stations).

A VPN is typically referred to as a collection of sites with the same access and security policies over the same or different infrastructures. VPNs can be set up on Layer 2 or Layer 3 of the Open Systems Interconnection (OSI) model. Some types of Layer 2 VPNs include Layer 2 Tunneling Protocol (L2TP), Leased Lines (LL), Permanent Virtual Circuits (PVCs) set up with Asynchronous Transfer Mode (ATM or Frame Relay), and Any Transport over MPLS (AToM). Some types of Layer 3 VPNs include Generic Routing Encapsulation (GRE), and IP-in-IP. Border Gateway Patrol
(BGP)-based Layer 3 VPNs over MPLS are often used because MPLS can provide converged infrastructure with an ability to support many types of applications.

Network devices are commonly separated into a control plane and a data plane (sometimes referred to as a forwarding plane or a media plane). In the case that the network device is a router (or is implementing routing functionality), the control plane typically determines how data (e.g., packets) is to be routed (e.g., the next hop for the data and the outgoing port for that data), and the data plane is in charge of forwarding that data. For example, the control plane typically includes one or more routing protocols (e.g., an exterior gateway protocol such as BGP (RFC 4271), Interior Gateway Protocol(s) (IGP) (e.g., Open Shortest Path First (OSPF) (RFC 2328 and 5340), Intermediate System to Intermediate System (IS-IS) (RFC 1142), Routing Information Protocol (RIP) (version 1 RFC 1058, version 2 RFC 2453, and next generation RFC 2080)), Label Distribution Protocol (LDP) (RFC 5036), Resource Reservation Protocol (RSVP) (RFC 2205, 2210, 2211, 2212, as well as RSVP-Traffic Engineering (TE): Extensions to RSVP for LSP Tunnels RFC 3209, Generalized Multi-Protocol Label Switching (GMPLS) Signaling RSVP-TE RFC 3473, RFC 3936, 4495, and 4558)) that communicate with other network devices to exchange routes and select those routes based on one or more routing metrics.

Routes and adjacencies are stored in one or more routing structures (e.g., Routing Information Base (RIB), Label Information Base (LIB), one or more adjacency structures) on the control plane. The control plane programs the data plane with information (e.g., adjacency and route information) based on the routing structure(s). For example, the control plane programs the adjacency and route information into one or more forwarding structures (e.g., Forwarding Information Base (FIB), Label Forwarding Information Base (LFIB), and one or more adjacency structures) on the data plane. The data plane uses these forwarding and adjacency structures when forwarding traffic.

Each of the routing protocols downloads route entries to a main RIB based on certain route metrics (the metrics can be different for different routing protocols). Each of the routing protocols can store the route entries, including the route entries that are not downloaded to the main RIB, in a local RIB (e.g., an OSPF local RIB). A RIB module that manages the main RIB selects routes from the routes downloaded by the
routing protocols (based on a set of metrics) and downloads those selected routes (sometimes referred to as active route entries) to the data plane. The RIB module can also cause routes to be redistributed between routing protocols.

Typically, a network device includes a set of one or more line cards, a set of one or more control cards, and optionally a set of one or more service cards (sometimes referred to as resource cards). These cards are coupled together through one or more interconnect mechanisms (e.g., a first full mesh coupling the line cards and a second full mesh coupling all of the cards). The set of line cards make up the data plane, while the set of control cards provide the control plane and exchange packets with external network devices through the line cards. The set of service cards can provide specialized processing (e.g., Layer 4 to Layer 7 services (e.g., firewall, Internet Protocol Security (IPsec) (RFC 4301 and 4309), Intrusion Detection System (IDS), peer-to-peer (P2P), Voice over IP (VoIP) Session Border Controller, Mobile Wireless Gateways (Gateway General Packet Radio Service (GPRS) Support Node (GGSN), Evolved Packet Core (EPC) Gateway)). By way of example, a service card may be used to terminate IPsec tunnels and execute the attendant authentication and encryption algorithms.

Nodes are implemented in network devices. A physical node is implemented directly on the network device, whereas a virtual node is a software, and possibly hardware, abstraction implemented on the network device. Thus, multiple virtual nodes may be implemented on a single network device.

A network interface may be physical or virtual; and an interface address is an IP address assigned to a network interface, be it a physical network interface or virtual network interface. A physical network interface is hardware in a network device through which a network connection is made (e.g., wirelessly through a wireless network interface controller (WNIC) or through plugging in a cable to a port coupled to a network interface controller (NIC)). Typically, a network device has multiple physical network interfaces. A virtual network interface may be associated with a physical network interface, with another virtual interface, or stand on its own (e.g., a loopback interface, a point to point protocol interface). A loopback interface (and its loopback address) is a specific type of virtual network interface (and IP address) of a node (physical or virtual) often used for management purposes, where such an IP address is referred to as the nodal loopback address. The IP address(es) assigned to the
network interface(s) of a network device, are referred to as IP addresses of that network
device; at a more granular level, the IP address(es) assigned to network interface(s)
assigned to a node implemented on a network device, can be referred to as IP addresses
of that node.

5 Embodiments of the present invention provide mechanisms for automatically
discovering, by cell site routers (CSRs), X2 IP addresses of remote eNodeBs for which
the local eNodeBs have or will require inter-eNodeB connectivity with (e.g., X2
relations). Embodiments of the invention further provide mechanisms for using the
discovered IP addresses to automatically create network routes, such as Virtual Private
Network for IPv4 (VPNv4) routes, and to automatically create the associated Virtual
Routing and Forwarding (VRF) table routing entries to provide optimized connectivity
for the X2 interfaces defined at the eNodeBs. By automatically creating network routes,
the need to manually create specific routes at the CSRs, border routers, and route
reflectors of the network is removed, which would otherwise be required to control the
scaling of state in a LTE transport service. In addition, embodiments of the invention
provide mechanisms for automatically removing the automatically created routes when
such routes are no longer required by the eNodeBs. Various embodiments of the
present invention also include mechanisms for automatically configuring security
tunnels (e.g., IP security (IPsec) tunnels) for securing the automatically created network
routes between the CSRs, and some embodiments automatically configure cell site
local security tunnels between a CSR and its local eNodeBs. Throughout the
description, the present invention is described by way of example in the context of
CSRs and eNodeBs. However, it will be appreciated that the present invention is not so
limited, and can be extended to apply to other types of network devices
communicatively coupled to other types of base stations in other types of networks.

10 Embodiments of the present invention provide multiple advantages, including,
enabling operational simplicity and reducing configuration efforts at the CSRs,
reducing memory requirements at the CSRs, reducing processing requirements at the
CSR, reducing latency of X2 traffic between eNodeBs, eliminating the need to hair-pin
20 a large amount of X2 traffic to local/regional switching sites for inter-base station
traffic, automatically enabling the use of encrypted security tunnels for the new routes,
and eliminating the dependency between radio network and transport network planning.
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Throughout the description, the terms "local" and "remote" are used to describe various network devices and are relative to a particular network device such as a CSR, which will be described in further detail below. Additionally, the terms "long" and "short" are used in this description to describe network routes. As used herein, the term "long" is used to describe a network route that is inferior to another route to a same destination. In one use, a "long" route includes more network hops than are technically required between a first network device that originates a packet and a second device for which the packet is intended. As an example, in one context a "long" route might include transmitting traffic from a first eNodeB to a second eNodeB all the way back through a mobile backhaul network to a switching device in the EPC core network, and wherein the traffic may then "hairpinned" be back through the mobile backhaul network to the second eNodeB. The term "short" is used herein to describe a network route that is comparatively superior to a "long" route. A short route typically includes fewer network hops than a respective long route. For example, in one context a "short" route might include transmitting traffic from a first eNodeB to a second eNodeB directly through a mobile backhaul network without the path crossing into the EPC core network. A short route may or may not be an optimal or shortest path route, but the term is instead used to indicate that the route is comparatively superior (e.g., shorter, less congested, faster, cheaper, more reliable) to a particular "long" route.

Figure 1 illustrates an exemplary network 100 including plurality of cell sites 103A-103N coupled to a mobile core network 108 through a mobile backhaul network 102 according to the prior art. This exemplary network 100 is presented herein to aid in illustrating how aspects of the invention may be utilized; however, embodiments of the invention are useful in other network configurations as well. As illustrated, the exemplary network 100 is an LTE network, but some embodiments of the invention may be utilized in other types of networks (e.g., a third generation (3G) network). In this depicted LTE network 100, users utilize UE devices 124A-124Z to access one or more networks 122 (e.g., the Internet, a provider network, etc.) through wireless connections with one or more radio base stations (i.e., eNodeBs 104A-104Z). In the exemplary network 100, one eNodeB (e.g., eNodeB 104C) may exist at a cell site (e.g., cell site 103B), or multiple eNodeBs (e.g., eNodeBs 104A-104B) may be "local" to one cell site (e.g., cell site 103A). Each of the cell sites (e.g., cell site 103A) includes a cell
site router (e.g., CSR 106A), which manages the connection between the RAN nodes operating at the cell site 103A (e.g., eNodeBs 104A-104B) and the backhaul link through the mobile backhaul network 102 to the mobile core network 108 (e.g., an LTE Evolved Packet Core (EPC)). In some embodiments of the invention utilized in such an exemplary network 100, the CSRs 106A-106N are enabled to utilize the BGP routing protocol, and in some embodiments, the mobile backhaul network 102 can be an MPLS network, a H-MPLS network, an IP network, an OpenFlow network, etc., and may utilize MPLS-based Layer 3 VPNs (L3VPNs).

In this exemplary network 100, the CSRs 106A-106N are communicatively coupled to route reflector (RR) 105 via network 102. A route reflector 105 is a network router that is configured to act as a focal point for Internal Border Gateway Protocol (IBGP) sessions. For example, multiple BGP routers (e.g., CSRs 106A-106N) peer with the route reflector 105 rather than creating a full mesh peering with every other BGP router in the network, which provides large networks with IBGP scalability. Route reflectors are well known in the art, and for the sake of brevity, will not be discussed in full detail herein. However, a route reflector 105 is not used in some embodiments of the invention.

UE devices 124A-124Z may be coupled to more than one eNodeB 104A-104Z at any point in time. In some scenarios, a UE device 124A may be connected to multiple eNodeBs (e.g., eNodeBs 104B-104C) while the UE device 124A is physically moving away from the first eNodeB 104B and closer to the second eNodeB 104C (e.g., a handover scenario). In other scenarios, such as LTE CoMP, a UE device 124A may be connected to multiple eNodeBs 104B-104C at once to allow communications between the UE device 124A and one or more of the eNodeBs 104B-104C, which may lead to a better utilization of the network, enhanced reception performance, increased reception power, and/or a reduction of signal interference.

This exemplary network 100 also depicts the typical path of communications utilized between eNodeBs (e.g., 104B-104C) for inter-eNodeB X2 traffic. As illustrated, the X2 traffic follows a long X2 communications path 130 from a first eNodeB 104B, through the CSR 106A at its cell site 104A, through the mobile backhaul network 102, and into the mobile core network 108, where it is switched back through the mobile backhaul network 102, through another CSR 106B at a second cell.
site 103B, and to the second eNodeB 104C. This long X2 communications path 130 is
typically used for X2 traffic because of the tremendous administrative complexity and
burden for manually implementing and maintaining static routes between eNodeBs for
X2 traffic. Thus, when such X2 traffic originated by an eNodeB (e.g., eNodeB 104B)
and received by its local CSR 106A, typically no designated route for that traffic exists
in a routing table of the CSR 106A, and thus the CSR 106A will utilize its default route
and transmit the traffic back into the mobile core network 108 (e.g., to a S-GW, for
example), where a proper route for the X2 traffic may be determined. Embodiments
of the invention eliminate this tremendous administrative complexity and burden for
manual implementation and maintenance of X2 routes, and can prevent X2 traffic from
following such a long X2 communications path 130.

Figure 2 illustrates nodes and common interfaces between nodes of an E-
UTRAN 202 and a mobile core network (e.g., EPC 108) within a LTE network 200
according to the prior art, which is presented herein for ease of understanding of
aspects of the invention. It is possible, but not necessary, that the LTE network 200 of
Figure 2 is the same as the LTE network 100 of Figure 1. Just as in the LTE network
100 of Figure 1, a UE device 124A communicates with eNodeBs 104A-104C of the E-
UTRAN 202 over a "Uu" interface 247. The eNodeBs 104A-104C are operable to
communicate with each other over "X2" interfaces 248A-248B.

The eNodeBs 104A-104C, through a backhaul network (not illustrated herein),
communicate with a S-GW 210 of the EPC 108 over a "SI-U" interface 250, and may
also communicate with a MME 212 over a "SI-MME" interface 250. In some
configurations, the MME 212 is responsible for initiating paging and authentication of
the UE device 124A (perhaps by using "S6a" interface 253 to interact with a Home
Subscriber Server (HSS) 216, which is a central database that contains user-related and
subscription-related information), and may store location information at the tracking
area level for each user and also select the appropriate S-GW 210 for the UE device
124A during the initial registration process. The S-GW 210 may be coupled over a
"S5" interface 251 to a PDN-GW 214, which provides the UE device 124A with
connectivity to one or more networks over an "SGi" interface 254. These networks may
include a packet network 122A (e.g., the Internet), a service provider network 122B
offering particular services, or some other public or private network. The role of the
PDN-GW 214 is to provide connectivity from the UE device 124A to external packet data networks (e.g., 122A-122B) by being the point of exit and entry of traffic for the UE device 124A. A UE device 124A may have simultaneous connectivity with more than one PDN-GW 214 for accessing multiple networks. The PDN-GW 214, in some configurations, performs policy enforcement, packet filtering for each user, charging support, lawful interception, and/or packet screening. The PDN-GW 214 may interact with a Policy and Charging Rules Function (PCRF) 218 over a "Gx" 255 interface to implement policy control and flow based charging control decisions. Of course, many other nodes may be utilized in an LTE-type network 200, and in some LTE-type networks one or more of these nodes are not required. Additionally, any of these nodes may be implemented as software and/or hardware, and each node may be implemented using one or more electronic device, or several nodes may be implemented by just one electronic device.

Having presented some exemplary networks, aspects of the invention will now be described, starting with a flow presented by Figure 3. The operations of this and other flow diagrams will be described with reference to the exemplary embodiments of the other diagrams. However, it should be understood that the operations of the flow diagrams can be performed by embodiments of the invention other than those discussed with reference to these other diagrams, and the embodiments of the invention discussed with reference to these other diagrams can perform operations different than those discussed with reference to the flow diagrams.

Figure 3 illustrates a flow 300 for automatic VRF route creation using selective import logic subsequent to the discovery of remote X2 addresses of remote base stations according to an embodiment of the invention. In an embodiment of the invention, the flow 300 is performed by a local CSR (e.g., CSR 106A) having at least a local eNodeB (e.g., eNodeB 104B) that has or is beginning an X2 relation (i.e., connection) with a remote eNodeB (e.g., eNodeB 104C) that is served by a remote CSR (e.g., CSR 106B). In an embodiment, the flow 300 includes automatically discovering 301, by the CSR 106A, an X2 host IP address of the remote eNodeB 104C. This process is referred to herein as X2 topology discovery. The X2 relation at a local eNodeB can initially be created in several ways, including by way of example and not limitation, by conventional Operations and Maintenance (OAM), Neighbor Relation
(NR), and Transport Network Layer (TNL) Automatic Neighbor Relation (ANR). In response to discovering a remote X2 IP address, the local CSR 106A may then configure a new short path/route to the remote CSR 106B for the X2 traffic flow corresponding to the discovered X2 IP address. In an embodiment, this automatic discovery 301 is also performed at the remote CSR 106B, where it learns X2 host addresses of eNodeBs supported by the local CSR 106A.

In an embodiment, the automatic discovery 301 (or, X2 topology discovery) is performed by a local CSR 106A that performs "snooping" 301A of X2 traffic (e.g., X2 control plane (X2-C) traffic) exchanged between the local eNodeB 104B and remote eNodeB 104C. As used herein, "snooping" refers to the parsing/processing of packets received by the CSR 106A but not ultimately destined to the CSR 106A, which may include analyzing a packet to determine its packet type. In such embodiments, the local CSR 106A determines if a configuration of a more optimal path/route for X2 traffic would be beneficial by snooping X2-C packets that it receives. In an embodiment, X2-C packets are exchanged between eNodeBs using the Streaming Control Transmission Protocol (SCTP) protocol using a format specified by 3GPP, which can thusly be identified as such by the local CSR 106A by looking for packets matching that particular format.

In an embodiment where X2 topology discovery is performed by snooping X2-C traffic 301A, the local CSR 106A identifies "SCTP INIT ACK" chunks exchanged over the X2-C interface. Typically, "SCTP INIT ACK" packets are exchanged when eNodeBs are in the process of creating a new SCTP association (or re-initiating a downed SCTP association) over which future X2-AP traffic will flow. Each SCTP packet carrying a SCTP INIT ACK packet includes an IP header, an SCTP header, and one or more SCTP chunks, each chunk being identified by a chunk type/ID. In the case of an SCTP INIT or SCTP INIT ACK packet, there is only one SCTP chunk per SCTP packet.

In an embodiment, an SCTP INIT ACK packet is defined by an SCTP packet with a protocol field having the value "132", an SCTP source port field and a SCTP destination port field both having the value "36,422", and a chunk type/ID having the value "2". Each SCTP packet includes a source IP address field and a destination IP address field as part of its IP header. Depending on whether the SCTP INIT ACK
originated from the local eNodeB 104B or the remote eNodeB 104C, either the IP address contained in the source IP address field or the destination IP address contained in the destination IP address field is accessed by the local CSR 106A and used as the discovered remote X2-C IP address.

In some embodiments, once the SCTP association between the local eNodeB 104B and the remote eNodeB 104C has been established, the local CSR 106A performs the "snooping" 301A by identifying X2-AP messages exchanged between the eNodeBs 104B-104C over the X2-C interface, and thusly discovers the X2 IP address of the remote eNodeB 104C by accessing an IP address that is included in particular fields of particular X2-AP messages.

According to an embodiment, the local CSR 106A snoops 301A X2-AP packets carrying a HANDOVER REQUEST or HANDOVER REQUEST ACK packet. A HANDOVER REQUEST packet is defined by an X2-AP packet with a procedure code field having the value "0", and a message value field having the value "HandoverRequest". In an embodiment, upon detecting that HANDOVER REQUEST packet has been sent from a local eNodeB 104B, the local CSR 106A will be configured to examine return traffic that might include a HANDOVER REQUEST ACK packet. A HANDOVER REQUEST ACK packet is defined by an X2-AP packet with a procedure code field having the value "0", and a message value field having the value "HandoverRequestAcknowledge". Each HANDOVER REQUEST ACK message includes an information element (IE) that includes the Transport Network Layer (TNL) information for the remote eNodeB 104C to use for a GPRS Tunneling Protocol - User Plane (GTP-U) tunnel when forwarding data to the local eNodeB 104B that transmitted the initial HANDOVER REQUEST packet. The TNL information includes, for example, a transport layer address. In an embodiment, when a HANDOVER REQUEST ACK is received from a remote eNodeB 104C, the local CSR 106A discovers the X2-U IP address of the remote eNodeB 104C by accessing the IP address carried in the transport layer address field.

Although snooping 301A is discussed herein with respect to SCTP INIT ACK and HANDOVER REQUEST ACK packets, it will be appreciated that other formats and message types can be used without departing from the broader scope and spirit of the present invention. In other embodiments, other types of packets that are transmitted
between the local eNodeB 104B and the remote eNodeB 104C may carry the relevant X2 IP address information, and similar logic rules may be crafted to identify that X2 IP address information.

In some embodiments utilize snooping for automatic X2 topology discovery, routes may be automatically removed in the CSR when they are no longer necessary. Just as in eNodeBs, CSRs may be configured to age out routes a fixed amount of time after they are created, or after a defined period of inactivity. In embodiments of the invention, if a route is incorrectly removed before the X2 communication has completed, the X2 signaling and the GTP-U transfer will still occur through the X2 long path VPNv4 route. Thus, if a prematurely deleted X2 short path route(s) will immediately and automatically get re-created through the above-described snooping procedures in the same way as for completely new X2-C/U flows.

In an embodiment, the automatic X2 topology discovery 301 is performed through an explicit signaling communication occurring between eNodeBs and their local CSRs. In such an embodiment, the CSRs and their local eNodeBs establish dedicated connection-oriented interfaces, over which remote X2 IP addresses are explicitly communicated by the eNodeBs to the local CSRs.

In an embodiment, either the local eNodeB 104B or the local CSR 106A may initiate a connection by transmitting a HELLO message and waiting for receipt of a HELLO (or HELLO ACK) message in response, though many other procedures for establishing a connection may be used that are well known to those of skill in the art. In an embodiment, after establishing a connection, the local eNodeB 104B transmits a "CONNECT" message to the local CSR 106A including a set of one or more "remote IP addresses" that includes one or more remote X2 IP addresses to which the local eNodeB 104B requires X2 connectivity. The transmission of this CONNECT message occurs, in an embodiment, when an SCTP association is about to be established for an X2 interface or when a new user plane GTP-U IP address has been signaled by a remote eNodeB 104C to a local eNodeB 104B. In an embodiment where IPsec tunnel mode is used and the IPsec tunnel is terminated at the eNodeB on both ends, then in an embodiment the CONNECT message also includes, as part of the list of "remote IP addresses", the remote tunnel end point address used for each X2 interface that the local eNodeB 104B has a definition for. In one embodiment, the CONNECT message
also includes an optional set of "own IP addresses", which includes one or more IP addresses of the local eNodeB 104B, to aid the local CSR 106A in configuring routes. To communicate a removal or change of a local or remote X2 IP addresses, the local eNodeB 104B transmits a new CONNECT message with the updated set of own/remote IP addresses. In such an embodiment, the local CSR 106A infers new and/or removed IP addresses by comparing the list of own/remote IP addresses contained in the latest CONNECT message against the list of own/remote IP addresses contained in a previously received CONNECT message.

In some instances, when the local CSR 106A and/or local eNodeB 104B needs to be taken down (e.g., for maintenance or replacement), the connection-oriented interface will be interrupted. When the connection-oriented interface is re-established, the local eNodeB 104B re-transmits a CONNECT message that is a duplicate of a previous CONNECT message (i.e., the CONNECT messages contain the exact same set or sets of IP addresses). In one embodiment, the local CSR 106A detects such a duplicate CONNECT message and ignores it.

After automatically discovering 301 the remote eNodeB X2 host IP addresses, the flow 300 continues with inserting 302 an entry into an import route map for the learned IP address.

In such embodiments where the automatic X2 topology discovery 301 is performed through an explicit signaling communication occurring between eNodeBs and their local CSRs, routes may be automatically removed by configuring the eNodeBs to explicitly signal the its local CSR to remove the X2-specific VPNv4 routes when it determines that the X2 interface is no longer required. In scenarios where an eNodeB utilizes different X2-U and X2-C IP address, an amount of lag based upon hysteresis is incorporated before a local eNodeB releases a X2-U route after it releases the associated E-UTRAN Radio Access Bearer (E-RAB) (i.e. after a handoff is complete).

In an embodiment, the local CSR 106A utilizes BGP (or Multiprotocol BGP (MP-BGP)) routing and thus receives advertised network routes from other network devices or from a route reflector 105. In an embodiment, the local CSR 106A is configured to utilize a route target (RT) import filter that includes a set of RTs indicating which advertised routes will be installed. In addition to the RT import filter,
an embodiment of the invention further utilizes an import route map to restrict which advertised routes will be installed into the VRF table of the local CSR 106A. The import route map includes a match condition representing specific IP addresses or prefixes that the local CSR 106A wishes to install routes for. Thus, the local CSR 106A will insert an entry into the import route map representing the learned remote eNodeB X2 host IP address, which in an embodiment can be the full IP address, a subnet including the IP address, or some other related prefix.

Accordingly, upon receiving 303 a BGP route update message advertised into the network containing Network Layer Reachability Information (NLRI) comprising one or more advertised routes, the local CSR 106A will perform the following for each such route. At step 304, the local CSR 106A will determine if the route is tagged with a locally-defined import route target, i.e., if the route is tagged with a RT in the RT import filter. If not, the local CSR 106A will drop 306 (i.e., ignore) the route and proceed to determine 314 if another route in the BGP route update message exists. If not, the process ends 316; otherwise, the next route is similarly examined to determine 304 if it is tagged with a locally-defined import RT.

When a route is tagged with a locally-defined import RT, the flow 300 continues with determining 308 if the route is tagged with an X2 Self-Organizing Network (SON) special route target. In an embodiment, within a given geographic area "X2_Area", each of the CSRs will export their local subnets with the same RT "X2_Area" into BGP, and in an embodiment they do not export more specific routes for X2 IP addresses when locally learned. In such embodiments, "X2_Area" is a special RT value defined by the operator when the herein described auto-discovery SON feature is enabled in the CSR. If the route is not tagged with the X2 SON special route target, the route is known to be a "regular" route of interest, and thus is imported into the VRF table 310.

However, in an embodiment, if the route is tagged with the X2 SON special RT, the flow 300 continues with determining 312 whether the route matches an entry in the route import map (e.g., an entry inserted into the route import map by the local CSR 106A after learning a remote X2 IP address). If not, the route is dropped 306; otherwise the route is imported 310 to the VRF table of the local CSR 106A.
In some embodiments, within a given geographic area (e.g., "X2_Area"), each of the CSRs will export their local subnets with the same RT "X2_Area" into MP-BGP, though they will not export more specific routes for X2 IP addresses when locally learned. The BGP UPDATE messages received by a given CSR include all subnets advertised by all the CSRs exporting their locally reachable subnets with the area wide RT "X2_Area". Thus, all routes are propagated but the local CSR restricts the routes it actually installs through the use of local import route map filters. Additionally, although the BGP UPDATE message includes all the CSRs' locally reachable subnets, only routes that are also in the import route map of the local CSR 106A are actually installed in its VRF. One important benefit to the use of this flow 300 is that this method does not increase the number of routes advertised in to MP-BGP.

Figure 4 illustrates an exemplary network 400 utilizing the method of Figure 3 according to an embodiment of the invention. The exemplary network 400 includes a first cell site 103A including a CSR 106A having a loopback IP address of "5.0.0.2/32" 406A, which provides connectivity for a subnet "10.1.0.0/27" 404A that includes an eNodeB 104B having one (control and user plane) X2 IP address of "10.1.0.4" 402A. As illustrated by circle 'X', the CSR 106A has a routing table 452 with two entries - an entry for a default route leading to an aggregate router 402 using a label "10", and an entry for a private class C subnet of "192.168.10.0/24" which is connected to the CSR.

The exemplary network 400 also includes a second cell site 103B including a CSR 106B having a loopback IP address of "5.0.0.3/32" 406B, which provides connectivity for a subnet "10.1.0.32/28" 404B that includes an eNodeB 104C that also has one (control and user plane) X2 IP address of "10.1.0.40" 402B. As illustrated by circle 'Z', the CSR 106B has a routing table 456 with two entries - an entry for a default route leading to the aggregate router 402 using a label "10", and an entry for a private class C subnet of "192.168.20.0/24" that is connected to the CSR.

Each of the CSRs 106A-106B is communicatively coupled with an aggregate router 402 having a loopback IP address of "5.0.0.1/32" 406C, which is further coupled with a route reflector 104. As illustrated by circle 'Y', the aggregate router 402 has a routing table 454 including two entries - an entry for the subnet 404A behind the first CSR 106A indicating the first CSR 106A is the next hop and that label "20" is to be
used, and an entry for the subnet 404B behind the second CSR 106B indicating that the second CSR 106B is the next hop and that label "30" is to be used.

**Figure 5** illustrates an exemplary operational scenario of the network of **Figure 4** utilizing the method of **Figure 3** according to an embodiment of the invention. This illustration is presented with respect to the first CSR 106A of **Figure 4**, which we will state includes an import route target list 502 that includes the special SON route target of "X2_Area" (as discussed above), and further includes a route import map 504 including an entry for the prefix of "10.1.0.40/32" (matching the X2 IP address 402B of the second eNodeB 104A), which was inserted into the route import map 504 by the first CSR 106A after discovering the remote X2 IP address of the second eNodeB 104C.

At step 302 and circle A′, the first CSR 106A receives a BGP update message 506, the content of which is illustrated at 506. This BGP update message 506 includes four entries. As the flow iterates to process the BGP update message 506, these four entries will be processed as follows.

First, as illustrated by circle 'B', the first entry and the last entry 508 will be imported into the VRT because they each are tagged with a locally-defined import RT (i.e., both "X2_LONG_PATH" and "S1_GLOBAL" are RT values that exist in the import route target list 502 of the first CSR 106A) and neither is tagged with the X2 SON Special RT of "X2_AREA". Thus, step 304 will result in "Y" and step 308 will result in a "N".

As illustrated by circle 'C', the second and third entries 510 of the BGP update message 506 are each tagged with the RT value of "X2_AREA", indicating that they are part of the SON auto-discovery implemented by aspects of the invention. Thus, for the second and third entries 510, step 304 will result in "Y" and step 308 will result in a 'Y'. Now, the flow continues with determining whether the route is included within the X2 SON route import map 504.

The third entry 512, at circle 'D', will end up being dropped because its NLRI prefix does not match the entry in the route import map 504. This result is valid, as the route is for the subnet 404A already reachable through the first CSR 106A, and thus the third entry was already known to the first CSR 106A and likely advertised into BGP by
the first CSR 106A. Thus, for the third entry 512, step 304 and 308 will result in a "Y ", but step 312 will result in a "N".

The second entry for "10.1.0.32/28", however, at circle 'E’ will be imported into the VRF table as it will match the entry in the route import map 504 (i.e., the route import map 504 entry of "10.1.0.40/32" is included within the "10.1.0.32/28" subnet of the second entry). Depending upon the embodiment, at this point the "/28" prefix of the second entry may be inserted into the VRF (see entry 514A), or just a '732" address may be inserted into the VRF (see entry 514B).

**Figure 6** illustrates an exemplary network 600 for automatic VRF route creation using outbound route filtering (ORF) subsequent to the discovery of remote X2 addresses of remote base stations according to an embodiment of the invention. As opposed to using route import maps to identify those routes of interest for automatically-discovered remote X2 IP address, **Figure 6** presents an embodiment of the invention utilizing ORF requests 604.

Outbound route filtering (ORF) enables a router to advertise to its peers outbound route filters that peering routers or RRs can use while sending information to the router. In such configurations, the ORF feature on routers works in conjunction with the route-refresh BGP capability.

In an embodiment of the invention, similar to embodiments using import route maps, within a given geographic area "X2_Area", CSRs export their local subnets with the same RT "X2_Area" into MP-BGP. However, in these embodiments, the propagation of VPNv4 routes from the RR to the CSRs is restricted through the use of ORFs by the RRs. Thus, the contents of the BGP update messages sent from the RR to the CSRs will be unique for each CSR and contain only the VPNv4 X2 routes required by a given CSR. Thus, when a local CSR learns about a new remote X2 address, it updates its ORF on the RR (through an ORF request message) to add this new address as a /22 subnet. One benefit to these embodiments is that the number of routes advertised in to MP-BGP also is not increased.

Turning to **Figure 6**, the depicted network 600 includes three CSRs 106D-106F, each respectively having a local eNodeB 104D-104F. The first CSR 106D, by either "snooping" X2 traffic 602 or through an explicit communication with its local eNodeB 104D, automatically discovers the X2 IP address of a remote eNodeB 104E that the
local eNodeB 104D has an X2 relation with. Accordingly, the first CSR 106D transmits an OPvF request 604A to the route reflector 104 indicating that it is interested in receiving routes pertaining to the address "10.1.0.40/32", which is the X2 IP Address of the remote eNodeB 104E. Similarly, the second CSR 106E also automatically discovers the X2 IP address of the first eNodeB 104D, as it is a remote eNodeB to its local eNodeB (the second eNodeB 104E). Accordingly, it too will transmit an ORF request 604B indicating that it is interested in receiving routes pertaining to the address "10.1.0.4/32" - the automatically discovered X2 IP address of the first eNodeB 104D. Since the third eNodeB 104F does not have an active X2 relation with any other eNodeB, the third CSR 106F has not automatically discovered any remote X2 IP address, and thus can do nothing or else send an ORF request 604C indicating that it is not interested in any routes pertaining to X2 addresses.

In response, the RR 104 will only send to the first CSR 106D routes for prefixes including the IP address "10.1.0.40" (see BGP update 608) and will only send to the second CSR 106E routes for prefixes including the IP address "10.1.0.4" (see BGP update 610), but will not send any such routes to the third CSR 106F (see BGP update 606). Of course, the depiction of Figure 6 is simplified for ease of understanding, and thus each of the ORF requests 604 may include other prefixes not related to automatically discovered remote X2 IP addresses.

Figure 7 illustrates an exemplary network 700 for automatic VRF route creation using unique route target values subsequent to the discovery of remote X2 addresses of remote base stations according to an embodiment of the invention. This exemplary network 700 includes a first cell site 103K having a CSR 106K with an eNodeB 104K having two different X2 IP addresses 702 - an X2-C IP address of "a.b.c.d" and an X2-U IP address of "s.t.u.v". The network 700 also includes a second cell site 103L including a CSR 106L with an eNodeB 106L also having two different X2 IP addresses 704 - an X2-C IP address of "e.f.g.h", and an X2-U IP address of "w.x.y.z". Each of the eNodeBs 104K-104L participates in an inter-base station X2 connection 710 with the other eNodeB.

In an embodiment of the invention, the advertisement and installation of routing information for automatically discovered X2 IP addresses occurs utilizing unique RT values generated using a transformation algorithm. A transformation algorithm is a
procedure defining how to generate a "unique" RT value based upon an IP address such
that the resulting RT value will not be, or is highly unlikely to be, generated by an
application of the transformation algorithm to any different IP address. In various
embodiments, the shared transformation algorithm can include using the IP address
itself as the unique RT value, removing or replacing certain portions of the IP address,
appending or prepending values to the IP address, applying a hash/checksum function
to the IP address, performing one or more bitwise operations to the IP address (e.g.,
perform a circular shift of the IP address, perform an exclusive OR (XOR) of the IP
address with a defined pattern), or use some other deterministic algorithm with some or
all of the IP address as the input.

Thus, according to some embodiments, when a local CSR (e.g., CSR 106K)
learns of an X2 IP address utilized by a local eNodeB (e.g., eNodeB 104K), the local
CSR 106K applies the shared transformation algorithm to the learned X2 IP address to
generate a unique RT value. Then, the local CSR 106K advertises route information for
that X2 IP address and tags this route information with the generated unique RT value.
In an embodiment, the local CSR 106K advertises a 122 VPNv4 route for the learned
X2 IP address, using MP-BGP, which is tagged with the unique RT value. Accordingly,
in these embodiments, a unique VPNv4 route is created for every X2 IP address in an
area implementing these X2 SON solutions.

The local CSR 106K may learn of the local X2 IP address either through an
automatic discovery based upon snooping of traffic (e.g., SCTP INIT ACK messages,
HANDOVER REQUEST ACK messages) or by receipt of an explicit connection-
oriented message from the local eNodeB (e.g., a CONNECT message including a set of
"own" X2 IP addresses).

At the remote cell site (e.g., 130L), upon the remote CSR 106L automatically
discovering the "remote" X2 IP address (e.g., one of addresses 702), the remote CSR
106L similarly applies the transformation algorithm to the discovered X2 IP address to
generate a same unique RT value. Then, the remote CSR 106L adds the unique RT
value to its local import RT list (e.g., 502), which will enable it to install the route
advertised by the CSR 106K because the unique RT value of the advertised route
matches the unique RT value of the CSR's 106K local import RT list.
By way of example, when the first CSR 106K discovers a local X2 IP address (e.g., the X2-C IP address of "a.b.c.d" 702) of a local eNodeB 104K, it will apply the transformation algorithm to the address "a.b.c.d". Supposing that the transformation algorithm includes prepending a string of "X2_" to the IP address, the generated unique RT value will be "X2_a.b.c.d". When the first CSR 106K advertises this IP address reachability using the routing protocol, the unique RT value will be tagged to that route information. Then, when the second CSR 106L automatically discovers that its local eNodeB 104L has or is beginning an X2 connection 710 with the other eNodeB 104K, it will automatically learn the remote X2 IP address (i.e., "a.b.c.d"), and apply the same transformation algorithm to yield the unique RT value of "X2_a.b.c.d". The second CSR 106L will insert the unique RT value into its import RT list, and upon receiving a routing protocol update message (from a route reflector or another router) including a route tagged with the unique RT value, it will install that route in its VRF table.

In some embodiments of the invention where the BGP RT Constrained Route distribution feature is supported, a CSR may transmit an ORF request (including the generated unique RT value of interest) to a route reflector, allowing the route reflector to perform selective distribution of routes based on RT filtering. Accordingly, those CSRs that do not require a short path route for a given X2 session will be relieved from the burden of needing to filter BGP UPDATE messages based upon their respective import RT lists.

**Figure 8** illustrates procedures (802, 804) for enabling automatic VRF route creation using unique route target values according to an embodiment of the invention. **Figure 8** includes a procedure 802 for local address processing 812 performed by a CSR for X2 IP addresses of local eNodeBs, and a procedure 804 for remote address processing 822 performed by a CSR for automatically discovered X2 IP addresses of remote eNodeBs having an X2 relation with a local eNodeB.

Upon discovering 810 one or more X2 IP addresses of one or more local eNodeBs, the CSR, in an embodiment, performs local address processing 812. For each discovered local X2 IP address, the CSR will apply 814 the transformation algorithm to the X2 IP address to generate a unique RT value. Next, the CSR will update 816 its export rule - that controls what routing information will be advertised using the routing protocol - to include the generated unique RT value. Accordingly, the CSR will then
advertise a route for the X2 IP address (e.g., a /32 VPNv4 route) using the routing protocol. This procedure allows other routers to identify and install the advertised route as pertaining to the X2 IP address of the eNodeB.

At some point, the CSR, upon discovering GW20 one or more X2 IP addresses of one or more remote eNodeBs that one or more local eNodeBs are having or forming X2 relations with, the CSR performs remote address processing 822. For each such automatically discovered remote X2 IP address, the CSR will apply 824 the same transformation algorithm to the X2 IP address to generate the unique RT value. The CSR then updates 826 its import route target list to include the generated unique RT value. Then, the CSR transmits 828 a routing protocol message (e.g., a BGP route refresh message) instructing another router or route reflector to retransmit routing information. Upon receipt 830 of a route update message including one or more routes (sent in response to the transmitted 828 routing protocol message), the CSR will process 832 the route update message using its import RT list. When one of the one or more routes from the route update message includes a route tagged with the unique RT value, the CSR then installs 834 that route into its VRF table.

In embodiments using the described unique route target values, additional routes are advertised in the network (e.g., one additional route for each X2 host) and similarly additional RT values are utilized in the network (e.g., one additional RT value for each X2 host). This increase of routes and RT values provides OAM benefits to these networks as the visibility of additional routes allows for easier and more precise troubleshooting. Further, the transport network is offered additional visibility into the architecture of the RAN. For example, the X2 host routes may be advertised using the routing protocol (e.g., BGP) throughout the RAN as well as the transport network, and thus a complete map of the topology of the RAN is made available to the transport network. Accordingly, the transport network, upon detecting an issue associated with a unique RT (e.g., an alarm being raised on the unique RT), the RAN is able to determine which eNodeB and which X2 interface is affected by (or the cause of) the issue.

**Figure 9** illustrates flows 900 for enabling automatic VRF route creation of automatically discovered X2 IP addresses at a network device according to embodiments of the invention. In some embodiments, one or more of the flows 900 are performed by one or more CSRs 106A-106N in an LTE network.
The flows 900 begin with, by the network device, automatically discovering 902 a remote IP address of a remote base station, which is utilized for inter-base station traffic, based upon traffic transmitted by a local base station destined to the network device, or based upon traffic transmitted between the local base station and the remote base station. This traffic may include, depending upon the embodiment, SCTP INIT ACK messages sent between the base stations, HANDOVER REQUEST ACK messages sent between the base stations, or messages sent by the local base station to the network device including one or more remote IP addresses of the remote base station and optionally one or more local IP addresses of the local base station.

Depending upon the embodiment of the invention or configuration of the network, the flows 900 continue with one of three paths.

In a first path, the network device at block 910 inserts an entry into a route import map representing the remote IP address. The route import map is utilized by the network device to identify routes distributed according to a routing protocol that are to be installed into a routing table of the network device. In certain embodiments, the entries of the route import map include IP addresses or IP address prefixes. In an embodiment, the routing protocol is BGP, and the routes are distributed utilizing BGP UPDATE messages. In an embodiment, the routing table of the network device comprises a RIB.

At block 912, the network device receives, at a network interface, a route update message following the routing protocol that includes a set of one or more routes of the network, wherein one route of the set of routes comprises a prefix of the remote IP address. In an embodiment the route update message is a BGP UPDATE message.

At block 914, the network device installs a route into its routing table based upon determining that the one route matches the entry of the route import map. In an embodiment, the one route is determined to match the entry of the route import map if the prefix of the one route exactly matches a prefix of the remote IP address in the route import map. In another embodiment, the one route is determined to match the entry of the route import map if the prefix of the one route indicates a subnet (i.e., a range of IP addresses) that the remote IP address in the route import map is within.

In a second path, the network device at block 920 transmits an ORF request to a second network device serving as a route reflector in the network to cause the second
network device to filter which routes it transmits to the network device according to the ORF request. This ORF request indicates that the network device seeks route updates for routes encompassing the remote IP address.

At block 922, the network device receives, at a network interface, a route update message transmitted by the second network device. This route update message follows a routing protocol and includes a set of one or more routes of the network. One route of the set of routes of the route update message comprises a prefix of the remote IP address. In an embodiment, the routing protocol is BGP, and the routes are distributed utilizing BGP UPDATE messages. In an embodiment, the network device does not need to filter the set of routes using an import RT list or a route import map because of the use of the ORF request. At block 924, the network device installs a route into a routing table of the network device based upon the one route.

In a third path, the network device at block 930 generates a unique route target value based upon the discovered remote IP address. In an embodiment, this generation occurs using a transformation algorithm, and in various embodiments the transformation can be a hash (e.g., a Message Digest v5 (MD5) hash, a SHA hash, a cyclic redundancy check (CRC)), a series of bitwise operations, or a concatenation.

At block 932, the network device inserts the generated unique RT value into an import route target list, which identifies RT values of routes that are to be installed by the network device. At block 934, the network device receives a route update message transmitted by a second network device serving as a route reflector in the network. The route update message follows a routing protocol (e.g., BGP) and includes a set of one or more routes of the network. One route of the set of routes comprises a prefix of the remote IP address, and includes a RT value that is the same as the unique RT value in the import route target list. In an embodiment, the RT value of the advertised one route was initially generated by another network device serving as a local CSR for an eNodeB utilizing the remote IP address for X2 communications.

At block 936, the network device installs the one route into a routing table based upon determining that the RT value of the one route matches the unique RT value in the import route target list.

**Figure 10** illustrates an exemplary network 1000 utilizing security tunnels between CSRs and also between CSRs and eNodeBs that are automatically generated
responsive to the automatic discovery of remote X2 IP addresses according to an embodiment of the invention. In certain embodiments, subsequent to an automatic discovery of a remote X2 IP address, the network 800 is able to provide not only a self-configuring X2 L3VPN but a self-configuring secured X2 L3VPN by installing VPNv4 routes for the remote X2 IP addresses and also configuring secure transport connections to the necessary neighboring CSRs.

In some embodiments, each CSR (106A, 106B, 106N) utilizes a secure connection (e.g., IPsec tunneled "SI" interfaces 1002A, 1002B, 1002C) back to a Security Gateway (SeGW) 1002 for the purposes of protecting the privacy of SI traffic, and inter-base station (e.g., X2 traffic) may be routed through the secure SI interfaces following the long route to the mobile core network 108. However, with the creation of new short paths subsequent to automatic discovery of the remote X2 IP addresses, the inter-base station traffic likely will not be forwarded over these secure connections. Accordingly, embodiments of the invention provide secure X2 SON service with a tunnel 1004A between CSRs (e.g., CSR 106A and CSR 106N) serving the eNodeBs (e.g., eNodeB 104A and eNodeB 104M) involved in X2 communications, and embodiments provide secure X2 SON service between eNodeBs (e.g., eNodeB 104A and eNodeB 104M) using split tunnels including a tunnel 1006D between a first eNodeB 104A and a first CSR 106A, a tunnel 1004A between the first CSR 106A and the second CSR 106N, and another tunnel 1006A between the second CSR 106N and the second eNodeB 104M. In these embodiments, the secure SI security architecture 1002A-1002C is not affected or modified. Instead, based on the information learned during the topology discovery and VRF creation processes, embodiments of the invention automatically configure IPsec security for new VPNv4 short path routes between CSRs. Some embodiments utilize a split X2 security architecture, whereby X2 traffic is optionally encrypted from local eNodeB 104A to CSR 106A, then encrypted from local CSR 106A to remote CSR 106N, and then again optionally from remote CSR 106Nto remote eNodeB 104M.

In an embodiment, to apply encryption, VPN MPLS packets are encapsulated using standards based MPLS-in-IP, or MPLS-in-GRE encapsulation. Once encapsulated, the IP/GRE packet would then be encrypted using IPsec transport mode. The user payload is encrypted in full, including client side source and destination IP
addresses, so in this respect it is as secure as tunnel mode. In an embodiment, the resulting encrypted packet then has one or more MPLS transport label(s) added for the X2 short path route, or in some embodiments the packet can simply be routed based on the new IP/GRE header. Accordingly, the VPN traffic may thusly traverse non-MPLS networks, if required, which is especially beneficial for networks configured to use an IP routed service for small cells.

In Figure 10, assuming S1 tunnels 802A-1002C have already been configured and inter-eNodeB X2 traffic is already passing through these tunnels, this figure presents a migration path. In this case the eNodeBs 104A-104M would be reconfigured to not pass X2 traffic through the existing S1 tunnels 1002A-1002C but rather pass this traffic clear to the respective local CSR 106A-106N or pass the traffic from all of its X2 interfaces through a new single IPsec tunnel (1006A-1006D) to the respective local CSR 106A-106N. Since X2 traffic utilizes a destination IP address of a neighboring eNodeB, and the S1 traffic has a destination IP address of an S-GW in the mobile core network 108, it is possible for the eNodeBs to direct S1 and X2 traffic differently.

Where there are multiple eNodeBs 104A-104B locally supported by the CSR 106A at a site 103A, it is very likely that all such eNodeBs 104A-104B would need X2 connectivity to a given neighboring site 103B. Thus, embodiments of the invention automatically configuring an inter-site tunnel 1004B thus enable it to act as an IPsec aggregator, thereby reducing the number of IPsec tunnels that need to be created. In addition to securing inter-cell site X2 traffic (using tunnel 1004B), embodiments of the invention also secure X2 traffic within a same cell site 103A using eNodeB-to-CSR tunnels 1006C-1006D.

To implement these tunnels, the combined X2 L3VPN route and security SON function aspect of the invention leads a CSR 106A, upon discovering a remote X2 IP address of a remote eNodeB 104C, to install VPNv4 routes for the remote X2 IP addresses, and then additionally set up a secure transport mode IPsec connection 1004B to the neighboring CSR 106B serving the remote eNodeB 104C of interest. Of note is that this secure transport mode IPsec connection 1004B is not formed between the CSR 106A and the remote eNodeB 104C itself, but rather between two CSRs 106A-106B. To enable this configuration, the configuring CSR 106A may determine the remote CSR's 106B network address from the newly-created short route (e.g., VPNv4 route)
just installed for the X2 traffic by identifying and using the next hop address from that route, which is the remote CSR’s 106B /32 loopback address, as the remote IP address (i.e., endpoint) of the tunnel.

Once the inter-CSR tunnels have been configured, when a CSR (e.g., 106A) receives an X2 packet from a local eNodeB (e.g., 104A), the X2 packet is processed as described in Figure 11. Figure 11 illustrates the encapsulation and encryption of data for transport using the security tunnels of Figure 10 according to an embodiment of the invention. In the illustrated embodiment, an X2 packet is processed to become an MPLS VPN packet in IP, encrypted, for IPsec transport mode. First, the X2 packet 1122, which includes X2 data 1102, an X2 source IP address 1106, and a destination X2 IP address 1104, is received by the CSR. Next, the CSR looks up a route for the X2 packet 1122 in its VRF table to determine an MPLS VPN route label 1108 for the packet, and prepends it to the X2 packet 1122. Next, the MPLS VPN packet 1124 is encapsulated in IP (or, GRE) and the CSR source IP 1112 and the CSR destination IP 1110 addresses are prepended. The IPsec local Security Association (SA) address would the local CSR’s /32 loopback address, and the remote SA address would be the newly created VPNv4 route's next hop address, i.e., the remote CSR's /32 loopback address. The remote CSR's /32 loopback address is determined using the same information gathered by the SON topology discovery and route creation processes described above. Then, the MPLS portion of this packet 1126 is encrypted 1116 using IPsec transport mode, although in some embodiments that portion 1126 is encrypted earlier than the addition of the CSR source IP 1112 and CSR destination IP 1110. Finally, an MPLS transport label 1114 is added, and the entire packet 1130 is ready to be transmitted.

Figure 12 illustrates a flow 1200 for the discovery of remote X2 addresses and subsequent automatic VRF route creation according to an embodiment of the invention. The flow 1200 includes, at 1202, discovering, by a network device (e.g., CSR) communicatively coupled to a set of one or more local base stations (e.g., eNodeBs) at a cell site, one or more remote IP addresses (e.g., X2 IP addresses) of the set of remote base stations based upon traffic transmitted by the set of local base stations destined to the network device (e.g., CONNECT messages) or based upon traffic transmitted between the set of local base stations and the set of remote base stations (e.g., SCTP
INIT ACK messages, HANDOVER REQUEST ACK messages), wherein the one or more remote IP addresses are used for inter-base station communications (e.g., X2 traffic). In an embodiment, the discovering 1202 includes identifying 1204 the one or more remote IP addresses in one or more Stream Control Transmission Protocol (SCTP) packets sent between the set of local base stations and the set of remote base stations. In an embodiment, the discovering 1202 includes identifying 1206 the one or more remote IP addresses from a set of one or more packets transmitted by the set of local base stations and destined to the network device.

The flow 1200 also includes, responsive to the discovering of the one or more remote IP addresses, automatically installing 1208 one or more routes for the discovered one or more remote IP addresses in one or more routing tables of the network device. Thus, the network device is enabled to route inter-base station traffic originated from the set of local base stations and destined to the set of remote base stations according to the one or more routes through the network, instead of routing the inter-base station traffic through the network to a device of a mobile core network. In an embodiment, the automatic installing 1208 includes utilizing 1210 a route import map including the one or more remote IP addresses to limit which routes advertised through the network according to a routing protocol will be installed by the network device. In an embodiment, the automatic installing 1208 includes transmitting 1212 one or more messages to a route reflector to cause the route reflector to update its Outbound Route Filter (ORF) to include entries representing the one or more remote IP addresses. In an embodiment, the automatic installing 1208 includes publishing 1214 the one or more routes, which include a corresponding one or more unique route targets (RTs) derived from the respective remote IP addresses, using the routing protocol, and also adding the one or more unique RTs to one or more import statements for the one or more routing tables used to identify which routes received via the routing protocol are to be installed to the one or more routing tables.

In some embodiments, the flow 1200 also includes automatically initiating a generation 1216, by the network device, of a security tunnel between the network device and a remote network device to be used for the inter-base station traffic between the set of local base stations and the set of remote base stations. The set of remote base
stations are communicatively coupled to the remote network device at a second cell site.

In some embodiments, the flow 1200 also includes automatically initiating a generation 1218, by the network device, of one or more security tunnels between the network device and the set of local base stations to be used for the inter-base station traffic between the set of local base stations and the set of remote base stations.

**Figure 13** illustrates components of a cell site router 106A allowing for automatic X2 topology discovery and VRF route creation according to an embodiment of the invention. This CSR 106A is depicted as including only a few elements to aid in the ease of understanding of the invention; other well-known elements (e.g., processors, buses, memories) are not depicted herein to avoid obscuring the invention. The CSR 106A, which is located at a cell site 103A and communicatively coupled with a set of one or more local eNodeBs 104A-104M at the cell site 103A, is communicatively coupled with a mobile backhaul network 102 using one or more physical network interfaces 1302. Through the mobile backhaul network 102, the CSR 106A is operable to communicate with one or more remote CSRs 206B-206N connected to one or more remote eNodeBs 104N-104Z at one or more remote cell sites.

An address discovery module 1304 of the CSR 106A is to be coupled to the set of network interfaces 1302 and configured to discover, based upon traffic transmitted by the set of local eNodeBs 104A-104M destined to the CSR 106A or based upon traffic transmitted between the set of local eNodeBs 104A-104M and the set of remote eNodeBs 104N-104Z, one or more remote X2 IP addresses of the set of remote eNodeBs 104N-104Z.

The CSR 106A also includes an automatic routing module 1306, which includes one or more routing tables 1308 (e.g., VRFs) that include one or more routes 1309. The depicted CSR 106A includes an import RT list 502, which comprises a list of zero or more route target values that indicate which advertised routes should be installed by the CSR 106A into its routing tables 1308, as described earlier herein. The depicted CSR 106A also includes an export RT list 1312, which includes a list of zero or more route target values that are to be attached to routes advertised, using the routing protocol, by the CSR 106A. The depicted CSR 106A also includes a route import map 504, which includes a list of zero or more route prefixes of interest to match against advertised
routes to determine which routes are to be installed into the routing table 1308. The automatic routing module 1306, in an embodiment, is configured to, responsive to the address discovery module 1304 discovering remote IP addresses, automatically install one or more routes for the IP addresses in one or more routing tables 1308, whereby the CSR 106A is thusly enabled to route X2 traffic originated from the set of local eNodeBs 104A-104M and destined to the set of remote eNodeBs 104N-104Z according to the one or more routes 1309 that provide a shorter path to the set of remote eNodeBs 104N-104Z through the backhaul network 102 instead of routing the X2 traffic through a mobile core network (not illustrated).

The depicted CSR 106A also includes a unique route target generation module 1316, which as described above, is configured to generate unique RT values from an IP address through an application of a transformation algorithm 1318.

The CSR 106A also includes a security tunnel generation module 1310, which, after the address discovery module 1304 automatically discovers remote X2 IP addresses of the one or more remote eNodeBs 104N-104Z that are part of X2 relations with the set of local eNodeBs 104A-104M, automatically configures one or more security tunnels between the CSR 106A and respective remote CSRs 206B-206N, and optionally also between the CSR 106A and the respective local eNodeBs 104A-104M.

While the flow diagrams in the figures show a particular order of operations performed by certain embodiments of the invention, it should be understood that such order is exemplary (e.g., alternative embodiments may perform the operations in a different order, combine certain operations, overlap certain operations, etc.). Additionally, while the invention has been described in terms of several embodiments, those skilled in the art will recognize that the invention is not limited to the embodiments described, can be practiced with modification and alteration within the spirit and scope of the appended claims. The description is thus to be regarded as illustrative instead of limiting.
CLAIMS

What is claimed is:

1. A method in a network device (106A) communicatively coupled to a local base station (104A) at a cell site (103A) for automatic creation of a more optimal route entry in the network device (106A) for inter-base station traffic to be transmitted between the local base station (104A) and a remote base station (104C) through a backhaul network (102), the method comprising:
   automatically discovering a remote Internet Protocol (IP) address of the remote base station (104C) based upon traffic transmitted by the local base station (104A) destined to the network device (106A) or based upon traffic transmitted between the local base station (104A) and the remote base station (104C), wherein the remote IP address is utilized for the inter-base station traffic;
   responsive to said discovering of the remote IP address of the remote base station (104C), inserting an entry into an route import map (504) representing the remote IP address, wherein the route import map (504) is utilized by the network device (106A) to identify routes distributed according to a routing protocol that are to be installed into a routing table (1308) of the network device (106A);
   receiving, at a network interface of the network device (106A), a route update message following the routing protocol that includes a set of one or more routes of the network, wherein one route of the set of routes comprises a prefix of the remote IP address, and wherein the one route is the more optimal route as it provides a shorter path to the remote base station (104C) through the backhaul network (102) compared to a less optimal route through a mobile core network (108) previously used for the inter-base station traffic; and
   installing a route entry into the routing table (1308) of the network device (106A) based upon determining that the one route matches the entry of the route import map (504).
2. The method of claim 1, wherein the installed route entry identifies only one IP address, wherein the one IP address is the remote IP address.

3. The method of claim 1, wherein the installed route entry identifies a plurality of IP addresses in a range of IP addresses, wherein the remote IP address is within the range of IP addresses.

4. The method of claim 1, wherein said installing the route entry is further based upon the one route including a route target value matching an import route target value defined at the network device (106A).

5. A network device (106A) to be communicatively coupled to a set of one or more local base stations (104A-104B) at a cell site (103A) and configured to automatically create more optimal route entries in the network device (106A) for inter-base station traffic to be transmitted between the set of local base stations (104A-104B) and a set of one or more remote base stations (104C-104Z) through a backhaul network (102), the network device (106A) comprising:

   a set of one or more network interfaces (1302);
   an address discovery module (1304) coupled to the set of network interfaces (1302) and configured to automatically discover, based upon traffic transmitted by the set of local base stations (104A-104B) destined to the network device (106A) or based upon traffic transmitted between the set of local base stations (104A-104B) and the set of remote base stations (104C-104Z), remote Internet Protocol (IP) addresses of the set of remote base stations (104C-104Z) that are used for the inter-base station traffic; and
   an automatic routing module (1306) coupled to the set of network interfaces (1302) and configured to, insert, responsive to the address discovery module (1304) discovering one of the remote IP addresses of the set of remote base stations (104C-104Z), an entry into an route import map (504) representing the one remote IP address, wherein the route import
map (504) is to be utilized by the network device (106A) to identify routes distributed according to a routing protocol that are to be installed into a routing table (1308) of the network device (106A),

receive, using the set of network interfaces (1302), route update messages following the routing protocol that include routes of the backhaul network (102), and

install route entries into the routing table (1308) of the network device (106A) based upon determining that routes of the received route update messages match entries of the route import map (504), wherein some of the route entries are more optimal routes providing shorter paths to the set of remote base stations (104C-104Z) through the backhaul network (102) compared to less optimal routes through a mobile core network (108) previously used for the inter-base station traffic.

6. The network device of claim 5, wherein one of the installed route entries is to identify only one IP address, wherein the one IP address is the remote IP address of the route of the received route update message that matches one of the entries of the route import map (504).

7. The network device of claim 5, wherein one of the installed route entries is to identify a plurality of IP addresses in a range of IP addresses, wherein the remote IP address of the route of the received route update message that matches one of the entries of the route import map (504) is within the range of IP addresses.

8. The network device of claim 5, wherein the automatic routing module (1306) is to install the routes into the routing table (1308) further based upon the routes including route target values matching an import route target value defined at the network device (106A).

9. A method in a network device (106A) communicatively coupled to a local base station (104A) at a cell site (103A) for automatic creation of a more optimal
route entry in the network device (106A) for inter-base station traffic to be transmitted between the local base station (104A) and a remote base station (104C) through a backhaul network (102), the method comprising:

automatically discovering a remote Internet Protocol (IP) address of the remote base station (104C) based upon traffic transmitted by the local base station (104A) destined to the network device (106A) or based upon traffic transmitted between the local base station (104A) and the remote base station (104C), wherein the remote IP address is utilized for the inter-base station traffic;

responsive to said discovering of the remote IP address of the remote base station (104C), transmitting an outbound route filtering (ORF) request (604) to a second network device (105) serving as a route reflector in the backhaul network (102) to cause the second network device (105) to filter which routes it transmits to the network device (106A) according to the ORF request (604), wherein the ORF request (604) indicates that the network device (106A) seeks route updates for routes encompassing the remote IP address;

receiving, at a network interface of the network device (106A), a route update message transmitted by the second network device (105), wherein the route update message follows a routing protocol and includes a set of one or more routes of the backhaul network (102), wherein one route of the set of routes comprises a prefix of the remote IP address, and wherein the one route is the more optimal route as it provides a shorter path to the remote base station (104C) through the backhaul network (102) compared to a less optimal route through a mobile core network (108) previously used for the inter-base station traffic; and

installing a route entry into a routing table (1308) of the network device (106A) based upon the one route.

10. The method of claim 9, wherein said installing of the route entry is further based upon the one route having a route target value matching a locally defined import route target value.
11. The method of claim 9, further comprising after said transmitting of the ORF request (604), transmitting a route refresh message following the routing protocol to the second network device (105) to cause the second network device (105) to transmit the route update message.

12. The method of claim 9, wherein the installed route entry identifies only one IP address, wherein the one IP address is the remote IP address.

13. The method of claim 11, wherein the installed route entry identifies a plurality of IP addresses in a range of IP addresses, wherein the remote IP address is within the range of IP addresses.

14. A network device (106A) to be communicatively coupled to a set of one or more local base stations (104A-104B) at a cell site (103A) and configured to automatically create more optimal route entries for inter-base station traffic to be transmitted between the set of local base stations (104A-104B) and a set of one or more remote base stations (104C-104Z) through a backhaul network (102), the network device (106A) comprising:

- a set of one or more network interfaces (1302);
- an address discovery module (1304) coupled to the set of network interfaces (1302) and configured to automatically discover, based upon traffic transmitted by the set of local base stations (104A-104B) destined to the network device (106A) or based upon traffic transmitted between the set of local base stations (104A-104B) and the set of remote base stations (104C-104Z), remote Internet Protocol (IP) addresses of the set of remote base stations (104C-104Z) that are used for the inter-base station traffic; and
- an automatic routing module (1306) coupled to the set of network interfaces (1302) and configured to, transmit, using the set of network interfaces (1302) in response to the address discovery module (1304) automatically discovering the remote IP addresses of the set of remote base stations (104C-104Z), outbound route filtering (ORF) requests (604) to a second
network device (105) serving as a route reflector in the backhaul network (102) to cause the second network device (105) to filter which routes it transmits to the network device (106A) according to the ORF requests (604), wherein the ORF requests (604) indicate that the network device (106A) seeks route updates for routes encompassing the remote IP addresses, receive, using the set of network interfaces (1302), route update messages transmitted by the second network device (105), wherein the route update messages follow a routing protocol and include sets of one or more routes of the backhaul network (102), wherein the sets of routes of the backhaul network (102) comprise prefixes of the remote IP addresses, and wherein the sets of routes are more optimal routes as they provide shorter paths to the set of remote base stations (104C-104Z) through the backhaul network (102) compared to less optimal routes through a mobile core network (108) previously used for the inter-base station traffic, and install route entries into the routing table (1308) of the network device (106A) based upon the sets of routes received in the route update messages.

15. The network device of claim 14, wherein the automatic routing module (1306) is to install the routes further based upon the sets of routes having route target values matching locally defined import route target values.

16. The network device of claim 14, wherein the automatic routing module (1306) is further configured to:

transmit route refresh messages, according to the routing protocol, to the second network device (105) to cause the second network device (105) to transmit the route update messages.
17. The network device of claim 14, wherein at least one of the installed routes identifies only one IP address, wherein the one IP address is one of the remote IP addresses.

18. The network device of claim 14, wherein at least one of the installed routes identifies a plurality of IP addresses in a range of IP addresses, wherein at least one of the remote IP addresses is within the range of IP addresses.
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Fig. 9

Automatically discovering a remote Internet Protocol (IP) address of a remote base station based upon traffic transmitted by a local base station destined to the network device or based upon traffic transmitted between the local base station and the remote base station, wherein the remote IP address is utilized for inter-base station traffic.

Responsive to said discovering of the remote IP address of the remote base station:

1. Inserting an entry into an route import map representing the remote IP address, wherein the route import map is utilized to identify routes distributed according to a routing protocol that are to be installed into a routing table of the network device.

2. Transmitting an outbound route filtering (ORF) request to a second network device serving as a route reflector in the network to cause the second network device to filter which routes it transmits to the network device according to the ORF request, wherein the ORF request indicates that the network device seeks route updates for routes encompassing the remote IP address.

3. Generating a unique route target (RT) value based upon the discovered remote IP address.

4. Inserting the unique RT value into an import route target list, wherein the import route target list identifies RT values of routes that are to be installed by the network device.

5. Receiving, at a network interface of the network device, a route update message following the routing protocol that includes a set of one or more routes of the network, wherein one route of the set of routes comprises a prefix of the remote IP address.

6. Receiving, at a network interface of the network device, a route update message transmitted by the second network device, wherein the route update message follows a routing protocol and includes a set of one or more routes of the network, wherein one route of the set of routes comprises a prefix of the remote IP address.

7. Installing a route into the routing table of the network device based upon determining that the one route matches the entry of the route import map.

8. Installing a route into a routing table of the network device based upon the one route.

9. Installing the one route into a routing table of the network device based upon determining that the RT value of the one route matches the unique RT value in the import route target list.
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Fig. 12

DISCOVERING, BY A NETWORK DEVICE COMMUNICATIVELY COUPLED TO A SET OF ONE OR MORE LOCAL BASE STATIONS AT A CELL SITE, ONE OR MORE REMOTE INTERNET PROTOCOL (IP) ADDRESSES OF THE SET OF REMOTE BASE STATIONS BASED UPON TRAFFIC TRANSMITTED BY THE SET OF LOCAL BASE STATIONS DESTINED TO THE NETWORK DEVICE OR BASED UPON TRAFFIC TRANSMITTED BETWEEN THE SET OF LOCAL BASE STATIONS AND THE SET OF REMOTE BASE STATIONS, WHEREIN THE ONE OR MORE REMOTE IP ADDRESSES ARE USED FOR INTER-BASE STATION COMMUNICATIONS 1202

IDENTIFYING THE ONE OR MORE REMOTE IP ADDRESSES IN ONE OR MORE STREAM CONTROL TRANSMISSION PROTOCOL (SCTP) PACKETS SENT BETWEEN THE SET OF LOCAL BASE STATIONS AND THE SET OF REMOTE BASE STATIONS 1204

IDENTIFYING THE ONE OR MORE REMOTE IP ADDRESSES FROM A SET OF ONE OR MORE PACKETS TRANSMITTED BY THE SET OF LOCAL BASE STATIONS AND DESTINED TO THE NETWORK DEVICE 1206

RESPONSIVE TO SAID DISCOVERING OF THE ONE OR MORE REMOTE IP ADDRESSES, AUTOMATICALLY INSTALLING ONE OR MORE ROUTES FOR THE DISCOVERED ONE OR MORE REMOTE IP ADDRESSES IN ONE OR MORE ROUTING TABLES OF THE NETWORK DEVICE, WHEREBY THE NETWORK DEVICE IS ENABLED TO ROUTE INTER-BASE STATION TRAFFIC ORIGINATED FROM THE SET OF LOCAL BASE STATIONS AND DESTINED TO THE SET OF REMOTE BASE STATIONS ACCORDING TO THE ONE OR MORE ROUTES THROUGH THE NETWORK INSTEAD OF ROUTING THE INTER-BASE STATION TRAFFIC THROUGH THE NETWORK TO A DEVICE OF A MOBILE CORE NETWORK 1208

UTILIZING A ROUTE IMPORT MAP INCLUDING THE ONE OR MORE REMOTE IP ADDRESSES TO LIMIT WHICH ROUTES ADVERTISED THROUGH THE NETWORK ACCORDING TO A ROUTING PROTOCOL WILL BE INSTALLED BY THE NETWORK DEVICE 1210

TRANSMITTING ONE OR MORE MESSAGES TO A ROUTE REFLECTOR TO CAUSE THE ROUTE REFLECTOR TO UPDATE ITS OUTBOUND ROUTE FILTER (ORF) TO INCLUDE ENTRIES REPRESENTING THE ONE OR MORE REMOTE IP ADDRESSES 1212

PUBLISHING THE ONE OR MORE ROUTES INCLUDING A CORRESPONDING ONE OR MORE UNIQUE ROUTE TARGETS (RTS) DERIVED FROM THE RESPECTIVE REMOTE IP ADDRESSES USING THE ROUTING PROTOCOL, AND ALSO ADDING THE ONE OR MORE UNIQUE RTS TO ONE OR MORE IMPORT STATEMENTS FOR THE ONE OR MORE ROUTING TABLES USED TO IDENTIFY WHICH ROUTES RECEIVED VIA THE ROUTING PROTOCOL ARE TO BE INSTALLED TO THE ONE OR MORE ROUTING TABLES 1214

AUTOMATICALLY INITIATING A GENERATION, BY THE NETWORK DEVICE, OF A SECURITY TUNNEL BETWEEN THE NETWORK DEVICE AND A REMOTE NETWORK DEVICE TO BE USED FOR THE INTER-BASE STATION TRAFFIC BETWEEN THE SET OF LOCAL BASE STATIONS AND THE SET OF REMOTE BASE STATIONS, WHEREIN THE SET OF REMOTE BASE STATIONS ARE COMMUNICATIVELY COUPLED TO THE REMOTE NETWORK DEVICE AT A SECOND CELL SITE 1216

AUTOMATICALLY INITIATING A GENERATION, BY THE NETWORK DEVICE, OF ONE OR MORE SECURITY TUNNELS BETWEEN THE NETWORK DEVICE AND THE SET OF LOCAL BASE STATIONS TO BE USED FOR THE INTER-BASE STATION TRAFFIC BETWEEN THE SET OF LOCAL BASE STATIONS AND THE SET OF REMOTE BASE STATIONS 1218
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