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(57) Abstract: Techniques are described for signaling information used to generate three-dimensional (3D) color lookup tables for
color gamut scalability in multi-layer video coding. A lower layer of video data may include color data in a first color gamut and a
higher layer of the video data may include color data in a second color gamut. To generate inter-layer reference pictures, a video en -
coder or video decoder performs color prediction using a 3D lookup table to convert the color data of a reference picture in the first
color gamut to the second color gamut. According to the techniques, a video encoder may encode partition information and/or color
values of a 3D lookup table generated for color gamut scalability. A video decoder may decode the partition information and/or col -
or values to generate the 3D lookup table in order to perform color gamut scalability.
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SIGNALING COLOR VALUES FOR 3D LOOKUP TABLE FOR COLOR
GAMUT SCALABHLITY IN MULTELAYER VIDEG COBING

RELATED APPLICATIONS
{68081} This apphication claims the benefit of U.S. Provisional Application No.
61/917,228, filed December 17, 2013, and U.S. Provisional Application No. 62/005,845,
filed May 30, 2014, the contents of cach of which are hereby incorporated by reference

in their entirety.

TECHNICAL FIELD

(8062 This disclosure relates to video coding,

BACKGROUND
18603] Digital video capabilities can be incorporated into a wide range of devices,
ncluding digital televisions, digital direct broadcast systems, wireless broadeast
systems, personal digital assistants (PDAg), laptop or desktop computers, tablet
computers, e-book readers, digital cameras, digital recording devices, digital media
players, video gaming devices, video game consoles, cellular or satellite radio
telephones, so-called “smart phones,” video teleconferencing devices, video streaming
devices, and the like. Dhigital video devices implement video coding technigues, such as
those described in the standards defined by MPEG-2, MPEG-4, ITU-T H.263, ITU-T
H.264/MPEG-4, Part 10, Advanced Video Coding {AVC), the High Efficiency Video
Coding (HEVC) standard, and extensions of such standards. The video devices may
transmit, receive, encode, decode, and/or store digital video information more
cfficiently by mplementing such video coding technigues.
(8084} Video coding technigques inchude spatial (intra-picture) prediction and/or
temporal (nter-picture) prediction to reduce or remove redundancy inherent in video
sequences. For block-based video coding, a video slice {e.g., a video frame or a portion
of a video frame) may be partitioned into video blocks, which may also be referred to as
treeblocks, coding units (CUs) and/or coding nodes. Video blocks in an intra-coded (1)
slice of a picture are encoded using spatial prediction with respect to reference samples
in neighboring blocks in the same picture. Video blocks in an inter-coded (P or B) slice
of a picture moay use spatial prediction with respect to reference samples in neighboring

blocks in the same picture or teraporal prediction with respect to reference samples in
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other reference pictures. Pictares may be referred to as frames, and reference pictures
may be referred to as reference frames.

{8065} Spatial or temporal prediction results in a predictive block for a block to be
coded. Residual data represents pixel differences between the original block to be
coded and the predictive block. Aninter-coded block is encoded accordmg to a motion
vector that points to a block of reference samples forming the predictive block, and the
residual data indicating the difference between the coded block and the predictive block.
An ntra-coded block is encoded according to an infra-coding rode and the residual
data. For turther compression, the residual data may be transformed from the pixel
domain to a transform domain, resulting in residual transform coefficients, which then
may be quantized. The quantized transform coefficients, initially arranged in a two-
dimensional array, may be scamned in order to produce a one-dimensional vector of
transform coefficients, and entropy coding may be applied to achieve even more

COMPICSSIOn.

SUMMARY
[6066] In general, this disclosure describes techniques for signaling information used to
generate three-dimensional (3D) color lookup tables for color ganwt scalability in owlti-
tayer video coding. Color prediction techniques for color gamut scalability may be used
by video encoders and/or video decoders to generate inter-layer reference pictures when
a color gamut for a lower layer of video data is different than a color gamut for a higher
fayer of the video data. For exaraple, a video encoder and/or video decoder may first
perform color prediction using a 3D lockup table for color gamut scalability to convert
the color data of a reference picture for the lower layer to the color gamut for the higher
layer, and then generate inter-layer refercnee pictures based on the converted color data.
According to the techniques described in this disclosure, a video encoder may encode
partition information and/or color values of a 3D lookup table generated for color gamut
scalability. A video decoder may decode the partition information and/or color valucs
to generate the 3D lookup table in order to perform color gamut scalability.
186671 In one example, this disclosure is directed toward a method of decoding video
data, the method comprising determining a base partition value for a three-dimensional
(3D} lookup table for color gamut scalability; determining a luma partition value fora
huma component of the 3D lookup table; and gencrating the 31 lookup tabie with

codrser partitioning for chroma components and finer partitioning for the luma
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(9]

component, including partitioning each of the luma component, a first chroma
component and a second chroma component of the 3D lookup table into a first number
of octants based on the base partition value, and partitioning each of the first number of
octants of the luma cormaponent into a second muber of octants based on the luma
partition value. The method further comprises decoding residual data of video blocks of
the video data; and reconstructing the video blocks of the video data based on the
decoded residual data and at least one reference picture generated using the 3D lockup
table.
18668} In ancther example, this disclosure is directed toward a method of encoding
video data, the method comprising generating a three-dimensional (3D} lookup table for
color gamwt scalability with coarser partitioning for chroma components and finer
partitioning for a lama component, including partitioning cach of the tuma component, a
first chroma component and a second chroma component of the 3D lookup table into a
first number of octants based on 8 base partition value for the 3D lookup table, and
partitioning cach of the first sumber of octants of the luma compoenent tdo a sccond
number of octants based on a huma partition value for the luma component of the 3D
lookap table. The method further comprises predicting video blocks of the video data
based on at least one reference picture generated using the 3D lookup table; and
encoding residuoal data of the video blocks in a bitstream.
(86891 In a hrthor example, this disclosure is directed toward a video decoding device
comprising a memory configured to store video data; and one or more processors in
comunication with the memory. The one or more processors are configured 1o
determine a base partition value for a three-dimensional (3D} lookup table for color
garnut scalability of the video data, determine a hona partition vahie for a loma
component of the 3D lookap table, and generate the 3D lookup table with coarser
partitioning for chroma components and finer partitioning for the Juma component, the
one or more processors configured to partition cach of the loma component, a first
chroma component and a second chroma component of the 3D lookup table into a first
number of octants based on the base partition value, and partition cach of the first
number of octants of the luma component inte a second number of octants based on the
hima partition valee. The one or more processors are firther configured to decode
esidual data of video blocks of the video data, and reconstruct the video blocks of the
video data based on the decoded residual data and at least one reference picture

generated using the 3D lookup table.
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18618} In ancther example, this disclosure is directed toward a video encoding device
comprising a memaory configured to store video data; and one or more processors in
communication with the memory. The one or more processors are configured to
generate a three-dimensional (313} lookup table for color garaut scalability of the video
data with coarser partitioning for chroma components and finer partitioning for a luma
component, the one or more processors configured to partition cach of the hima
component, a first chroma component and a sccond chroma component of the 3D
lookup table into a first number of octants based on a base partition value, and partition
cach of the first number of octants of the luma component into a second nmumber of
octants based on a huma partition value for the hona component of the 3D lookup table.
The one or more processors are further configured 1o predict video blocks of the video
data based on at least one reference picture generated using the 3D lookup table, and
encode residual data of the video blocks in a bitstream.

18811} In an additional example, this disclosure is directed toward a video decoding
device corprising means for determining a basce partition value for a three-dimnensional
(3D} lookup table for color gamut scalability; means for determining a loma partition
vatue for a luma component of the 3D lookup table; and means for generating the 3D
lookup table with coarser partitioning for chroma components and finer partitioning for
the fuma component, inchiding means for partitfioning each of the luma component, a
first chroma component and a second chroma component of the 3D lookup table into a
first number of octants based on the base partition valuc, and means for partitioning
cach of the first mumber of octants of the luma component indo 2 second number of
octants based on the luma partition valae. The video decoding device further comprises
means for decoding residual data of video blocks of the video data; and means for
reconstructing the video blocks of the video data based on the decoded residual data and
at least one reference picture generated using the 3D Jookup table.

(8812 In a further example, this disclosure is directed toward a computer-readable
storage medivm storing instractions for decoding video data that, when executed, cause
one of more processors o determing a base partition value for a three-dimensional (3D)
lookup table for color gamut scalability; determine a luma partition valae for a luma
component of the 3D lookep table; and generate the 3D lookup table with coarser
partitioning for chroma components and finer partitioning for the foma component, the
mstructions cause the one or more processors to partition each of the luma component, &

first chroma component and a second chroma component of the 3D lookup table into a
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first mumber of octants based on the base partition value, and partition each of the first
number of octants of the luma component into a second number of octants based on the
hama partition value. The instractions further cause the one or more processors to
decode residual data of video blocks of the video data; and reconstruct the video blocks
of the video data based on the decoded residual data and at least one reference picture
generated vsing the 3D lookup table.

18813} In another example, this disclosure is directed toward a method of decoding
video data, the method comprising determining a number of octants for cach of three
color components of a three-dimensional (3D} lookup table for color gamut scalability;
for cach of the gctants for each of the color components, decoding color mapping
coefficients for a lincar color mapping function of color values in the 3D lookup table
used to convert color data n a first color gamut for a fower layer of the video datato a
second color gamut for a higher layer of the video data; and generating the 3D lookup
table based on the number of octants for each of the color components and color values
associated with the color mapping coefficients for cach of the octands. The method
further comprises decoding residual data of video blocks of the video data; and
reconstructing the video blocks of the video data based on the decoded residual data and
at least one reference picture generated using the 3D Jookup table.

(8814 In a further example, this disclosure is directed toward a method of encoding
video data, the method comprising generating a three-dimensional (3D) lookup table for
color gamut scalability based on a mumber of octants for cach of thuee color components
and color values for cach of the octants; and for each of the octants for cach of the color
components, encoding color mapping cocfficients for a linear color mapping fimction of
the color vahies in the 3D lookup table used to convert color data in a first color gamaut
for a lower fayer of the video data to a second color ganwt for a higher layer of the
video data. The method further comprises predicting video blocks of the video data
based on at least one reference picture generated using the 3D lookup table; and
encoding resideal data of the video blocks in a bitstream.

18615} In an additional example, this disclosure is directed toward a video decoding
device comprising a memory configured to store video data; and one or more processors
in communication with the memory. The one or more processors are configured to
determine a number of octants for each of three color components of 2 three-
dimensional {313) lookup table for color gammut scalability of the video data, for cach of

the octants for each of the color components, decode color mapping coefficients for a
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hinear color mapping function of color values in the 3D lookup table used to convert
color data in a first color gamut for a lower layer of the video data to a second color
gamut for a higher layer of the video data, and generate the 3D lockup table based on
the number of octants for cach of the color components and color values associated with
the color mapping coefficients for each of the octants. The one or more processors are
further configered to decode residual data of video blocks of the video data, and
reconstruct the video blocks of the video data based on the decoded residual data and at
feast one reference picture generated using the 3D lookup table,

18616} In a further example, this disclosure is divected toward a video encoding device
comprising a memaory configured to store video data; and one or more processors in
compunication with the memory. The one or more processors are configured to
generate a three-dimensional (30} lookup table for color gamut scalability of the video
data based on a number of octants for each of three color components and color values
for cach of the octants; and for cach of the octants for each of the color components,
encode color mapping coctficients for a near color mapping function of the color
vatues in the 3D lookup table used to convert color data in a first color ganust fora
lower layer of the video data to a second color gamut for a higher layer of the video
data. The one or more processors are further configured to predict video blocks of the
video data based on at least one reference picture generated using the 3D lookup table,
and encode residoal data of the video blocks in a bitstream.

186171 In another example, this disclosure is directed toward a video decoding device
comprising means for determining a vumber of octanits for cach of three color
components of a three-dimensional (3D} lookup table for color gamut scalability; means
for decoding, for cach of the octants for each of the color components, color mapping
coefficients for a linecar color mapping function of color values in the 3D lookop table
used to convert color data in a fivst color ganut for a lower layer of the video datate a
second color ganut for a higher layer of the video data; and means for generating the
3D lookup table based on the number of octanis for each of the color components and
color values associated with the color mapping coefficiends for each of the octants. The
video decoding device further comprises means for decoding residual data of video
blocks of the video data; and means for reconstructing the video blocks of the video data
based on the decoded residual data and at least one reference picture generated using the

30 Jookup table.
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18618} In an addmional example, this disclosure 1s directed toward a computer-readable
storage medium storing instructions for decoding video data that, when executed, cause
ong OF MOIc processors to determine a number of octants for each of three color
components of a three-dimensional (31 lockup table for color ganmut scalability; for
each of the octants for cach of the color components, decode color mapping coefficients
for a Hnear color mapping function of color values in the 3D lookup table used to
convert color data in a first color gamut for a lower layer of the video daia to a second
color gamut for a higher layer of the video data; and generate the 3D tookup table based
on the number of octants for each of the color components and color values associated
with the color mapping coefficients for cach of the octants. The instructions further
cause the one or more processors 1o decode residual data of video blocks of the video
data; and reconstruct the video blocks of the video data based on the decoded residual
data and at least one reference picture generated using the 3D lookup table.

18819} The details of one or more examples are set forth in the accompanying drawings
and the description below. Other features, objects, and advantages will be apparent

from the description and drawings, and from the claims.

BRIEF DESCRIPTION OF BRAWINGS
(68026} FIG. 1 1s a block diagram illustrating an example video encoding and decoding
system that may atilize techniques for 3D lockup table based color gamnit scalability.
18621} FIG. 2 is a conceptual illustration showing an exampic of scalability in three
different dimensions.
16622} FIG. 3 1s a conceptual illustration showing an example strocture of a scalable
video coding bitstream.
(8023} FIG. 4 is a conceptual illustration showing example scalable video coding access
unifs in bitstrears order.
[8024] FIG. S is a block diagram illustrating an example scalable video coding
extension to HEVC (SHVC) encoder.
16028} FIG. 6 1s a graph dlustrating an exanmple color gamut of 2 sample video
sequence.
(8826} FIG. 7 1s a block diagram illustrating conversion from high defimtion (HD)

color gamwt BT.709 to ultra-high definition (UHD) color gamut BT.Z020.
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16627} FIG. 8 1s a block diagram illustrating a color gamut scalable coder including a
color prediction processing unit that may generate an inter-layer reference picture when
a base layer color gamut and an enhancement layer color gamut are different.

[8028] FIGS. 9(a) and 9(b) arc concepiual illustrations showing an example 3D lockup
table for color gamut scalability.

(806291 FIG. 10 s a concoptual illostration showing tri-linear interpolation with a 3D
fookup table for color gamut scalability.

160368] FIG. 11 s a conceptual illustration showing tetrahedral interpolation with 2 3D
lookup table for color gamut scalability.

(8031} FIG. 12 s a conceptual illustration showing six examples of tetrahedrons used to
encompass a point P of a 31D lookup table to be tuterpolated using tetrahedral
mterpolation.

(806321 FIG. 13 s a conceptual illostration showing an example 3D lookup table with an
independently partitioned loma component and jointly partitioned chroma components.
16033) FIG. 14 s a block diagram illustrating an example of a video encoder that may
implement techniques for using 3D lockup table based color gamut scalability in muilt-
layer video coding.

[8034] FIG. 15 is a block diagram illustrating an example of a video decoder that may
mplement techniques for using 3D lockup table based color gamut scalability in multi-
layer video coding.

18435] FIG. 16 is a flowchart illustrating an example operation of encoding partition
information for at least one of the color componcnts of a 3D lookup table.

16636} FIG. 17 s a flowchart illustrating an example operation of decoding partition
mformation for at least one of the color components of a 3D lockup table.

(8037} FIG. 18 s a flowchart illustrating an cxample operation of encoding color values
for cach of the octants for each of the color components of a 3D lookup table.

(8038} FIG. 19 s a flowchart illustrating an example operation of decoding color values

for each of the octants for cach of the color components of a 31 lookup table.

DETAILED DESCRIPTION
[8039] This disclosure describes techniquoes for three-dimensional (3D) color prediction
for color ganwt scalability in multi-layer video coding. The multi-layer video coding
may be in accordance the High Efficiency Video Coding (HEVC) standard, jnchuding

any of a scalable video coding extension, a multiview video coding extension, a 3D
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video coding (i.e., multiview video coding plus depth) extension, or other multi-layer
video coding extensions to HEVC. The technigues may be used by video encoders
and/or video decoders to gencrate inter-layer reference pictures when a color gamut for
a lower faver of video data is different than a color ganust for a higher layer of the video
data. In some examples, the techniques may also be used when a bit depth of the lower
tayer of video data is different than a bit depth for the higher layer of the video data.
18848} A color gamut comprises a complete range of colors that can be reproduced for
an image, ¢.¢., in a picture, slice, block or Jayer of video data. Conventionally, in mukti-
layer video coding, a lower layer of video data (e.g., a base layer) and a higher layer of
the video data {e.g., an enhancement layer) include color data in the same color gamnit,
e.g., high definition (HD} color garout BT.709. Inthis case, a video encoder and/or
video decoder may generate inter-layer reference pictures for the higher layer of the
video data as up-sampled versions of co-located reference pictures for the lower layer of
the video data.

16041} In some exaraples, bowever, a lower layer of video data may inclade color data
in a first color gamut, e.g., BT.709, and a higher layer of the video data may include
celor data in a different, second color gamut, e.g., ultra-high definition (UHD) color
gamut BT.2020. In this cxample, in order to generate inter-layer reference pictures for
the higher layver of the video data, 2 video encoder and/or video decoder must first
perform color prediction to convert the color data of a8 reference picture tn the first color
gamut for the lower layer of the video data to the second color ganmut for the higher
layer of the video data.

18842} The video encoder and/or video decoder may perform color prediction using a
3D lookup table for color gamut scalability. In some examples, a separate 3D lookup
table may be generated for cach of the color components, L.e., a luma {Y) component, a
first chroma (U) component and a second chroma (V) component. Each of the 3D
lookup tables includes a huma (Y) dimension, a first chroma (U) dimension and a
second chroma (V) dimension, and is indexed using the three mdependent color
components (Y, U, V).

16643} Conventionally, the 3D lookup tables are always symmetrie such that the 3D
lookup tables have a same size for the huma component, the first chroma component and
the second chroma component. In addition, conventionally, the 3D lookup tables are

always balanced such that a size of cach dimension of the 3D lookup tables is always
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the same. This may result in large table sizes with high computational complexity and
high signaling costs. For example, table sizes may be up to 9x9x8 or 17217x17.

{8044} In U.S. Patcnt Application No. 14/512,177 (Attorney Docket No. 1212-
712US01/140193), filed October 10, 2014, techniques arc described that enable a video
encoder and/or video decoder 1o generate an asynmmetric and/or unbalanced 3D lookup
table such that the 3D lookup table has a size that is different for the luma component
than for the first chroma component and the sccond chroma component. The video
encoder and/or video decoder may generate this asymmetric and/or unbalanced 3D
lookup table by partitioning the loma component into a different number of scgments
than the first and second chroma components. In this example, table sizes may be up to
Sx2x2.

[68045] The techniques of thas disclosure are divected toward signaling of information
used to generate 3D lookup tables for color gamut scalability. According to the
technigues, a video encoder may encode partition information and/or color values of a
313 lookup table generated for color gamut scalability. A video decoder may decode the
partition information and/or color values to generate the 3D lookuap table in order to
perform color gamut scalability. The techniques described in this disclosure may be
particularly useful in signaling the information used to generate asymmetric and/or
unbalanced 3D lookup tables.

[8846] In one example of the disclosed techniques, 2 video decoder and/or video
encoder may generate a 3D lookup table with coarser partitioning for first and second
chroma components and finer partitioning for a luma component by partitioning cach of
the color components into a number of octants according to a base partition value, e.g., a
maximal split depth for the 3D lookup table, and then further partitioning each of the
octants of the luma component based on 2 luma partition vafue. In this way, the chroma
components of the 3D lookup table are partitioned into a smaller number or fewer
octants (1.¢., coarser partitioned) and the luma component of the 3D lookup table is
partitioned into a larger number or more octants (1.e., finer partitioned).

16047} In one example, the luma partition value may be signaled in a bitstream by the
video encoder to the video decoder. In other exarples, the base partition value may
also be signaled in the bitstream by the video encoder to the video decoder. In other
cases, the foma partition value may be derived by both the video encoder and the video
decoder and/or the base partition value may be a predefined value known at both the

video encoder and the video decoder,
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18648] As an example, the base partition value s equal to 1 such that each of the first
chroma, second chroma, and hima color components is partitioned into a single octant,
and the luma partition value is equal to 4 such that the single octant of the luma
component is partitioned foto four octants, which results in a 3D lookup table of size
4xixt. As another example, the base partition value s equal to 2 such that each of the
first chroma, second chroma, and luma color components is partitioned into two octants,
and the lumas partition value is equal to 4 such that cach of the two octanis of the huma
component is partiioned indo four octants, which results ina 3D lockup table of size
Rx2x2, As can be scen, a lower partition value results in a coarser partitioning (i.c., a
smaller number of octants) for a color component.

180498} According to the techniques, cach of the color components may be partitioned
mto one or more octants based on one or more of the base partition valae or the luma
partition value. In this disclosure, the term “octant” is defined as a three dimensional

o S

region that includes eight vertexes. In this disclosure, the terms “partition,

bR 19

octant,”
“secgment,” and “cuboid,” may be used trderchangeably to describe the partitioned
regions of the color components of the 3D lookup table.

{8658} In addition, based on at lcast one of the first or second chroma components of
the 3D lookup table being partitioned into muore than one octant, 1.¢., the base partition
value being greater than one, the video encoder may signal a partitioning boundary for
the one of the chroma components to the video decoder. The partitioning boundary
defines an uneven partitioning of the one of the chroma components into two or more
octants. in other words, one or both of the chroma components may not be partitioned
mto two or more even or equally sized octants. In this case, for a given one of the
chroma components, at least one of the octants has a different size than the one or more
other octants. According o the techniques of this disclosure, the video encoder only
signals the partitioning boundary based on the condition that one of the chroma
components is partitioned mto more than one octant. Gtherwise, the partition boundary
is unnecessary and is not signaled to the video decoder.

16051} In another exarople of the disclosed technigques, a video encoder and/or a video
decoder may generate a 3D lookup table based on a number of octants for each of the
hima, first chroma, and second chroma color components, and color valaes for each of
the octants. As described above, in some cases, the number of octants for at least one of
the color components of the 31 lookup table may also be signaled by the video encoder

to the video decoder. In order for the video decoder to determine the color values in the
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30 lookup table, color mapping cocfficients for a linear color mapping fimetion of the
color valaes in the 3D lookop table are signaled by the video encoder to the video
decoder. The lincar color mapping function is used to convert color data in a first color
gamut tor a lower layer of video data to a second color gamut for a higher layver of video
data, and the color mapping coefficients are weighting factors between color
components of the lower and higher layers of the video data. For each of the color
components, one of the color mapping cocfficients may be a key cocflicient that defines
& weighting factor between the same coler component of the lower and higher layers of
the video data.

{8052} The color mapping coefficients of the lincar color mapping fimction are derived
as floating point valucs. Before signaling the color mapping coefficicnts in a bitstrean,
the floating point values may be converted to integer values. Although integer values
may be less accurate than floating point values, the integer valoes are easier to signal
and integer operations arc less computationally expensive than floating poiunt operations.
The conversion may use a bit-depth for the foteger valucs based at least one of an jopuwt
bit-depth or an output bit-depth of the 30 lookup table. In addition, the values of the
color mapping cocfficients may be restricted to be within a given range basedon a
predefined fixed value or a value dependent on at ieast one of an input bit-depth or an
output bit-depth of the 3D lookup table.

{80531 One or more of the color mapping coefficients may be predicted such that
residual values between original vahues of the color mapping coefficients and predicied
vatues of the color mapping coctficients are encoded in the bitstream. For example, for
a first octant for each of the color components, the color mapping coetficients of the
hnear color mapping function may be predicted based on predefined fixed valoes. In
one example, a key cocfficient of the Hncar color mapping function may be predicted
based on a predicted value equal te a predefined non-zero value, and any remaining
color mapping coefficients may be predicted based on a predicted value equal to zero.
In this exanple, the color mapping cocfficicnts of any remaining octants for cach of the
color components may be predicted based on predicted values from at least one previous
octant, such as the first octant. In some cases, the residual values of the color mapping
coefficients may be quantized based on a determined guantization value. The video
encoder may signal the determined quantization value for the video decoder to perform

mverse quantization to properly decode the color mapping cocfficients.
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186384} Video coding standards inchude ITU-T H.261, ISOAEC MPEG-1 Visual, 1TU-T
H.262 ¢r ISQGAEC MPEG-2 Visual, ITU-T H.263, IS/IEC MPEG-4 Visual and ITU-T
H.264 (also known as ISO/TEC MPEG-4 AV, including its Scalable Video Coding
{(SVC) and Multi-view Video Coding (MVC) extensions.

8085} The design of a new video coding standard, namely HEVC, has been finalized
by the Joint Collaboration Team on Video Coding (JCT-VC) of ITU-T Video Coding
Experts Group (VCEG) and ISO/AEC Maotion Picture Experts Group (MPEG). An
HEV{ draft specification referred to as HEVC Working Draft 16 (WD), Bross et al,,
“High efficiency video coding (HEVC) text specification draft 10 (for FDIS & Last
Call},” Joint Collaborative Team on Video Coding (JCT-VCY of ITU-T SG 16 WP3 and
ISOMEC JTCUSC29/WGHL, 12th Mecting: Geneva, CH, 14-23 Januvary 2013, JCTVC-

L1003v34, is available from http://phemix. int-

evry. fi/ict/doc end user/documents/12 Geneva/wel VICTVC-L1003-v34.zip. The

finalized HEVC standard is referred to as HEVC version 1.

160586] A defect report, Wang ot al., “High efficiency video coding (HEVC) Defect
Report,” Jomnt Collaborative Team on Video Coding (JCT-VC) of ITU-T 83G16 WP3
and ISGAEC JTCH/SC29/WG 1, 14th Meeting: Vienna, AT, 25 July-2 Aggust 2013,
JCTVC-N1003vl, is available from http:/phenix.int-

evry.it/ict/doc end user/documents/14 Vienna/wel VICTVC-N1003-vi.zip. The

finalized HEVC standard document is published as ITU-T H.265, Series H: Audiovisual
and Multimedia Systems, Infrastracture of audiovisual services — Coding of moving
video, High efficiency video coding, Telecommunication Standardization Sector of
International Telecommunication Union (ITU), April 2013,

(8657} The multi-view extension to HEVC (MV-HEVC) and another HEVC extension
for more advanced 3D videe coding (3D-HEVC) are being developed by the JCT-3V.

A draft specification of MY-HEVC, referred to as MV-HEVC Working Draft 5 (WDS),
Tech et al., “MV-HEVC Draft Text 5, Jont Collaborative Team on 3D Video Coding
Extension Development (JCT-3V) of ITU-T 8G16 WP3 and ISOAEC

FPCUSC2Y/WG L, 5th Mecting: Vienna, AT, 27 July—2 August 2013, JCT3V-

E1004vo, 1s available from htip:/phenix.int-

evry.fv/ict/doc end user/documents/5 Vienna/wel VICTIV-E1004-v6.zip. A draft
specification of 3D-HEVC, referred to as 3D-HEVC Working Praft | (WD 1) and
described in Tech et al., “3D-HEVC Draft Text 1,7 Joint Collaborative Team on 3D
Video Coding Extension Development (JCT-3V) of [TU-T 8G 16 WP 3 and [SO/IEC
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JIEC 1/8C 29/WQ 11, Sth Meeting: Vienma, AT, 27 July-2 Augost 2013, JCT3V-
E1001v3, is available from http://phenix.it-

sudparis.ou/jct2/doc_end user/documents/3 Vienna/wgl1/ICT3V-E1061-v3.zip.

{8058} The scalable extension to HEVC (SHVC) is being developed by the JCT-VC. A
draft specification of SHVC, referred to as SHYC Working Dratt 3 (WD3), Chen et al,,
“SHVC Draft 3,7 Joint Collaborative Team on Video Coding (JCT-VC) of ITU-T SG16
WP3 and ISO/IEC JTCI/8C29/WE T, 14th Mecting: Vienna, AT, 25 July-2 August
2013, JCTVC-NI008V3, is available from htip:/phenix. -

evry. fr/jct/doc_end user/documents/14 Vienna/wg VICTVC-NI008-v3.7ip.

[8059] FIG. 1 is a block diagram illustrating an example video encoding and decoding
systern 10 that moay utilize techuoiques for 30 lookup table based color ganut scalability.
As shown mn FIG. 1, system 10 includes a source device 12 that provides encoded video
data to be decoded at a later time by a destination device 14, In particular, source
device 12 provides the video data to destination device 14 via a comaputer-readable
medium 16, Source device 12 and destination device 14 may comprise any of a wide
range of devices, including desktop computers, notebook (i.e., laptop) computers, tablet
computers, set-top boxes, telephone handsets such as so-called “smart” phones, so-
called “smart” pads, televisions, cameras, display devices, digial media players, video
gaming consoles, video streaming device, or the ike. In some cascs, source device 12
and destination device 14 may be equipped for wireless communication.

18868] Destination device 14 may receive the encoded video data to be decoded via
computer-readable medium 16, Computer-readable medium 16 may comprise any type
of medium or deviee capable of moving the encoded video data from source device 12
to destination device 14, In one example, computer-readable medihum 16 may comprise
a communication medium to cnable source device 12 to transmit cncoded video data
directly to destination device 14 inreal-time. The encoded video data may be
moduiated according to a communication standard, such as 8 wireless commumication
protocol, and transmitted fo destination device 14, The conununication medivm may
comprise any wircless or wired convnunication medium, such as a radio frequency (RF)
spectrum or one or more physical transnussion nes. The communication mediom may
form part of a packet-based network, such as a local arca network, a wide-area network,
or a global network such as the Internct. The communication medivm may nclude
routers, switches, base stations, or auy other cquipment that may be usetul to facilitate

communication from source device 12 1o destination device 14,
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16061} In some examples, enceded data may be output from output interface 2210 2
storage device. Similarly, encoded data may be accessed from the storage device by
input interface. The storage device may inchude any of 8 variety of distributed or locally
accessed data storage media such as a hard drive, Blu-ray discs, DVDs, CID-ROMs,
flash memory, volatile or non-volatile memory, or any other suitable digital storage
media for sioring encoded video data. In a further example, the storage device may
correspond to a file server or another ntermediate storage device that may store the
encoded video generated by source device 12, Destination device 14 may access stored
video data from the storage device via streaming or download. The file server may be
any type of server capable of storing encoded video data and transmitting that encoded
video data to the destination device 14, Example file servers include a web server (c.g.,
for a website}, an FTP server, network attached storage (NAS) devices, or a local disk
drive. Destination device 14 may access the encoded video data through any standard
data connection, ncloding an Interpet connection. This may include a wireless channel
{e.g., 8 Wi-Fi connection), a wired connection {c.g., DSL, cable modemn, ¢tc.), or a
combination of both that is suitable for accessing encoded video data stored on a file
server, The transmission of encoded video data from the storage device may be a
streaming transmission, a download transmission, or a combination thereof,

{88621 The techniques of this disclosure are not necessarily imited 1o wireless
applications or settings. The techniques may be applied to video coding in support of
any of a variety of multimedia applications, such as over-the-air felevision broadcasts,
cable television transmissions, satellite television transmissions, Internet streaming
video transmissions, such as dynamic adaptive streaming over HTTP (DASH), digital
video that is encoded onto a data storage medium, decoding of digital video stored on a
data storage medium, or other applications. In some examples, system 10 may be
configured to support one-way or two-way video transmission to support applications
such as video streaming, video playback, video broadcasting, and/or video telephony.
188631 In the cxample of FIG. 1, source device 12 includes video source 18, video
encoder 20, and output interface 22, Destination device 14 inchudes input interface 28,
video decoder 30, and display device 32, In accordance with this disclosure, video
encoder 2{} of source device 12 may be configured to apply the techniques for
processing video data in parallel. In other exanples, a source device and a destination
device may nchade other components or arrangoments. For example, source device 12

may receive video data from an external video source 18, such as an external camera.
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Likewise, destination device 14 may interface with an external display device, rather
than including an integrated display device.
(8664} The tllustrated system 10 of FIG 1 is merely one example. Techniques for
processing video data in parallel may be performed by any digital video encoding and/or
decoding device. Although generally the techniques of this disclosure are pevformed by
a video encoding device, the techniques may also be performed by a video
encoder/decoder, typicaily referred to as a “CODEC.” Morcover, the techniques of this
disclosure may also be performed by a video preprocessor. Source device 12 and
destination device 14 are merely examples of such coding devices in which source
device 12 generates coded video data for transmission to destination device 14, In some
examples, devices 12, 14 may operate in a substantially symmetrical manner such that
each of devices 12, 14 include video encoding and decoding components., Hence,
system 10 may support one-way or two-way video transmission between video devices
12, 14, e.g., for video strecaming, video playback, video broadcasting, or video
telephony.
186631 Video source 18 of source device 12 may include a video capture device, such as
a video camera, a video archive containing previeusly captured video, and/or a video
ced interface to receive video from a video content provider. As a further altornative,
video source 18 may generate computer graphics-based data as the source video, or a
combination of live video, archived video, and computer-generated video. In some
cases, if video source 18 is a video camera, source device 12 and destination device 14
may form sc-called camera phounes or video phones. As mentioned above, however, the
techniques deseribed in this disclosure may be applicable to video coding in general,
and may be applied to wireless and/or wired applications. In cach case, the captured,
pre-capiured, or computer-generated video may be encoded by video encoder 28, The
encoded video information may then be output by output trderface 22 onte a coraputer-
readable medium 16,
[8866] Computer-readable medium 16 may include transient media, such as a wirgless
broadeast or wited network transnuission, or storage media (that s, non-transitory
storage media}, such as a hard disk, flash drive, compact disc, digital video dise, Blu-ray
dis¢, or other computer-readable media. In some examples, a network server (not
shown} may receive encoded video data from source device 12 and provide the encoded
video data to destination device 14, e.g., via network fransmission. Similarly, a

computing device of a mediom production facility, such as a disc stamping facility, may
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recetve encoded video data from source device 12 and produce a disc containing the
encoded video data. Therefore, computer-readable medivm 16 may be understood to
inchide onc or more computer-readable media of various forms, in various examples.
(8067} Input interface 28 of destination device 14 receives information from computer-
readable medium 16, The information of computer-readable medivm 16 may include
syntax information defined by video encoder 20, which is also used by video decoder
30, that includes syntax clemonts that describe characteristics and/or processing of
blocks and other coded units, ¢.g., groups of pictures (GOPs). Display device 32
displays the decoded video data to a user, and may comprise any of a variety of display
devices such as a cathode ray tube (CRT), a liquid crystal display (LCD), a plasma
display, an organic light emitting dicde (OLED) display, or another type of display
device.

[80868] Video encoder 20 and video decoder 30 cach may be implemented as any of a
variety of suitable encoder circuitry, such as one or more microprocessars, digital signal
processors {D25Ps), application specific integrated circuits (ASICs), field programumable
gate arrays (FPGAs), diserete logic, software, hardware, firmware or any combinations
thercof. When the techniques are tmplemented partially in software, a device may store
instructions for the software in a suttable, non-transitory computer-readable medivm and
exccute the instructions in hardware using one or more processors to perform the
techniques of this disclosure. Each of video encoder 20 and video decoder 30 may be
included in one or more enceders or decoders, either of which may be intograted as part
of a combined enceder/decoder (CODEC) in a respective device,

186691 In some examples, video encoder 20 and video decoder 30 operate according to
a video compression standard, such as ISO/IEC MPEG-4 Visual and ITU-T H.264 (also
kaown as ISO/IEC MPEG-4 AVC), including 1is Scalable Video Coding (SVC)
extension, Multi-view Video Coding (MVC) extension, and MV C-based three-
dimensional video 3DV} extension. In some instances, any bitstream conforming to
MVYC-based 3DV always contains a sub-bitstrcam that is compliant to a MV profile,
¢.g., stereo high profile. Furthermore, there is an ongoing offort to generate a 3DV
coding extension to H.264/AVC, namely AVC-based 3DV, Other examples of video
ceding standards mclude TTU-T H.261, ISOAEC MPEG-1 Visual, ITU-T H.262 or
ISO/IEC MPEG-2 Visual, ITU-T H.263, ISG/JEC MPEG-4 Visual, and ITU-T H.264,
ISO/MAEC Visual.
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186781 In the example of FIG. 1, video encoder 20 and video decoder 30 may operate
according to the High Efficiency Video Coding (HEVC) standard finalized by the Joint
Collaboration Team on Video Ceding (JUT-VC) of ITU-T Video Coding Experts Group
{(VCEG) and 1ISOG/EC Motion Picture Experts Group (MPEG). The HEVC draft
specification, referenced above, 1s referred to as HEVC Working Draft 10 (WDH0}, and
the finalized version of the HEVC standard is referred to as HEVC version 1. The MV-
HEVC and 3D-HEVC are being developed by the JCT-3V. A recent draft specification
of MV-HEVC is referred to as MV-HEVC WDS, and a recent draft specification of 3D-
HEVC is referred to as 3D3-HEVC WD1. The SHVC is being developed by the JCT-
V. A recent draft specification of SHVC is referred to as SHYC WD3,

(8071} In HEVC and other video coding standards, a video sequence typically includes
a series of pictures. Pictures may also be referred to as “frames.” A picture may
include three sample arrays, denoted 51, Sqy, and S¢y. 3y 18 a two-dimensional array
(i.e., a block) of luma samples. Scp, is a two-dimensional array of Cb chrominance
sarapies. Scy s a two-dimensional array of Cr chromsinance samples. Chrominance
samnples may also be referred to herein as “chroma” samples. In other instances, a
picture may be monechrome and may only inclade an array of huna samples.

(8072} Video encoder 20 roay generate a set of coding tree units (CTUs). Fach of the
CTUs may comprise a coding tree block of luma samples, two corresponding coding
tree blocks of chroma samples, and syntax structures used to code the samples of the
coding tree blocks. In a monochrome picture or a picture that has three separate color
planes, a CTU may comprise a single coding tree block and syntax structures used to
code the samples of the coding tree block. A coding tree block may be an NxN block of
sampies. A CTU may also be referred to as a “tree block” or a “largest coding anit”
{LCU). The CTUs of HEVC may be broadly analogous to the macroblocks of other
video coding standards, such as H264/AVC. However, a CTU is not necessarily
himited to a particular size and may include one or more coding wnits (CUs). A shice
may include an integer number of CTUs ordered consecutively in the raster scan.
180731 This disclosure may use the term “video unit” or “video block™ to refer to one or
more biocks of samples and syntax structures used to code samples of the one or more
blocks of samples, Example types of video umits may inclade CTs, Cls, PUs,
transform units {TUs) in HEVC, or macroblocks, macroblock partitions, and so on in

other video coding standards.
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18674} To generate a coded CTU, video encoder 20 may recursively perform quad-tree
partitioning on the coding tree blocks of a CTU to divide the coding tree blocks into
coding blocks, hence the name “coding tree units.” A coding block is an NxN block of
sampies. A CU may comprise a coding block of luma sarples and two corresponding
coding blocks of chroma samples of a pictare that has a huma sample array, a Ch sample
array and a Cr sample amay, and syntax structures used to code the samples of the
coding blocks. In a monochrome picture or a picturc that has three separate color
planes, a CU may comprise a single coding block and syntax structures used to code the
samples of the coding block.

{8673} Video encoder 20 may partition a coding block of a CU into one or more
prediction blocks. A prediction block may be a rectangular (3.c., square or non-squarc)
block of samples on which the same prediction is applied. A prediction unit (PU) ofa
CU may comprise a prediction block of loma samples, two corresponding prediction
blocks of chiroma samples of a picture, and syniax structures used o predict the
prediction block samples. In a monochrome picture ov a picture that have three separate
color planes, a PU may comprise 2 single prediction block and syntax structures used to
predict the prediction block samples. Video encoder 20 may generate predictive huma,
Ch and Cr blocks for luma, Ch and Cr prediction blocks of each PU of the CUL

8076} Video encoder 20 may usce intra prediction or inter prediction 1o generate the
predictive blocks for a PUL I video encoder 20 uses intra prediction to generate the
predictive blocks of a PU, video encoder 20 may generate the predictive blocks of the
PU based on decoded samples of the picture associated with the UL

18677 If video encoder 20 uses mier prediction to generate the predictive blocks ofa
PU, video encoder 20 may generate the predictive blocks of the PU based on decoded
samples of one or more pictures other than the picture associated with the PUL Inter
prediction may be uni-directional inter prediction (i.¢., uni-prediction} or bi-directional
mter prediction (1.¢., bi-prediction). To perform uni-prediction or bi-prediction, video
encoder 20 may generate a first reference picture list (RefPiclist(d) and a second
refercnce picture list (RefPiclistl) for a corrent slice.

16678} Each of the reference picture lists may include one or more reference pictures.
When osing uni-prediction, video encoder 20 may search the reference pictures in either
or both RefPiclist0 and RefPiclist] to determine a reference location within a
reference picture. Furthermore, when using vni-prediction, video encoder 20 may

generate, based at least in part on samples corresponding to the reference location, the
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predictive sample blocks for the PU. Moreover, when using uni-prediction, video
encoder 2{} may generate a single motion vector that indicates a spatial displacement
between g prediction block of the PU and the reference location. To indicate the spatial
displacement between a prediction block of the PU and the reforence location, a mootion
vector may inclade a horizontal component specifying a horizontal displacement
between the prediction block of the PU and the reference location and may inchude a
vertical component specifying a vertical displacement between the prediction block of
the PL and the reference location.

186791 When using bi-prediction to encode a PU, video encoder 20 may determine a
first reference location in a reference picture in RefPicList( and a second reference
location in a refercnce picture in RefPiclistl. Video encoeder 20 may then generate,
based at least in part on samples corresponding to the fivst and second reference
locations, the predictive blocks for the PU. Moreover, when using bi-prediction to
encode the PU, video encoder 20 may generaie a first motion indicating a spatial
displacement between a sample block of the PU and the first reference location and a
second motion indicating a spatial displacement between the prediction block of the PU
and the second reference location.

(808G} Afier video encoder 20 gounerates predictive luma, Cb, and Cr blocks for one or
more PUs of a CU, video encoder 20 may generate a tlama residual block for the CUL
Each sample i the CU’s luma residual block indicates a difference between a hima
sample in one of the CU7s predictive huma blocks and a corresponding sample in the
CU’s original luma coding bleck. 1o addition, video encoder 20 may generate a Ch
residual block for the CU. Each sample in the CU”s Cb residual block may indicate a
difference between a Cb sample in one of the CU’s predictive Ch blocks and a
corresponding sample in the CU’s original Ch coding block. Video encoder 20 may
also generate 2 Cr residual bleck for the CUL Hach sample n the CU™s Cr residual block
may indicate a difference between a Cr sample in one of the CUs predictive Cr blocks
and a corresponding sample in the CU’s original Cr coding block.

16081} Furthermore, video encoder 20 may use quad-tree partitioning to decompose the
kmma, Ch and, Cr residual blocks of a CU inte one or more tama, Ch, and Cr transtorm
blocks. A transform block may be a rectangular block of samples on which the same
transform is applied. A transform unit (TU) of 8 CU may comprise a transform block of
huma samples, two corresponding transform blocks of chroma sanples, and syntax

structures used to transform the transtorm block samples. n a2 monochrome picturc or a
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picture that has three separate color planes, a TU may comprise a single transform block
and syntax structures used to transform the transform block samples. Thus, each TU of
a CU may be associated with a huma transforn: block, a Cb transform block, and a Cr
transform block. The hmma transform block associated with the TU may be a sub-block
of the CU’s Tuma vesidual block. The Cb transform block may be a sub-block of the
CU’s Cb residual block. The Cr transform block may be a sub-block of the Cl’s Cr
residual block.

16082) Video encoder 20 may apply ore or more transforms to a luma fransform block
of a TU to generate a luma coefficient block for the TU. A coefficient block may be a
two-dimensional array of transform coefficients. A transform coefficient may bea
scalar quantity. Video encoder 20 may apply one or more transforms 10 a Chb transform
block of a TU to generate a Ch cocfficient block for the TUL Video encoder 20 may
apply one or more fransforms to a Cr transform block of a TU to generate a Cr
coctficient block for the TU.

16083] Afier generating a coctficiont block (¢.g., & luma coefficient block, a Ch
coefficient block or a Cr coefficient block}, video encoder 20 may guantize the
coefficient block. Quantization generally refers {0 a process in which transform
coefficicnts are quantized to possibly reduce the amount of data used to represent the
transform cocfficients, providing further compression. Furthermore, video encoder 20
may inverse quantize transform coefficients and apply an inverse transform to the
transform coefficients in order to reconstruct transform blocks of TUs of CUs of a
picture. Video enceder 20 may use the reconstructed transform blocks of TUs of a CU
and the predictive blocks of PUs of the CU to reconstruct coding blocks of the CU. By
reconstructing the coding blocks of each CU of a picture, video encoder 20 may
reconstruct the picture, Video encoder 20 may store reconstructed pictures in a decoded
picture buffer (DPB). Video encoeder 20 may use reconstructed pictures in the DPB for
miter prediction and intra prediction.

18884] After video encoder 20 quantizes a coefficient block, video encoder 20 may
entropy encode syntax elements that indicate the quantized transform coefficients. For
example, video encoder 20 may perform Contexi-Adaptive Binary Arithimetic Coding
{CABAC) on the syntax clements indicating the guantized transform coefficients.
Video cncoder 2{ may output the entropy-encoded syntax clemenis in a bitstream.
(8085} Video encoder 20 may output a bitstream that includes a sequence of bits that

forms a representation of coded pictures and associated data. The bitstream may
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comprise a sequence of network abstraction layer (NAL) units. Each of the NAL vmits
mchudes a NAL umit header and encapsulates a raw byte sequence payload (RBSP)Y The
NAL unit header may include a syntax clement that indicates a NAL unit type code.
The NAL unit type code specified by the NAL unit header of a NAL unit indicates the
type of the NAL unit. A RBSP may be a syntax structure containing an integer number
of bytes that is encapsolated within a NAL unit. In some instances, an RBSP mclades
zero bits,

16086] Difforent types of NAL units may encapsulate differcot types of RBSPs, For
exanple, a first type of NAL unit may encapsulate a RBSP for a picture parameter set
{PPS), a second type of NAL onit may encapsulate a RBSTP for a coded slice, a third
type of NAL unit may coucapsulate a RBSP for Supplemental Enhancement Information
{SED), and so on. A PPS 15 a syntax structure that may contain syntax elements that
apply to zero or more entire coded pictures. NAL units that encapsulate RBSPs for
video coding data (as opposed to RBSPs for parameter scts and SEl messages) may be
referred to as video coding tayer (VCL) NAL untis. A NAL unit that cocapsulates a
coded shice may be referred to herein as a coded slice NAL vmit. A RBSP for a coded
slice may inchude a slice header and shice data.

(8087 Video decoder 30 may receive a bitstream. In addition, video decoder 30 may
parse the bitstream to decode syntax elements from the bitsiream. Video decoder 306
may reconstruct the pictures of the video data based at least in part on the syntax
clements doecoded from the bitstream. The process o reconstruct the video data may be
generally reciprocal to the process performed by video encoder 20, For instance, video
decoder 30 may use motion vectors of PUS to determine predictive blocks for the PUs
of a current CU. Video decoder 30 may use a motion vector or motion vectors of PUs
to gencrate predictive blocks for the PUs.

{8088} In addition, video decoder 30 may mverse quantize cocflicient blocks associated
with TUs of the current CU. Video decoder 30 may perform inverse transforms on the
coefficient blocks to reconstruct transform blocks associated with the TUs of the current
CU. Video decoder 30 may reconstruct the coding blocks of the current CU by adding
the samples of the predictive sample blocks for PUs of the current CU to corresponding
samples of the transform blocks of the TUs of the current CU. By reconstructing the
ceding blocks for cach CU of a picture, video decoder 30 may reconstruct the picture.
Video decoder 30 may store decoded pictures in a decoded picture buffer for output

and/or for use n decoding other pictures.



WO 2015/095381 PCT/US2014/070932

186891 In MV-HEVC, 3D-HEVC, and SHVC, a video encoder may generate a multi-
layer bitstream that comprises a series of network abstraction layer (NAL) units.
Different NAL units of the biistream may be associated with different layers of the
bitstream. A layer may be defined as a set of video coding layer (VCL) NAL units and
associated non-VCL NAL wvruts that have the same layer identifier. A layer may be
equivalent to a view in muli-view video coding. In multi-view video coding, a layer
can contain all view components of the same layer with different time instances. Each
view component may be a coded picture of the video scene belonging to a specific view
at a specific time instance. In 3D video coding, a layer may contain either all coded
depth pictures of a specific view or coded texture pictures of a specific view. Similarly,
in the context of scalable video coding, a layer typically corresponds to coded pictures
having video charactenistics different from coded pictures in other lavers. Such video
characteristics typically inchide spatial resolution and quality level (Signal-to-Noise
Ratio}). In HEVC and its exiensions, temporal scalability may be achicved within one
fayer by defining 2 group of pictures with a particular termporal level as a sub-layer.
160%6] For cach respective layer of the bitstream, data in a lower laver may be decoded
without reference to data in any higher layer. In scalable video coding, for example,
data in a base laver may be decoded without reference to data n an enhancement layer.
NAL units only encapsulate data of a single layer. In SHVC, a view may be referred to
as a “base layer” if a video decoder can decode pictures in the view without reference to
data of any other layer. The basc layer may conform o the HEVC base specification.
Thus, NAL units encapsulating data of the highest remaining layer of the bitstreanm may
be removed from the bitstream without affecting the decodability of data in the
remaining layers of the bitstream. In MV-HEVC and 3D-HEVC, higher layers may
inchude additional view components, In SHVC, higher layers may include signal (o
noise ratio {SNR) enhancement data, spatial cnhancement data, and/ot teraporal
enhancement data.

18691} In some examples, data in a higher layer may be decoded with reference to data
in one or more lower layers. The lower lavers may be used as reference pictures to
compress the higher layer using inter-layer prediction. The data of the lower layers may
be up-sampled to have the same resohution as the higher layers. In general, video
encoder 2{ and video decoder 30 may perform inter-layer prediction in a similar manner
as inter prediction described above, except one or more up-sampled lower lavers may be

used as reference pictures as opposed to one or more neighboring pictures.
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16692] FIG. 2 is a conceptual illustration showing an example of scalabiiity in three
different dimensions. In a scalable video coding structure, scalabilitics are enabled in
three dimensions. In the example of FIG. 2, the scalabilities are enabled in a spatial (5)
dimension 100, a temporal {T) dimension 102, and 2 signal-to-noise ratio (SNR) or
quality (Q) dimension 104, In the temporal dimension 102, frame rates with 7.5 Hz
{T0), 15 Hz (T1) or 30 Hz (T2), for example, may be supported by temporal scalability.
When spatial scalability is supported, different resolutions such as (QCIF (803, CIF (S1)
and 4CIF (82), for example, are enabled in the spatial dimension 100. For cach specific
spatial resolution and frame rate, SNR layers (31} can be added in the SNR dimension
104 o improve the picture quality.

[8093] Once video content has been encoded in such a scalable way, an extractor tool
may be used to adapt the actual delivered content according to application vequirements,
which are dependent e.g., on the clients or the transmission channel. In the example
shown in FIG. 2, cach cubic contains pictures with the same frame rate ({craporal level),
spatial resolution, and SNR layers. Better representation may be achicved by adding
cubes {i.e., pictures) n any of dimensions 100, 102 or 104, Combined scalability is
sapported when there are two, three or even more scalabilities enabled.

{8094} In scalable vidoo coding standards, such as the SV C extension to H.264 or
SHV, the pictures with the lowest spatial and SNR layer are compatible with the
single layer video codee, and the pictures at the lowest temporal level form the temporal
base layer, which may be enhanced with pictures at higher temporal fevels. In addition
1o the base layer, several spatial and/or SNR erhancement layers may be added to
provide spatial and/or quality scalabilities. Each spatial or SNR enhancement layer
itself may be temporally scalable, with the same temporal scalability structure as the
base fayer. For onc spatial or SNR enhancement layer, the lower layer it depends on
may be referred as the base layer of that specitic spatial or SNR enhancement layer.
[8095] FIG. 3 18 a conceptoal illustration showing an example structure 110 of a
scalable video coding bitstreama. The bitstrearm structure 110 inclodes a layer § 112 that
includes pictures or shices 10, P4 and P8, and a layer 1 114 that fncludes pictures or
slices B2, B6 and B10. In addition, bitstream structure 110 includes a layer 2 116 and a
fayer 3 117 that each includes pictures 0, 2, 4, 6, 8 and 10, and a layer 4 118 that
inchades pictures 0 through 1 1.

(8096} A base layer has the lowest spatial and quality laver (i.c., pictures in layer 0 1172

and layer 1 114 with QCIF resolution). Among them, those pictures of the lowest
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temporal level form the temporal base layer, as shown in layer 0 112 of FIG. 3. The
temporal base layer (Iayver §) 112 can be enhanced with pictures of a higher temporal
level, e.g., layer 1 114 with frame rate of 15 Hz or layer 4 118 with frame rate of 30 Hz,
(8087 In addition to the base layer 112, 114, several spatial and/or SNR enhancement
layers may be added to provide spatial and/or quality scalabilities. For example, layer 2
116 with CIF resohution may be a spatial enhancement layer to base layer 112, 114, In
another cxample, fayer 3 117 may be an SNR enhancement layer to base layer 112, 114
and layer 2 116, As shown in FIG. 3, cach spatial or SNR cnhancement layer itself may
be temporally scalable, with the same temporal scalability structure as the base layer
112, 114, In addition, an enhancement layer may enhance both spatial resolution and
frame rate. For cxample, layer 4 118 provides a 4CIF resolution enhancement layer,
which further increases the frame rate from 15 Hz to 30 Hz

[80698] FIG. 4 1s a conceptual illustration showing example scalable video coding aceess
units 120A-120E (“access units 1207) in bitstream order. As shown in FIG. 4, the
coded pictures or shices in the same time instance are successive in the bitstream order
and form one access unit in the context of a scalable video coding standard, such as the
SV extension to H.264 or SHVC. The access units 120 then follow the decoding
order, which could be different from the display order and determined, for example, by
the temporal prediction relationship between access units 120,

[80989] For example, access unit 120A includes picture 10 from layer 0 112, picture 6
from layer 2 116, pictare O from layer 3 117, and picture § from layer 4 118, Access
unit 1208 includes picture P4 from fayer 0 112, picture 4 from layer 2 116, picturc 4
from layer 3 117, and picture 4 from layer 4 118, Access vmit 120C includes picture B2
from layer | 114, picture 2 from layer 2 116, picture 2 from layer 3 117, and picture 2
from fayer 4 118, Access unit 120D includes picture | from layer 4 118, and access unit
120E includes picture 3 from layor 4 118,

{8186} FIG. S 18 a block diagram llustrating an example 3-layer SHVC encoder 122
As illustrated in FIG. 5, SHVYC encoder 122 includes a base layer encoder 124, a first
enhancement layer encoder 125 and a second enbancement layer encoder 126, Inchigh-
fevel syntax only SHVC, there are no new block level coding tools when compared to
HEVC single layer coding. In SHVC, only slice and above level syntax changes and
picture level operation, such as picture filtering or up-sampling, are allowed.

(8181} To reduce the redundancy between layers, up-sampled co-located reference layer

pictures for a lower/base layer may generated and stored in a reference buffer fora
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higher/enhancement fayer so that inter-layer prediction may be achieved in the same
way as inter-frame prediction within a single layer. As illostrated in FIG. §, a
csampled inter-layer reference (ILR) picture 128 is gencrated from a reference picture
in base layer encoder 124 and stored in first eobhancement layer encoder 125, Stmilarly,
a resampled ILR picture 129 is gencrated from a reference picture in first enhancement
layer encoder 125 and stored in second enhancement layer encoder 126, In SHVC
WD3, the ILR picture is marked as a long term reference picture for the enhancement
flayer. The motion vector difference associated with an inter-layer reference picture is
constrained o zero.
(8162} The upcoming deployment of ultra-high definition television (UHDTV) devices
and content will use a different color gamut than legacy devices. Spectfically, HD uses
the BT.70% recommendation, ITU-R Recommendation BT.708 “Parameter values for
the HDTV standards for prodoction and international programme exchange” Dec. 2010,
while UHDTV will use the BT.2020 recommendation, ITU-R Recommendation
BT.2020 “Parameter values for UBDYTV systems for production and international
programme exchange” April 2012, A color gamut comprises a complete range of colors
that can be reproduced for an tmage, ¢.g., in a picture, slice, block or layer of video data.
A key difference between these systems is that the color gamaut of UHDTV is
significantly larger than HD. It is asserted that UHDTV will provide a more hife-like or
realistic viewing experience, which is consistent with other UHDTV characternistics,
such as high resolution.
16343] FIG. 6 1s a graph dlustrating an exanmple color gamut of 2 samaple video
sequence 130, As illustrated in FIG. 6, the SWGT sample video sequence 130 18
indicated as a cluster of dots within a line outling of the UHD color gamut BT.2020 132,
For comparison purposcs, an cutline of the HD color gamut BT.709 134 and an outline
of the International Comvnission on Hlumination (CIE}-XYZ hinear color space 136
overlays the SWGT sample video sequence 130, It 15 casily observed from FIG. 6 that
the UHD color garmut BT.2020 132 is much larger than the HD color gamut BT.70¢
134, Nete the mamber of pixels inthe SWGT sample video sequence 130 that fall
outside of the BT.709 color gamut 134
[8164] FIG. 7 1s a block diagram illustrating conversion from HD color gamut BT.709
134 to UHD color gamut BT.2020 132, Both the HD color gamut BT.709 134 and the
UHD color gamut BT.2020 132 define representations of color pixels in Juma and

chroma components (e.g., YCbCr or YUV). Each color gamut defines conversion to
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and from the CIE-XYY linear color space 136, This common intermediate color space
may be vsed to define the conversion of the luma and chroma values in the HD color
gamut BT.709 134 to corresponding loma and chroms values in the UHD color gamut
BT.2020 132,

[8185] More details regarding the color ganmut of the sample sequence illustrated
FIG. 6 and the color gamot conversion illostrated in FIG. 7 may be found in L.
Kerofsky, A, Segall, S.-H. Kim, K. Misra, “Color Gamut Scalable Video Coding: New
Resulis,” JCTVC-1.0334, Geneva, CH, 14-23 Jan. 2013 (hereinafter reforred to as
“ICTVC-L03347),

{8166} FIG. 8 1s a block diagram illustrating a color gamut scalable coder 140 ineluding
a color prediction processing unit 144 that may generate an infer-layer reference picture
when a base layer color gamut and an enhancement layer color ganust are different.
Color prediction processing unit 144 may be used by a video coder, such as video
encoder 20 or video decoder 30 from FIG. 1, to perform color gamut scalable video
coding, in which the color garont of the base and enhancement layer is differerd.

16167} In the example llostrated in FIG. 8, a base layer coding loop 142 performs video
ceding of pictures that include color data in a first color gamut, ¢.g., BT.709, and an
enthancement layer coding loop 146 performs video coding of pictures that inclade color
data in a second color gamut, e.g., BT.2020. Color prediction processing unit 144
performs color prediction to map or convert color data of a base layer reference picture
in the first color gamut to the second color gamut, and generates an inter-layer reference
picture for the cohancement layer based on the mapped color data of the base layer
reference picture.

[8168] To achieve high coding efficiency, color prediction processing unit 144 is
configured to perform specific color prediction when generating inter-layer reference
pictures. As described in more detail below, color prediction processing unit 144 may
be configured to perform color prediction according to any of a Hnear prediction model,
a piccewise linear prediction model, or a 3D lockup table based color prediction model
163149] A linecar prediction model is proposed in JCTVC-1.0334, referenced above,
Generally, the color prediction process of the linear prediction model may be described
as a gain and offset model. The linear prediction model operates on individual color
planes. To facilitate integer calculation, a parameter describes the mumber of fractional
bits used in the calculation using the parameter numPractionBius. For cach channel, &

gain{c] and offset{c] are specified. The linear prediction model is defined as follows:
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Predicl[xliy] = {(gainfc}*In{x]{v] + (I<<(numFractionBits-1)} >>
mumFractionBits + offset[c]
(8118} A piccewise lincar prediction model is proposed im C. Auyeung, K. Sato,
“AHG14: Color gamut scalable video coding with piecewise fincar predictions and
shift-offset model,” JCTVC-NO271, Vienna, Austria, July 2013, based on JCTVC-
L0334, referenced above. The color prediction process of the piecewise linear
prediction model may also be described as a gain and offset model. The piccowise
fincar prediction model is defined as follows:

Let dfcfixiy] = Inlel[x]lv] - knotic].

Hdlelxi{y] <=0

Predic]ix]iv] = {gaini{c]*d[c][xi[v] + offsetic] + (1<<(numFractionBits-1})) >>
numFractionBits

else

Prediclix]iy] = {gainZ[c]*d[cl[xily] + offsetic] + (I <<(numFractionBits-1}}} >>
numFractionBits
The prediction parameters knot{e], offset{c], gaml{c], and gain2{c] may be encoded in
the bitstream.
(8111} FIGS. 9(a) and 9(b) arc concepiual illustrations showing an example 3D lockup
table 150 for color gamut scalability. A 3D lookup table based color prediction model
1s proposed in P. Bordes, P. Andrivon, F. Hiren, “AHG14; Celor Gamut Secalable Video
Coding using 3D LUT: New Results,” JCTVC-NO168, Vienna, Austria, Jul, 2013
(hereinafier referred to as “JCTVU-NO168™). The principle of the 3D lookup table for
color gamut scalability is depicted in FIGS. 9(a) and 9(b}. The 3D lookup table 150 can
be considered as a sub-sampling of a first 3D color space, e.g., HD color gamut BT.709,
where cach vertex is associated with a color triplet {y, v, v) corresponding to a second
31 color space (1.e., predicted) values, e.g., UHD color ganut BT.2020),
(8112} In general, the fivst color ganust may be partiioned into octants or cuboids in
cach color dimension (e, Y, U, and V), and the vertices of the octants are associated
with the color triplet corresponding to the second color gamut and used to populate 3D
fookup table 150, The number of vertices or segments in each color dimension indicates
the size of 3D lockup table. FIG. 9(a) llustrates the vertices or intersecting lattice
points of the octants in each color dimension. FIG. 9(b) tHustrates the different color

values associated with cach of the vertices. As illustrated, in FIG. 9(a) cach color
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dimension has four vertices and in F1G. 9(b) each color dimension inchades four color
valaes.

(8113} FiG. 10 s a conceptual illustration showing tri-linear interpolation with a 3D
lookup table 152 for color gamut scalability. For a given base layer color sample o the
first color gamut, the computation of its prediction n the second color gamut for an
enhancement layer is made vsing tri-hincar interpolation according to the following
cquation

value, = K ¥ 3ioq1 Z=o1 sak=0.1 50} X 5;(1) X 5, (w) X LUT[y; 1o Hve by

Where: K= L

(¥1=Yo )X {8y ~ugIX {2y~ g}

Soy) = yi-y and Si{y) = y-yo
yo is the index of the nearest sub-sampled vertex inferior to v,
v1 i the index of the nearest sub-sampled vertex superior 1o .

More details of the 3D lockup table illustrated n FIG. 9 and the tri-linear interpolation
with the 3D lookup table illustrated in FIG. 10 may be found in JCTVC-NO16E,
referenced above.

(8114} FIG. 11 s a conceptual ilustration showing tetrahedral interpolation with a 3D
fookup table 154 for color gamut scalability. The tetrahedral interpolation may be used
instead of the tri-linear interpolation described above to reduce the computational
complexity of the 3D lookup table.

(61158} FIG. 12 s a conceptual illustration showing six examples of tetrahedrons 156A-
156F {collectively “tetrahedrons 1567} used to encompass a point P of a 3D lockup
table to be interpolated using totrahedral inderpolation. In the example of FIG. 12, there
are six choices to determine the tetrahedron containing the point P to be interpolated in
an octant of the 3D lookup table given that vertexes Po and Py have to be included in the
tetrahedron. Using tetrahedral inderpolation, the 3D lookup table may be designed for a
fast decision instead of checking the relationship of cach two components: v and u, v
and v, uand v.

(8116} In some examples, a separate 3D lookup table may be generaied for cach of the
color components, 1.¢., & luma (Y) component, a first chroma (1) component and 2
second chroma (V) component. Each of the 3D lookup tables mclades a hima (Y)
dimension, a first chroma (1} dimension and a second chroma (V) dimension, and is

indexed using the three independent color components (Y, U, V).
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16117} In one example, a mapping fimetion may be defined for each color component
based on the 3D lookup table. An example mapping function for a luma (Y) pixel value
is presenied in the following equation:

Ya= LUTHYg, Ug, Vp)*Yp + LUTUYy, Ug, V)*up + LUTLYy, U, Vu)*Vy
+ LUT(Yg, U, V)
In the above equation, Y represents the luma pixel value in the enhancement layer,
(Y, Up, V) represents a base layer pixel value, and LUTy, EUTy, LUTy and LUTe
represent the 31 lookup table for cach color component Y, U, V, and a constant,
respectively. Similar mapping functions may be defined for a first chroma (U) pixel
vatue and a second chroma (V) pixel vahie in the enhancement layer.
(8118} In general, 3D lookup table based color gamut scalability results in good coding
performance. The size of the 3D lookup table may be concern, however, since the 3D
fookup table is typically stored in cache memory in a hardware implementation.
Conventionally, the 3D lockup tables arc always symmetric such that the 3D lookup
tables have a same size for the luma component, the first chroma component and the
second chroma component. n addition, conventionally, the 3D lockup tables are
always balanced such that a size of each dimension of the 3D lockup tables is always
the same. This resuls in large table sizes with high computational complexity and high
signaling costs. For example, table sizes may be up to 9x9x9 or 17x17x17.
(8118} In some cases, the size of the 3D lookop table used for color gamut scalability is
too large, which may lead to difficulty in practical tmplementations. In addition, the
farge table size and the use of tri-lincar interpolation for the 3D lookup table results in
high computational complexity.
(8128} In UK, Patent Application No. 14/512,177 (Attorney Bocket No. 1212-
71ZUS(1/140193), filed October 10, 2014, the following methods are proposed so that
both signaling cost and computational complexity for the 3D lockup table based color
gamut scalability may be reduced.
18121} The first method includes gencrating an asymmeiric 3D lookup table such that
the hmma (Y and chroma (U and V) comaponents have different sizes. In some cases, the
30 lookup table may have a larger size, i.e., more segments or octants, for the loma
component than for each of the first and second chroma components. In this case, the
chroma componenis may use a coarser lookop table and the luma component may usc a

more refined lookup table. For example, table sizes may be up to 8x2x2. o other cascs,
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the 3D lockup table may have a larger size for one or both of the chroma components
than for the luma component.

18122} The second method includes gencrating an unbalanced 3D lookup table, i.¢.
table[MINJK], such that the size of cach dimension is different depending on which
color component is being used as a table mdex for the 3D lookup table. The 3D lookup
table may have a larger size for the dimension associated with the color component used
as the table index. In this case, the color mapping may be more accurate for the color
component used as the table index, while being less accurate for the other color
components.

[6123] The third method includes generating only a huma component 3D lockup table,
and only using the 30 lookup table to perform luma component prediction. The one-
dimensional {1D) incar mapping or piecewise linear mapping techniques may be used
for the chroma components.

184124} The techniques of this disclosure are directed toward signaling of the
information used to generate 3D leokup tables for color gamut scalability. According to
the techniques, video encoder 20 may encode partition information and/or color values
of a 3D lockup table gencrated for color gamut scalability. Video decoder 30 may
decode the partition information and/or color values to generate the 3D leokup table in
order to perform color gaout scalability. The disclosed techniques provide efficient
partitioning of the color components of the 3D lookup table and efficient signaling of
the partition information and/or color values for the 3D lockup table. In this way, the
disclosed techniques may reduce both signaling cost and computational complexity for
generating the 3D lookup table. The technigues described in this disclosure may be
particularly useful in signaling the imformation used {o generate asymmetric and/or
uvnbalanced 3D lookap tables.

(8125} In one example, the techniques described in this disclosure may provide more
efficient partitioning of the color components of the 3D lookup table by enabling
asymmetric partitions such that the 3D fookup table has coarser partitioning for first and
second chroma {¢.g., Cb and Cr or U and V) components and finer partitioning fora
fuma {c.g., ¥) component. The techniques may also provide more efficient signaling of
the partition information for the 3D lookup table by signaling a number of additional
partitions for the luma component on top of a base number of partitions for the 3D

lookup table. In another example, the technigues may provide more officient
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partitioning of the color components of the 3D lookup table by enabling jomt
partitioning of the first and second chroma {¢.g., Cb and Cr or U and V) components.
18126} The techniques may also provide more efficient signaling of the information
used to generate the 3D lookup table for color gamut scalability (CGS) by enabling one
or more of the following. In a first example, a flag or an index may be signaled to
mdicate where the CGS color prediction information is signaled, sach as in a video
parameter set (VPS), a sequence parameter set {SPS), a picture parameter set (PPS), a
slice header or any other high level syntax header. In a second example, 2 sumber of
partitions may be signaled to indicate a size, 1.¢., a number of segments or octants, of an
asymmetric and/or unbalanced 3D lockup table. In a third example, when the chroma
components arc jointly partitioned, a range of a chroma center partifion muay be
signaled.

(81271 In a fourth example, lower level {e.g., slice level} parameters of the CGS color
prediction information may be predictively coded from higher level (e.g., PPS level)
pararaeters of the CGS color prediction information. fn a fifth example, a syotax table
of the CGS color prediction information may be signaled in the bitstream, such as in the
VPS8, SPR, PPS, or shice header. When several CGS color prediction syntax tables are
signaled at ditferent locations in the bitstrear, the syntax table at the lowest [ovel that
covers the picture to be coded may be used for the picture. In a sixth example, the
syntax table of CGS color prediction imformation may be conditionally signaled
according to whether texture prediction is enabled for the picture to be coded. When a
higher laver of video data, 1.c., an enhancement layer, has multiple texture reference
fayers, CGS color prediction syntax tables may be signaled for all or some ofthe
reference layers whose color gamut s different than the enbhancement layer. Ina
scventh example, n order to maintain low compicxity, the CGS color prediction syntax
table may be further constrained to be signaled, at most, for only one reference layer per
picture.

14128} In an cighth example, a partitioning boundary may be signaled for at least one of
the first and second chroma components o order to obiain uneven partitioning along the
one of the chroma directions in the 3D lookup table. The parationing boundary
mformation may be conditionally signaled when the at least one of the chroma
components is partitioned nto two or more segments or octants along the chroma

direction.
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16128} Once cach of the color components of the 3D lookup table is partitioned into one
or more octants, the techniques described m this disclosure may provide more efficient
signaling of the color values of the 3D lookup table. The techniques include signaling,
for cach octant for each of the color components of the 31 lookup table, either values of
vertexes of each of the octants or color mapping coefficients of a linear color mapping

7% K

function for cach of the octants. In this disclosure, the terms “partition,” “octant,”
“scgment,” and “cubcid,” may be used interchangeably to describe the partitioned
regions of the color components of the 3D lookup table.

18138} In a first example, for each octant for each of the color components, vertexes of
the octant may be signaled. In this example, a residual value between a predicted value
of a given vertex and an actual value of the given vertex may be signaled. Insome
cascs, the residual value may be further quantized. The quantization step information,
e.g., a quantization value, may signaled or may be a predefined value. The residual
value may be coded with kth-order exp-golomb coding. The order k may be signaled in
the bitstream or adaptively derived based on other information, such as the magnitude of
the residual values, in the bitstream. For each octant or partition, not all vertexes need
to be signaled. For exarple, at least four vertexes may be signaled if neighboring
octants or cuboids do not share vertex values. The at least four vertexes may be used 1o
mterpolate all the values in the octant or cuboid.

(#1311 In a second example, for each octant for each of the color components, color
mapping cocfficients (e, a, b, ¢ and d) for a lincar color mapping function of color
vaktues in the 30 Jookup table may be signaled instead of the vertexes of the octant. The
linear color mapping function with color mapping parameters may be used directly to
perform color gamut prediction. The linear color mapping function is used to convert
color data in a first color gamut for a lower layer of video data (o a second color gamut
for a higher layer of video data, and the color mapping cocefficients arc weighting factors
between color components of the lower and higher layers of the video data. In this
disclosure, the terms “color mapping cocfficients™ and “lincar color prediction
coefficients” may be used interchangeably. o addition, the terros “linear color mapping

59 Ch

function,” “hinear color predicnon function,” and “30 linear equation,” may also be
used interchangeably.

(8132} In this cxample, the color mapping cocfficients (i.e., a, b, ¢ and d) may be
converted or quantized from floating point values to integer values using a predetined

number of bits. In some cases, the conversion or quantization information may be
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signaled in the bitstream. In other cases, the conversion or quantization information
{i.c., the nomber of bits used to represent the vahie of 1) may be dependent on at least
one of the mput bit-depth or output bit-depth of the 3D lookup table.

(8133} For cach of the celor components, one of the color mapping coctlicients of the
hinear color mapping function may be a key coefficient that defines a weighting factor
of the same color component being predicted. For example, when predicting the first
chroma component of the higher layer (Le., U, ) using the lincar color mapping function
Uy=a Y,+b-U,+c -V, +d,bis the key coefficient because it is the weighting
factor between the first chroma component of the lower layer (le., U,) and the first
chroma component of the higher layer (L.e., U, ) being predicted. The signaling of the
key coefficient may be different from the other coefficients. In some examples, the
prediction of the key coefficients may be dependent on a predefined non-zero value,
while the prediction of the other coefficierds may be dependent on a predicted value
equal to zero. In other examples, the prediction of the key coefficients may be
dependent on at least one of the input bit-depth or the output bit-depth of the 3D lookup
table.

18134} The numerous examples described above of techniques for efficient partitioning
and signaling a 3D lookup table for color gamut scalability may be used alone ov in any
combination, and should not be Himited to the example combinations described in this
disclosure. Additional details of the disclosed techniques for efficient partitioning of
the color components of the 3D lockup table and efficient signaling of the partition
information and/or color values for the 3D lookup table are provided below.

[8135] As described above, in one example, video encoder 20 and/or video decoder 30
may generate a 31 [ookup table for color gamut scalability by performing joint
partitioning of the first and second chroma components. In a conventional 3D lookup
table, the huma, first chroma, and second chroma (te., Y, U, and V) components are
independently partitioned. When each component is split into N segmenis of octants,
the total number of octants may be NxINxN, which results in a large 3D lookup table.
For example, table sizes may be up to 9x9x9 or 17x17x17. To reduce the mumber of
octants, the techuoigues of this disclosure may provide for independent partitioning of
the luma (.., Y) component while jointly partitioning the first and second chroma (i.e.,

U and V) components.
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16136} For example, the luma component may be evenly split into M partitions or
octants. The ZD UxV space of the first and second chroma components may then be
split into two partitions as follows:
(28w Ry < 2080 Rand 298U - B o< p < 208 4 )Y
{11, v - Partition 0
else

(u, v} — Partition 1
where (i, v} indicates the pixel values of the U and V conponents, CBit represents the
bit depth of the chroma components, 255971 corresponds to a center value of the
chroma pixels, and R denotes the distance to the center value 2671 in some cases, R
may be a predefined fixed value; otherwise R may be a value signaled in the bitstream,
such as in the VPS5, SPS, PPS, or slice header.
(8137} FIG. 13 s a conceptual dlustration showing an example 31 lookup table 158
with an independently partiioned luma component and jointly partitioned chroma
components. In the illustrated example of FIG. 13, the tuma (i.e., Y) component is
evenly partitioned into four parts according to partition lincs 160A, 1608 and 160C.
The chroma (1.c., U-V) components are partitioned into two regions according to a
partition cuboid 162, In this case, for a chroma pair pixel value {u, v}, it is either nside
partition cuboid 162 or outside partition cuboid 162, In the example of FIG. 13, 3D
lookup table 158 is partitioned into 4x2=8 partitions.
{8138} In another exampie, the chroma components (i.c., U-V) are jointly partitioned
while the luma component (i.c., Y) is split into M partitions, but the M partitions may
not necessarily be the same size. In other words, the luma component may be ancvenly
partitioned such that at least one of the partitions has a differcnt size than the other
partitions. For example, a partition located close to a center vaiue of the luma
component may be more refined, i.e., smaller, than those partitions located further away
from the center value.
(8139 In the example of joint chroma component {i.c., U-V) partitioning, the syntax
tables and related semantics for signaling color mapping coefficients of a linear color
mapping function for color gamut scalability (CGS) may be as follows in Tables 1-3
below. Any odits, additions, or updates to the SHVU WD3, cited above, are indicated

by italicized text,
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TABLE 1: Picture pavameter set {FPS) RBSP syntax

pic_parameier_sct_thsp( ) { Descriptor
pps_extension flap w(l)
i nuh_layer id > )
cgs_engble flag wii)
iff nult_layer id > 0 && cos_enable flag) {
ces info in pps flag wil)

\

Hfregs info in pps jlag)

Tof)
[3

cgs_info_table()

The egs_enable_flag cqual to § specifies that color gamut scalability 1s enabled. The

cgs ecnable flag equal to O specifies that color gamut scalability is disabled. When not

present, cgs_enable flag is inferred to be 0.

The egs_infe_in_pps_flag equal to 1 specifies that cgs_info_table is present in the PPS,

cgs info in pps flag equal to O specifies that egs info table is not present in PPS but

is present in slice header. When not present, cgs_info_in pps_flag is inferred to be 0.

TABLE 2: Color gamut scalability (CGS) color prediction information syntax

cgs _info tablei ) Descripior
cgx_uy _pari range from_center ue(v)
cgs y part wwm log? ue(v)
for(i =01 < CGS_PART NUM; i++)§
Jor(j=0:j<3;j++jy
for{I=0;1<4, 1++){
Jij ==
cgs_color_pred coeff winusi28/illil11} sefv)

cgs_color_pred coeff [i]]i]f1]

sefvy

The egs_uv_part_range from_center syntax clement specifics the range of chroma

partition from the center value of chroma component. When not present,

cgs uv part range from center is mferred to be 0.
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(98]
~1

The ¢gs v part pom fog? syntax element specifies the number of luma partitions in

The cgs_color pred coeff minusi28 syntax clement and the ¢gs_color pred coeft
syntax clement each specify color mapping coefficients of a Hnear color mapping
function for CGS. When not present, they are inferred to be 0. ¥t should be noted that,
in some examples, the cgs_color pred coeft minusi28 and cgs color_pred coeff
syntax elements may be signaled using different entropy coding methods. In the
example in Table 2 above, the entropy coding method of se{v) is used. Alternatively,
kth-order exp-golomb coding or fixed length coding may be used. It should also be
noted that the cgs_color_pred_coeff minusi2E syntax element may indicate the
predicted value for a key coefficient as a predefined fixed number cqual to 128, which s

the integer vaiuc used to represent a floating point vahie of 1.0 in this example.

TABLE 3: Slice header syntax

shee segment_teader( ) { Descriptor

iftnuh_layer id > 0 && cgs_enable flag && lcgs_info_in_pps
&d& NumdctiveReflaverPics > 0)
= -
cgs_info table()

iff sample_adaptive_offset_enabled flag ) §

When color gamut scalability is enabled (e.g., cgs_cnable flag = 1} and the

cgs_info table is not present in the PPS {c.g., cgs_info_in_pps flag = 0}, the
cgs_info_table 1s not present in PPS but 18 present in the shice header.

(#1481 As described above, o angther example, video encoder 20 and/or video decoder
30 may generate a 3D lockup table for cofor gamut scalability with coarser partitioning
for the first and second chroma (¢.g., Cb and Cr or U and V) components and finer
partitioning for the loma (e.g., Y) component. Video encoder 20 and/or video decoder
30 may generate this 3D lookup table by partitioning each of the color components into
a number of octants according to 8 base partition value, ¢.g., 8 maximal split depth for
the 3D lookup table, and then further partitioning cach of the octants of the luma

component based on 4 huma partition value. In one example, the loma partition value
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[v:0]

may be signaled in a bitstream by video encoder 20 to video decoder 30, In some cases,
the base partition value may also be signaled in the bitstream by video encoder 20 to
video decoder 3. In other cases, the fuma partition value may be derived at both video
encoder 20 and video decoder 30, and/or the base partition value may be a predefined
value known at both the video encoder and the video decoder.

(#1413} In one example, video encoder 20 and/or video decoder 30 first constructs the
3D lookup table in such a way that the each of the color components (Le., the Y-U-V
space) 1§ teratively and symmetrically split or partifioned until a predefined or signaled
split depth s reached. The split depth defines a maximum number of times all of the
color components of the 3D lookup table may be partitioned. In this way, the base
partition value may be defined as a split depth. Then video encoder 20 and/or video
decoder 30 further evenly, or not evenly, splits cach smaliest cube or octant along the
fama (i.e., Y) direction so that the luma {i.c, Y) component has finer partitioning while
the chroma (i.e., U and V) components have coarser partitioning.

16342} For cxample, the proposed 3D lookup table with finer partitioning for the luma
component and coarser partitioning for the chroma components may be signaled as
follows in Table 4 below. Any edits, additions, or updates to the SHVC WD3, cited

above, are indicated by ftalicized text.

TABLE 4: 3D lookup table color data syntax

3D LUT coloc data (3 § Descripter
cur octant depth u(3}
cur y pavi num logl w(2)
input bit depth minus8 {4}
putput bit depth minusd w4}
res_guant bit uf3)
coding octant{ 0, 0, 0,0, 1 << InputBitDepth)

f

The cur_octant_depth syntax elcruent indicates the maximal split depth for the Y-U-V
space for the current table. In other words, the cur_octant_depth sytnax clement
indicates the base partition value for the 3D lookup table.

The cur_y_part_num_leg?2 syntax clement specifics the number of Y partitions for the
smallest cube, Alternatively, the cur v part num log?2 syntax slement specifies the
number of Y partitions for the cube whose split_octant flag is equal to 0. In other

the hmma component of the 3D lookup table. In one example, the base partition value
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mndicated by cur_octant_depth is cqual to 1 such that cach of the color components is
partitioned into a single cctant, and the luma partition value indicated by

partttioned futo four octants, which results in a 3D lookup table of size 4xIx}. As
another example, the base partition value indicated by cur_octant_depth is equal to 2
such that each of the color components is partitioned into two octants, and the huma
octants of the luma component is partitioned into four octants, which results in a 3D
fookup table of size 8x2x2.

The input_bit depth minusy syntax clement specifics the bit-depth of the 3D lookup
table entrics. The InputBitDepth parameter may be computed as follows: InputBitDepth
=& +input_bit_depth_minus&.

The suput_bit depth minus8 syntax element specifies the bit-depth of the 3D lookup
table cutput. The OutputBitDepth parameter may be computed as follows:
OutputBitDepth = 8 + output_bit_depth _mirust.

The res_guant_bit syniax element specifies the number of bits used in quantizing either
vertex residual values or color mapping coefficient residual values for each octant for
each color component of the 3D lookup table. The guantization of the residual values is
achieved by right shifting the vertex residual valaes or the color mapping cocfficient
residhual valocs by res_quant bit.

The coding_octant syntax table is described in more detail with respect to Table §
below. In the example of the coding_octant syntax table shown in Table § below only
the smallest cctant or cuboid is further split along the luma (Gle., Y direction) such that
the foma (L.e., Y) component has finer partitioning than the chroma (e, Uand V)
components. [n some examples, any octant or cuboid may be split along the luma
direction. In this example, whether an cctant s further split aleng the huma divection
may be signaled in the bitstream.

18143} As described above, in a further example, video encoder 20 and/or video
decoder 30 may generate the 30 lookup table based on a number of octants for cach of
the color components and color values for cach of the octants. In some cases, the
number of octants for at least one of the color components of the 3D lookup table may
be signaled by video encoder 20 to video decoder 30, In order for video decoder 36 to
determine the color values for cach octant for cach of the color components of the 3D

lookup table, video encoder 20 may signal either vertexes of each of the octants or color
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mapping coctficients for a linear color mapping function of color values for each of the
octants,

(8144} In onc example described above, for cach of the octants or partitions, video
encoder 20 may signal the color mapping coefficients of the linear color mapping
function of the color values in the 3D lookup table. The Hnear color mapping function
1s used to convert color data in a first color gamut for a lower layer of video data to a
second color gamut for a higher layer of video data, and the color mapping coefficients
are weighting factors between color components of the lower and higher layers of the
video data. For each of the color components, one of the color mapping coefficients
may be a key coefficient that defines a weighting factor between the same color
component of the lower and higher layers of the video data.

{6145} The common linear color mapping function may be represented as follows.

Yo Qoo * Yy + boy - Up + o7 - V) + dys
el =y Yy + by Uy + 0170V, +dy
Yo _azo * Yl) + bZ'l N E‘]b + CZ?. N iib + 0:’,23,

In this example function, the subscript e and b denote the higher layer (ie,,
enbancement layer) and lower layer (c.g., base layer), respectively, for cach of the fuma,
first chroma, and second chroma color components (Le., Y, U, and V). The parameters
a, b, ¢, and, d represent the color mapping cocfficients. In some examples, color
mapping cocfficients agg, by and ¢y, represent the key coefficients for each of the color
components, 1.¢., the weighting factors between the same color component of the base
and enhancement layers). Although these coefficienis are referred to as key coefficients
n this disclosure, this name should not be considered limiting as similarly defined
coetficients may be referred to by other names. In some examples, the color mapping
coefficients (.¢., a, b, ¢, and d) of the linear color mapping function for a given octant
may be converted to the vertexes of the given octant first, and then the values of the
vertexes may be coded in the bitstream to represent the color values in the 3D lookup
table.

(8146} In some examples, the color mapping coefficients (Lo, a, b, ¢, and d) of the
linecar color mapping function are derived as tloating point values. 1o this example,
video encoder 20 may convert or quantize the floating point values of the color mapping
coefficients into integer values, and then encode the integer values into the bitstream for

cach octant. For cxample, the integer values of the color mapping coefficients may be
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encoded in the cgs_info_table depicted in Table 2 above, or may be encoded n the
ceding octant table depicted in Table § below. Video decoder 30 may then perform
integer operations using the integer valucs of the color mapping coefficients.
(81471 In order to represent the floating point values of the color mapping coefficients
with reasonable accuracy, an integer value is selected to represent a floating point value
of 1.0, e.g., using 256 (B bits) as the integer value to represent the floating point value of
1.0. Video encoder 20 may perform the conversion or quantization according to the
following equation: A = {a - 2¥], where ¢ denotes the floating point value of the color
mapping cocfficient to be converted or quantized, 4 is the converted or quantized
integer value, [ x| indicates a floor function that rounds a parameter x to a maximal
integer value that is smaller than x, and N indicates a number of bits needed to convert
or quantize the floating point value of 1.0, In this way, the intcger values that represent
the floating point values have a bit-depth {e.g., 8 bits) based on the parameter V.
(6148} In onc cxample, the conversion ot quantization may be based on the parameter
N, in the exponent of the above equation 4 = [a - 2V, set to a predefined fixed value,
such as ¥ or 10. In another exarple, the conversion or quantization may be based on a
value of N determined based on at least one of an fnput bit-depth (1.e., B;) or an output
bit-depth {i.c., B,) of the 31 lockup table. For example, the conversion or quantization
may be based on the parameter N determined according to one of the following
equations.

N =B,

N =By,

N =10+ B — B,, or

N=8+8 — B,
(81498} In some examples, video encoder 20 and/or video decoder 30 may predict the
color mapping coefficients, and code residual valoes of the color mapping coofficients
as the difference between original values of the color mapping coctficients and the
predicted values of the color mapping coefficients. For exanpie, for a given octant, the
prediction ov part of the prediction for at least one of the color mapping coefficients,
e.g., one of the key coefficients, may be based on a predicted value equaitoa
predefined fixed value. In one example, the predicted value may be set equal to 27,
where & 15 the quantization bit value described above. As another example, for the

given octant, the prediction ov part of the prediction for at least one of the color mapping
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coefficients, e.g., one of the key coefficients, may be dependent on at least one ofthe
input bit-depth (Le., B;) or the output bi-depth (i.e., B,) of the 3D lookup table. For
example, the prediction or part of the prediction may be based on a predicted value
equal to 2V HPo 8

181881 As one example, video encoder 20 and/or video decoder 30 may perform
prediction of the color mapping coefficients as follows. For a first ootant for cach of the
color components, the color mapping coctlicients of the lincar color mapping function
may be predicted based on predefined fixed values. The key coefficient for each of the
color components may be predicted differently than the other coefficients. For example,
a key coefficient may be predicted based on a predicted value cqual to a predefined non-
zera value, and any rematning color mapping cocfficients may be predicted based on a
predicted value equal to zere. In this example, the color mapping coefficients of any
rematning octants for each of the color components may be predicted based on predicted
values from at least one previous octant, such as the first octant.

(8151} As another example of the prediction of the color mapping coctticients, for the
first octant for each of the color components, the prediction value for the key

LY oI > I
N¥Ba=8i and the

coefficients for all the color compoenents may be set equal to 2
prediction values for the other coefficients may be set equal to 0. In this example, the
coefficients of the remaining octanis for each of the color components may be predicted
from the previous ectant. In 2 further example, the prediction of the color mapping
coefficients may be performed between different partitions or octants for cach of the
color components. Alternatively, a set of color mapping coefficients may be signaled as
base coefficients, such as in the SPS or PPS. Then, the differences between the actual
values of the color mapping coefficient and the vahues of the base coefficients may be
signaled at the picture or slice level.

18152} In some cases, the residual values of the color mapping cocfficients may be
quantized based on a determined quantization value, Video enceder 20 may signal the
determined quantization value for video decoder 30 to perform inverse quantization to
properly decode the color mapping coefficients. In one exampie, the determined
quantization vahie may be indicated by the res_quant bit syntax element described in
more detail with respect to Table 4 above,

{8153 In this case, for each of the octants for each of the color components, video
encader 20 may calculate residual values of the color mapping coefficients based on

original values of the color mapping cocfficients and the predicted values of the color



WO 2015/095381 PCT/US2014/070932

43

mapping coctticients, quantize the residual values of the color mapping coefficients
based on the determined quantization value, and then encode the residual vahies of the
color mapping coctficionts in the bitstream. Video encoder 2 may also encode the
res_quant bit syntax eloment to indicate the detormined quantization value. Video
decoder 30 then decodes the res_quant bit svntax clement and the residual values of the
color mapping coefficients, inverse quantizes the residual vahies of the color mapping
coefficicnts based on the defermined quantization vahie, and reconstructs the color
mapping coctficients based on the decoded residual values and predicted values of the
color mapping cocfficients.

[6154] In addition, the values of the color mapping coefficients may be restricted to be
within a given range based on a predefined fixed value or a value dependent on at feast
one of an input bit-depth or an output bit-depth of the 3D lookup table. The value of the
color mapping coefficients (i.e, 4, b, ¢, and d} may be limited to a certain range o
reduce the computational complexity of generating the 3D lookup table. As one
example, the value can be restricted to be in the range of —2" to 2V-1, inclusive, where
M 1is set equal to a predefined fived valae, such as 10 or 12, Alternatively, the value of
M may be dependent on one or more of the quantization bit value N, the input bit-depth
{i.c., B;} or the output bit-depth (i.c., B,) of the 3D lookup table.

(8155} In ancther example described above, for cach of the octants or partitions, video
encoder 20 may signal values of veriexes of the octant to indicate the color values inthe
3D lookup table. The coding_octant syntax table, which may be used to signal the color
values of the 3D lookup table, is primarily deseribed in this disclosure with respect to
signaiing values of octant vertexes. However, this description should vot be construed
as limiting, as a substantially similar coding_octant syntax table may be used to signal
vatues of color mapping coefficients for a inear color mapping function for each setant.
{8156} The coding octant syntax table, included in the 3D lookup table color data
syntax shown in Table 4 above, is deseribed with respect to Table 5 below. Any edits,

additions, or updates to the SHVC W3, cited above, are indicated by ifalicized text.
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TABLE 5: Coding octant syntax

coding octant (depth, v.u,v Jength) { Descriptor
if { depth < cur octant depih )
spiit_octant flag u(l}
if{ split_octant flag ) {
fordi=0,1<2; 144 )
Jor{m =0,:m <2 m++)
Jorin=0;n<2;pt+)
coding_octant { depth+1, y+1¥ength/2, u+m*lengih/2 v+n*length/2.
fength/2)
2
else |
Jor(i =0 < YPartNum ; i++ )
for( vertex = 0 ; vertex < 4 verfext+ ) {
encoded vertex flag ull)
i encoded vertex flag )i
ves Y/ yldx] fuldx] [vidx] [vertex] se{v)
ves{Ufvldx] fuldx] [vidxj fveriex] sefvi
resVividx] fuldx] [vidx]{veriex] se{v)
!
/
}
}

The split_sctant_flag cqual to 1 specifies that an octant 15 split into eight octants with
half size in all divections for the purpose of vertex residual setant coding. When not
present, it is inferred to be equal to 6.

The variable YPartNum s derived as YPartNum=l<<cur_y_part_nom_log?.

The encoded_vertex_flag equal to 1 specifies that the residuals of the vertex with index
[yldxZ+i}uldx]{vidx][vertex] are present. The encoded vertex flag equal to §
specifies that the residuals for the veriex are not present. When not present, the flag is
mierred to be equal to zero.

The variable yIdx is derived as follows.

cur_octant_depth —cur_v_part_oum_log?)

The variable uldx is derived as follows.

ulds=p>>{InputBitDepth — cor_octant depth)
The variable vidx is derived as follows.

vidx=v>>{ToputBitDepth — cur_octant_depth)
resY[yldx][uldx]{vidx][vertex], resUlvidxJ[uldx]ividx}[vertex], and
resV[yldxloddx][vida]vertex] are the differences {i.c., residual values) between the Y,
U, and V components of the vertex with index [yidxj[uldx]{vidx][vertex] and the

predicted Y, U, and V component values for this vertex. When not present, these
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differences resY{vidxjuldx][vidx}[vertex], resUvidx]fuldx{vidx]{vertex], and
resVvids)huddx [ vidx]{vertex] are inferred to be equal to 0.
(8157} In the example technique of signaling color mapping cocfficients for a linear
color mapping tfunction for cach octant of the 3D lookup table, the coding octant syntax
table may indicate residual values that are the differences between the color mapping
coefficients (i.e., a, b, ¢, and ¢} for the linear color mapping function of the octant and
the predicted color mapping coefficient valucs for the octant, instead of signaling the
vertex rosidual values resYividx[uldx|{vidxjfvertex], resUlyidx ulds]{vidx]iveriex],
and resV[yidxuldxj[vidx]{vertex].
[8158] Returning to the example technique of signaling values of octant vertexes, each
eniry of the 31 lookup tabic may be derived as follows:

futX[yidxjuldx][vids]{vertex] = {resX[vidx [uldxj[vidx]{vertex] <<

res quant bit) + predX[yidx][uldx][vidxifvertex],

where X indicates cach of color components Y, U, and V, and

predX|yldx]juldx]{vidx]{vertexn] is derived according to Table 6 below.

TABLE &; Predicted values for vertexes of octants in 3D Ioskap table

{yidx fuldx jfvidafvertex] vertex=0 vertex=1 vertex=2 vertex=3
pred Y {yidxiuldpvidx]fvertex] | yidx<<yoShift |  yidx<<yoShii yidg<<yoShift  {(vidxr1i<<yoRhif

predUlyldx Jluldxjfvidx]fvertex] | uldx<<uoShift j{uldx+1}<<noShifi|{uldx+1y<<noShift|{(uldx+1)y<<noShift

predViyidx]inldgjfvidx)[veriex] | vide<<voRhift | vidw<<yoShift |(vIdx+1y<<voRhift {(vidx+iy<<voRhift

o some cases, an additional offset may be applicd during the shift operation of the
prediction procedure described with respect to Table 6 above.

[#158] In the example technique of signaling color mapping coefficients for a linear
color mapping function for cach ootant of the 3D lockup table, similar equations may be
used 1o derive or reconstruct the color mapping coefficients (i.c., lutY, lutl), V) for
the linear color mapping function of the 3D lockup table by inverse quantizing the
residual values of the color mapping cocfficients, and adding the inverse quantized
residual values of the color mapping cocfficients to the predicted values of the coler
mapping coefficients.

[#168] In some cases, the vahues of the color mapping coefficients hitY, hatl and tatV
may be limited to a certain range to reduce the computational complexity of generating

the 31 fookup table. As one example, the value can be restricted to be in the range of -
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~M

Mo 2M-1, inclusive, where M is set equal to a predefined fixed vahue, such as 10 or
12, Alernatively, the value of M may be dependent on one or more of the quantization
bit value N, the toput bit-depth (L.e., B;) or the output bit-depth (i.e., B,) of the 3D
lookap table.
(8161} After video encoder 20 and/or video decoder 30 generate the 30 lookup table
using one or more the example techniques described above, color prediction may be
performed as follows using the 3D lookup table. The input to the color prediction
process is a (y,u,v} triplet in one color space, ¢.g., 2 first color gamut for a lower or base
fayer of video data. The output of the color prediction process is a triplet (Y, U,V) in
another color space, e.g., a second color ganut for a higher or enhancement layer of
video data. First, the smallest octant or cuboid that covers the input triplet (v,u,v) is
located in the 3D lookup table. Each of the indexes of the starting vertex of the cubeid
are derived as follows:

yvindex =y >> (InputBitDepth — cur_octant_depth — cur_y_part num_log?)

ulndex = u >> (InputBitDepth — cur_octant depth)

vindex = v >> {InputBitDepth — cur_octant_depth)
In some examples, an additional offset may be applied during the index caleunlation.
Then, ancther three indexes of the octant or cuboid are derived as (vindex, ulndex+1,
vindexy; (yindex, ulndex+1, vindex+1); and (yindex+1, uindex+1, vindex+1). These
four vertexes may correspond to the fourth case tetrahedral jnterpolation (PO, P1, P3,
BTy, which is iHustrated as tetrahedron 1560 in FIG. 12, The output triplet {Y UV} is
then obtained by tetrahedral interpolation, which interpolates the 3T lookup vahies of
the four vertexes. In other gxamples, other cases of tetrahedral interpolation may be
used. Alternatively, all eight vertexes of the octant or cuboid may be derived. In this
case, tri-linear interpolation may be used to derive the output triplet (Y, U, V).
18162} In yet another exampic, 3 3B lookup table may be signaled in the SPS or the
PPS. Then, in the shice header, anadditional flag may be signaled to indicate whether
the 3D lookup table will be overwritten for the current slice. Alternatively or/and
additionally, a 3D lookop table may be signaled in the SPS and updated in the PPS. R
should be noted that common information, such as max_octant depth,
max_y part num_log?2, input_bit_depth, and output_bit_depth, may only be signaled at
the highest level, such as in the SPS or the PPS. Here max_octant_depth and

max_y part num logZ denote the maximum supported partition number of the 3D
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lookup table. In some cases, such information may be profile and/or level related
imstead of being signaled at the highest level

18163} As described above, in an additional example, video cncoder 20 may
conditionally signal a partitioning boundary for at least one of the chroma components
{(i.e., Uor V) ofa 3D lookup table to video decoder 30 based on the at least one of the
chroma components being partiioned intoe more than one octant, 1.¢., the base partition
value being greater than one. In some cases, one or both of the chroma components
may 8ot be evendy partitioned. In other words, for a given one of the chroma
components, at least one of the partitions has a different size than the other partitions.
The partitioning boondary defines an uneven partitioning of the one of the chroma
components into TWo 07 Hore octants.

8164} Conventionally, partition boundary information for each chroma component is
abways signaled regardless of whether the chroma component is even partitioned into
tWO OF IOTe segments or octants. According to the techriques of this disclosure, in one
exarnaple, video encoder 20 only signals the partitiondng boundary when at least one of
the chroma components (i.e., U or V) is partitioned into two or more parts. Otherwise,
the partition boundary is unnecessary and 18 not signaled to the video decoder. In
another example, videe encoder 20 only sigoals the partitioning boundary when cach of
the chroma components (i.e., U and V) is partitioned mto two or more parts.

[8165] In the example described with respect to Table 7 below, the condition 1s based
on the cur _octant depth syntax ¢lement being equal to 1. As described above with
respoct to Table 4 above, the cur_octant_depth syntax clement indicates a base partition
vatue as the maximal split depth for the 3D lockup table. When the cur_octant_depth
syntax element is equal to 1, gach of the hima component, the first chroma component,
and the second chroma component are partitioned into two segments or octants. In this
case, both of the chroma components (i.e., U and V) must be partitioned inte two parts
to satisfy the condition for signaling partition boundary information.  Any edits,

additions, or updates to the SHYC WD3, cited above, are indicated by italicized text.
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TABLE 7: Color mapping table syntax

colour_mapping table{} { Descriptor
¢ inpat loma bit depth ninusd {3}
cm_input chroma bit depth delta sefv}
om cuipnt lnma bit depth rsious8 u{3)
c¢m output chroma bit depth delta se{v})

b pavt thresheld minus center
cr_pari threshold minus_center
/
colour mapping matrix(}

The ¢b_part threshold minus center syntax clement specifics the partition boundary
for the first chroma (i.e., Cb) component. When the ¢b_part threshold minus center
syntax clement is not present, it is inferred as 0.

The variable ChPartThreshold s set equal to (I<<{cm_input_luma bt depth_mimusy +
cm tnput chroma bit depth delta + 7)) + cb_part_threshold minus center.

When a Chb value s smaller, or no larger, than the variable ChPartThreshold, the Ch
vatue belongs to the first Cb partition. Otherwise, it belongs i the second Ch partition.
The ¢r_part thresheld minus center syntax element specifies the partition boundary
for the second chroma {i.c., Cr) component. When the cr_part threshold minus_center
syntax clement is not present, it is inferred as 0.

The variable CrPartThreshold is set to (1<<{cm_mput_luma bit depth mimus® +

cm tnput chroma bit depth delta + 7)) + or_part threshold mwinus center.

When a Cr value is smaller, or no larger, than the variable CrPartThreshold, the Cr
vatue belongs 1o the first Cr partition. Otherwise, i belongs 1o the second Cr partition.
It should be noted that the ¢b_part_threshold minus_center and

cr_part threshold mings center syntax clements are not guantized prior to coding.
[8166] FIG. 14 is a block diagram illustrating an example of video encoder 20 that may
mplement techniques for using 3D lockup table based color gamut scalability n multi-
layer video coding. Video encoder 20 may perform intra- and inter-coding of video
blocks within video slices. Intra-coding relies on spatial prediction to reduce or remove
spatial redundancy in video within a given video frame or picture. Inter-coding relies
on temporal prediction to reduce or remove temporal redundancy 1o video within
adjacent frames or pictares of a video sequence. Intra-mode (T mode) may refer to any

of several spatial based coding modes. Inter-modes, such as uni-divectional prediction
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(P mode) or bi-prediction (B mode), may refer to any of several temporal-based coding
maodes.

[8167] As shown in FIG. 14, video encoder 20 receives a current video block within a
video frame to be encoded. To the example of FIG. 14, video encoder 20 includes mode
select unit 46, a video data memory 41, decoded pictare buffer 64, summer 50,
transform processing unit 52, quantization unit 54, and entropy encoding unit 6. Mode
select unit 40, in twrn, includes motion compensation unit 44, motion gstimation unit 42,
intra prediction processing unit 46, partition unit 48, and color prediction processing
unit 66, For video block reconstruction, video encoder 20 also mcludes mverse
quantization unit 58, inverse transform processing onit 60, and summer 62. A
deblocking filter (not shown in FIG. 14) may also be included 1o filier block boundarics
to remove blockiness artifacts from reconstructed video. If desired, the deblocking filter
wonldd typically filter the output of summer 62. Additional filters (in loop or post loop)
may also be used in addition to the deblocking filter. Such filters are not shown for
brevity, but if desired, may filter the output of summer 50 (as an in-loop filter).

18168} Video data memory 41 may store video data to be encoded by the components of
video encoder 20. The video data stored in video data memory 41 may be obtained, for
example, from video source 18, Decoded picture buffer 64 may be a reference picture
memory that stores reference video data for use in encoding video data by video
encoder 20, e.g., in intra- or inter-coding modes, Video data memory 41 and decoded
picture buffer 64 may be formed by any of a varicty of memory devices, such as
dynanic random access memory (DRAM), including synchronous DRAM (SDRAM),
magnetoresistive RAM (MRAM), resistive RAM (RRAM), or other types of memory
devices. Video data memory 41 and decoded picture buffer 64 may be provided by the
same memory device or separate memory devices. In various examples, video data
memory 41 may be on-chip with other components of video encoder 20, or off-chip
relative to those components.

18169} During the encoding process, video encoder 20 receives a video frame or slice io
be coded. The frame or slice may be divided into multiple video blocks. Motion
gstimation unit 42 and motion compensation unit 44 perform mter-predictive codmg of
the received video block relative to one or more blocks in one or more reference frames
to provide temporal prediction. Intra prediction processing unit 46 may altcrnatively
perform indra-predictive coding of the received video block refative to one or more

neighboring blocks in the same frame or slice as the block 1o be coded to provide spatial
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prediction. Video encoder 20 may perform multiple coding passes, ¢.g., to sclect an
appropriate coding mode for each block of video data.

[8178] Morcover, partition unit 48 may partition blocks of video data into sub-blocks,
based on evaluation of previous partitioning schemes in previous coding passes. For
example, partition unit 48 may initially partition a frame or slice into LCUs, and
partition each of the LCUs into sub-CUs based on rate-distortion analysis {(e.g., rate-
distortion optimization). Mode sciect unit 40 may further produce a quadtree data
structure indicative of partitioning of an LCU into sub-Cls. Leaf-node CUs of the
guadtree may include one or more PUs and one or more TUs.

{8171} Mode select unit 40 may select one of the coding modes, intra or inter, ¢.g.,
based on errvor resulis, and provides the resulting intra- or inter-coded block to summer
50 to generate residual block data and to summer 62 to reconstruct the encoded block
for use as a reference frame. Mode select unit 4{) also provides syntax elements, such as
motion vectors, intra-mode indicators, partition information, and other such syntax
information, 1o entropy encoding unit 56.

16172} Motion estimation wnit 42 and motion compensation unit 44 may be highly
imtegrated, but are tHustrated separately for conceptual purposes. Motion estimation,
performed by motion estimation unit 42, is the process of generating motion vectors,
which cstimate motion for video blocks. A motion vector, for example, may mdicate
the displacement of a PU of a video block within a current video frame or picture
relative to a predictive block within a reference picture {(or other coded unit) relative to
the current block being coded within the current picture (or other coded unit). A
predictive block s a block that is found to closely match the block to be coded, in terms
of pixel difference, which may be determined by sum of absclute difference (SAD), sum
of square difference (S50}, or other difference metrics. In some cxamples, video
encoder 20 may calculate values for sub-integer pixel posttions of reference pictares
stored in decoded picture buffer 64. For example, video encoder 20 may interpolate
values of one-quarier pixel positions, one-cighth pixel positions, or other fractional
pixel positions of the reference picture. Therefore, motion estimation unit 42 may
perform a motion search relative o the full pixel positions and fractional pixel positions
and output a motion vector with fractional pixel precision.

[6173] Motion estimation unit 42 calculates a motion vector for a PU of a video block
in an inter-coeded slice by comparing the position of the PU to the position of a

predictive block of a reference picture. The reference picture may be selected from a
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first reference picture hst (List 0} or a sccond reference pictare Hst {List 1), each of
which identify one or more reference pictares stored in decoded picture buffer 64.
Motion estimation unit 42 sends the calculated motion vector to entropy encoding unit
56 and motion compensation unit 44,

(8174} Motion compensation, performed by motion compensation unit 44, may involve
fetching or generating the predictive block based on the motion vector determined by
motion cstimation unit 42, Again, motion estimation unit 42 and motion compensation
unit 44 may be functionally integrated, in some examples. Upon receiving the motion
vector for the PU of the current video block, motion compensation vnit 44 may locate
the predictive block to which the motion vector points in one of the reference picture
bists. Summmer 30 forms a residual video block by subtracting pixel values of the
predictive block from the pixel values of the current video block being coded, forming
pixel difference valaes, as discussed below. In general, motion estimation vnit 42
performs motion estimation relative to luma components, and motion compensation unit
44 uses motion vectors calenlated based on the luma components for both chroma
components and luma components. Mode select umit 40 may also generate syntax
clements associated with the video blocks and the video slice for use by video decoder
30 in decoding the video blocks of the video shice.

[8175] Intra prediction processing unit 46 may ntra-predict a current block, as an
alternative to the inter-prediction performed by motion estimation unit 42 and motion
compensation unit 44, as described above. Tn particular, intra prediction processing unit
46 may determine an intra-prediction mode 1o use to encode a currend block. fn some
exanples, intra prediction processing umit 46 may encode a current block using various
mtra-prediction modes, ¢.g., during separate encoding passes, and intra prediction
processing unit 46 (or mode sclect unit 40, in some cxamples) may select an appropriate
intra-prediction mode to use from the tested modes.

[8176] For example, intra prediction processing vnit 46 may calculate rate-distortion
values using a rate-distortion analysis for the various tested intra-prediction modes, and
select the intra-prediction mode having the best rate-distortion characteristics among the
tested modes. Rate-distortion analysis generally determines an amount of distortion {(or
error) between an encoded block and an original, unenceded block that was encoded to
produce the encoded block, as well as a bit rate (that is, a number of bits) used to

produce the encoded block. Intra prediction processing unit 46 may calculate ratios
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from the distortions and rates for the various encoded blocks to determine which intra-
prediction mode exhibits the best rate-distortion value for the block.

18177} After selecting an intra-prediction mode for a block, intra prediction processing
ot 46 may provide information indicative of the selected imtra-prediction mode for the
block to entropy encoding unit 56. Entropy encoding unit 56 may encode the
mformation indicating the sclected ntra-prediction mode. Video encoder 20 may
include in the transmitted bitstream configuration data, which may include a plurality of
intra-prediction mode index tables and a plurality of modified intra-prediction mode
index tables (also referred to as codeword mapping tables), definitions of encoding
corndexts for various blocks, and indications of a most probable intra-prediction mode,
an infra-prediction mode index table, and a modified wira-prediction mode index table
to use for each of the contexts,

[8178] Video encoder 20 forms a residual video block by subtracting the prediction data
from mode select unit 40 from the original video block being coded. Summer 50
represents the component or components that perform this subtraction operation.
Transform processing unit 52 applies a transform, such as a discrete cosine transform
{DCT) or a conceptually similar transform, to the residual block, producing a video
block comprising residual transform coefficient values. Transform processing umit 52
may perform other transforms which are conceptually similar to DCT. Wavele
transforms, integer transforms, sub-band transforms or other types of transforms could
also be used. In any case, transform processing unit 52 applies the transform to the
residual block, producing a block of residual transform cocflicients. The transform may
convert the residual information from a pixel value domain to a transform domain, such
as a frequency domain. Transform processing unit $2 may send the resalting transform
coefficients to quantization unit 54.

(8179 Quantization unit 54 quantizes the transform coctficients to further reduce bit
vate. The quantization process may reduce the bit depth associated with some or all of
the coefficicnts. The degree of quantization may be modified by adjusting a
quantization parameter. In some cxamples, quantization unit 54 may theo pertorm a
scan of the matrix meluding the quantized transform coetficients. Alernatively, entropy
encoding unit $6 may perform the scan.

{8188} Following quantization, entropy cncoding unit 56 entropy codes the quantized
transform cocfficients. For example, entropy encoding unit 56 may perform context

adaptive variable length coding (CAVLC), context adaptive binary arithmetic coding
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(CABACQC), syntax-based context-adaptive binary arithmetic coding (SBAC), probability
mterval partitioning entropy (PIPE) coding or another entropy coding technigque. In the
case of context-based entropy coding, context may be based on neighboring blocks.
Following the entropy coding by cotropy encoding unit 56, the cncoded bitstream may
be transmitted to another device (e.g., video decoder 39) or archived for later
transmission or retrieval.

18181} Inverse quantization unit 58 and inverse transform processing unit 60 apply
inverse quantization and mverse transformation, respectively, to reconstruct the residual
block in the pixel domain, e.g., for later use as a reference block. Metion compensation
vnit 44 may calculate a reference block by adding the residual block to a predictive
block of one of the frames of decoded picture buffer 64. Motion compensation unit 44
may also apply one or more interpolation filters 1o the reconstructed residual block to
calculate sub-integer pixel values for use in motion estimation. Summer 62 adds the
reconstructed residual biock to the motion compensated prediction block produced by
motion cerapensation unit 44 to produce a reconstrucied video block for storage in
decoded picture buffer 64, The reconstructed video block may be used by motion
estimation unit 42 and motion compensation unit 44 as a reference block to inter-code a
block in a subsequent video frame.

{8182} According to the techniques described in this disclosure, video encoder 20 1s
configured to perform 3D lookup table based color gamuot scalability when encoding
multi-fayer video data. Video enceder 20 may predict and encode muliti-layer video
data in accordance any of the SHVC extension, the MV-HEVC extension, and the 3D-
HEVC extension, or other muhi-layer video coding extensions. Specifically, color
prediction processing unit 66 of video encoder 20 may generate inter-tayer reference
pictures used to predict video blocks in a picture of a higher fayer of the video data
when a color gamut for the higher layer of the video data s different than a color gaout
for a lower layer of video data.

18183} Color prediction processing unit 66 of video encoder 20 may perform color
prediction using 2 31 [ookup table for color gamut scalability o convert color data of 2
reference pictare in a first color gamut for the lower layer of the video data to a second
color gamut for the higher layer of the video data. In some examples, color prediction
processing unit 66 may generate a separate 3D lookup table for cach of the color
components, 1.¢., a luma component, 2 first chroma component and a second chroma

component. Fach of the 3D lookup tables inchudes a lama dimension, a first chroma
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dimension and a second chroma dimension, and is indexed using the three independent
color components.

{8184} The techuigues of this disclosure relate to signaling of the information used to
generate 31 Jookup tables for color gamut scalability. In some examples of such
techniques, video encoder 20 may encode partition information and/or color values of a
3D lookup table generated for color gammut scalability. The techniques described in this
disclosure may be particularly uscful in signaling the imformation used to generate
asymmetric and/or unbalanced 3D fookup tables.

16185} In one example of the disclosed techmiques, color prediction processing unit 66
of video encoder 20 may generate a 3D lookup table with coarser partitioning for the
first and sccond chroma conponents and finer partitioning for the luma component.
Color prediction processing unit 66 may generate this 3D lookup table by partitioning
each of the first chroma, second chroma, and loma color components into a first mamber
of octanis according (o a basc partition value, ¢.g., a maximal split depth for the 3D
flookup table, and then further partitioning each of the first number of octants of the
fuma component based on a luma partition value. In this way, cach of the first and
second chroma components of the 3D lookup table are partitioned into a smaller number
or fewer octants (i.c., coarser partitioned) and the luma coraponent of the 3D lookup
table 1s partitioned mto a larger number or more octants (i.¢., finer partitioned).

[#186] As one example, the base partition value is equal to 1 such that each of the color
components is partitioned nto a single octant, and the loma partition value is cqual to 4
such that the single octant of the huma componeut is partitioned into four octants, which
results in a 3D lookup table of size 4x1x 1. As another example, the base partition value
is equal to 2 such that each of the color components is partitioned into two octants, and
the loma partition value is cqual to 4 such that cach of the two octants of the lums
component is partitioned foto four octants, which results in a 3D lookup table of size
8x2x2. As can be seen, a lower partition valae results in a coarser partitioning (l.e., a
smaller number of octanis) for a color component,

161871 In some cases, color prediction processing unit 66 generates at least one syntax
clement (e.g., a first syntax element) indicating the lama partition value. In other cases,
the loma partition value may be derived or known at both video encoder 20 and video
decoder 30. As one cxample, color prediction processing unit 66 may derive the luma
partttion value based at least in part on the base partition value. In some cases, color

prediction processing unit 66 may also generate at least one syntax clement {(e.g., 8
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second syntax clement) indicating the base partition valae. In other cases, the base
partition value may be a predefined vahie known at both video encoder 20 and video
decoder 30. Entropy encoding unit 56 of video ¢ncoder 20 may then eniropy encode the
first and/or second syntax element.

[8188] In addition, video encoder 20 may conditionally encode one or more syntax
elements indicating a partitioning boundary for at least one of the chroma components.
The partitioning boundary defines an uneven partitioning of the one of the chroma
components inte two or more octants. According 1o soroe examples of the techuiques of
this disclosure, video encoder 20 only encodes the syntax clements indicating the
partitioning boundary when at least one of the chroma components is partitioned into
more than one octant, 1.¢., when the base partition value is greater than one. Otherwise,
signaling the partition boundary is unnecessary.

[#182] In another examplie of the disclosed technigues, video encoder 20 may generate a
30 lookup table based on a number of cctants for cach of the luma, first chroma, and
second chroma color components, and color values for cach of the octants. As
described above, in some cases, video encoder 20 may encode at least one syntax
clement indicating the number of octants for at least one of the color components of the
30 fookup table. Video encoder 20 may also encode the color values for each of the
octants for each of the color components. For example, video encoder 20 may encode
color mapping coefficients for a Hnear color mapping function of the color valies in the
3D lookup table. The Hncar color mapping function is used to convert color data in the
first color ganmut for the lower layer of video data to the second color gamut for the
higher laver of video data. The color mapping coefficients for the Hinear color mapping
function are weighting factors between color components of the lower and higher layers
of the video data. For cach of the color components, one of the color mapping
coefficionts may be a key cocfficient that defines a weighting factor between the same
color component of the lower and higher layers of the video data.

18198} The color mapping coefficients for the lincar color mapping function may be
derived as floating point values. Prior to encoding the color mapping coctficients, color
prediction processing unit 66 of video encoder 20 may convert the floating point values
of the color mapping coefficients to tnteger valies. The conversion may use a bit-depth
for the integer values based on at least one of an tnput bit-depth or an output bit-depth of
the 3D lookup table. In addition, color prediction processing unit 66 may restrict the

values of the color mapping coefficients to be within a given range based on a
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predefined fixed valoe or a valae dependent on at least one of an input bit-depth or an
cutput bit-depth of the 3D lookup table.

(8191} In some examples of the techniques of this disclosure, color prediction
processing unit 66 roay predict one or more of the coler mapping cocfficients in order to
encode residual vahues between origmal values of the color mapping coefficients and
the predicted vahies of the color mapping coefficients. For example, for a first octant
for each of the color componenis, color prediction processing unit 66 may predict the
color mapping coefficients of the linear color mapping function based on predefined
fixed values. In one example, for a first octant for each of the color components, color
prediction processing unit 66 may encode a key coefficient of the Hnear color mapping
function based on a predicted value cqual 1o a predefined nov-zere value, and encode
any remaining color mapping coctficients of the linear color mapping function based on
a predicted value equal to zero. In this example, color prediction processing wunit 66
may encode the color mapping cocfiicients of any remaining octants for cach of the
color components based on predicted values from at least one previously encoded
octant, such as the first octant,

[6192] Entropy encoding unit 56 of video encoder 2{ may then entropy encode the
residual values of the color mapping cocticients for the lincar color mapping function
for each of the octants for cach of the color components. In some cases, prior to entropy
encoding, video encoder 20 may quantize the residual values of the color mapping
coefficicents using guantization unit 54 based on a determined quantization valoe. Video
encoder 20 may encode the determined quantization value.

16193} Upon generating the 3D lockup table, color prediction proccssing unit 66
performs color prediction of a reference picture for the lower layer of the video data
using the 3D lockup table, and gencrates at least one inter-layer reforence picture for the
bigher layer of the video data based on the color predicted reference pictare. Upon
generating the mter-layer reference picture, motion compensation unit 44 of video
encoder 20 may operate as described above to predict video blocks in a picture of the
higher laver of the video data based on the inter-layer reference pictures generated using
the 3D lookup table. Video encoder 20 may then encode residual data of the video
blocks in a bitstream for transmission to video decoder 30.

(8194} FIG. 15 is a block diagram tliustrating an example of video decoder 30 that may
implement techniques for determiniong using 3D lookup table based color gamut

scalability in nmlti-layer video coding. In the example of FIG. 15, video decoder 39
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mnchides an entropy decoding vmit 79, a video data memory 71, motion compensation
wnit 72, ntra prediction processing unit 74, color prediction processing unit 86, inverse
quantization unit 76, inverse transform processing unit 78, decoded picture buffer 42
and suomumer 80, Video decoder 30 may, in some examples, perform a decoding pass
generally reciprocal to the encoding pass described with respect to video encoder 20
{(FIG. 14). Motion compensation wnit 72 may generate prediction data based on motion
vectors received from entropy decoding unit 70, while intra prediction processing unit
74 may generate prediction data based on intra-prediction mode indicators received
from entropy decoding umit 70.

[8195] Video data memory 71 may store video data, such as an encoded video
bitstream, to be decoded by the components of video decoder 30, The video data stored
m video data memory 71 may be obiained, for example, from computer-readable
mediom 16, e.g., from a local video source, such as a camera, via wired or wireless
network communication of video data, or by accessing physical data storage

media. Video data memory 71 may form a coded picture bufter (CPB) that stores
encoded video data from an encoded video bitstream. Decoded picture buffer 82 may
be a reference picture memory that stores reference video data for use in decoding video
data by video decoder 30, e.g., in intra- ot Inter-coding modes. Video data memory 71
and decoded picture buffer 82 may be formed by any of a variety of memory devices,
such as dynamic random access memory (BRAM), inchiding synchronous DRAM
{(SDRAM), magnctoresistive RAM {MRAM), resistive RAM (RRAM), or other types of
memory devices. Video data memory 71 and decoded picture buffer 82 may be
provided by the same memory device or separate memory devices. In various examples,
video data memory 71 may be on-chip with other components of video decoder 30, or
off-chip relative to those components.

(8196} During the decoding process, video decoder 30 receives an encoded video
bitstream that represents video blocks of an encoded video slice and associated syntax
clements from video encoder 20, Entropy decoding unit 70 of video decoder 30 entropy
decodes the bitstream to generate quantized coctficients, motion vectors or infra-
prediction mode indicators, and other syntax elements. Entropy decoding unit 70
forwards the motion vectors to and other syntax elements to motion compensation unit
72. Video decoder 30 may receive the syntax ¢lements at the video slice level and/or

the video block level.
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181971 When the video shice is coded as an intra-coded (1) shee, intra prediction
processing unit 74 may generate prediction data for a video block of the current video
slice based on 2 signaled mtra prediction mode and data from previously decoded blocks
of the currend frame ot picture. When the video frarse is coded as an imer-coded (i.¢., B
or P) shice, motion compensation unit 72 produces predictive blocks for a video block of
the current video shice based on the motion vectors and other syntax elements received
from entropy decoding unit 70. The predictive blocks may be produced from one of the
reference pictures within one of the reference picture Hists. Video decoder 30 may
construct the reference pictare lists, List 0 and List 1, using default construction
techniques based on reference pictures stored in decoded pictare butfer 82. Motion
compensation unit 72 determines prediction information for a video block of the current
video slice by parsing the motion vectors and other syntax elements, and uses the
prediction information to produce the predictive blocks for the current video block
being decoded. For example, motion compensation unit 72 uses some of the received
syntax clements to deternvine a prediction mode (e.g., intra- or tnder-prediction) used to
code the video blocks of the video slice, an inter-prediction slice type (e.g., Bsliceor P
slice), construction information for one or more of the reference picture Hsts for the
slice, motion vectors for cach inter-encoded video block of the slice, inter-prediction
status for each inter-coded video block of the slice, and other information to decode the
video blocks i the current video slice.

14198} Motion compensation unit 72 may also perform interpolation based on
interpolation filters. Motion compensation unit 72 may use interpolation filters as used
by video encoder 20 during encoding of the video blocks to calculate interpolated values
for sub-integer pixels of reference blocks. In this case, motion compensation unit 72
may determine the interpolation filters used by video encoder 20 from the received
syntax clements and use the interpolation filters to produce predictive blocks.

(68199} Inverse quantization unit 76 inverse quamtizes, 1.¢., de-quantizes, the quantized
transform coefficients provided i the bitstream and decoded by entropy decoding unit
70. The mverse quantization process may include use of a quantization pararseter QPy
calculated by video decoder 30 for each video block in the video shice to determine a
degree of quantization and, likewise, a degree of inverse quantization that should be
applied. Toverse transform processing unit 78 applics an inverse transform, e.g., an

imverse DCT, an mverse integer fransform, or & conceptually similar mverse transtorm
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progess, to the transform coefficients in order to produce residual blocks in the pixel
domain.

[8268] Afier motion compensation unit 72 generates the predictive block for the current
video block based on the motion vectors and other syutax clements, video decoder 30
forms a decoded video block by summing the residual blocks from inverse transform
processing unit 78 with the corresponding predictive blocks generated by motion
compensation unit 72, Summer 80 represents the component or components that
perform this summation operation. 1f desired, & deblocking filter may also be applied to
filter the decoded blocks in order to remove blockiness artifacts. Gther loop filters
{cither in the coding loop or after the coding loop) may also be used to smooth pixel
transitions, or otherwise improve the video quality. The decoded video blocks ina
given frame or picture are then stored in decoded picture buffer 82, which stores
reference pictures used for subsequent motion compensation. Decoded picture buffer
82 also stores decoded video for later presentation on a display device, such as display
device 32 of FIG. 1.

16261} According to some examples of the techniques described in this disclosure,
video decoder 30 is configured to perform 3D lookup table based color gammat
scalability when decoding multi-layer video data. Video decoder 30 may decode and
reconstruct predicted multi-layer video data in accordance any of the SHVC extension,
the MV-HEVC extension, the 3D-HEVC extension, or other multi-layer video coding
extensions to HEVC, Specifically, color prediction processing unit 86 of video decoder
30 may generate inter-layer reference pictures used 1o predict video blocks in a picture
of a higher layer of the video data when a color gannut for the higher laver of the video
data is different than a color gamut for a lower layer of video data.

18242} Color prediction processing unit 86 of video decoder 30 may perform color
prediction using & 3D lookup table for color gamut scalability to convert color data of 2
reference picture in a first color gamut for the lower layer of the video data to a second
color gamut for the higher layer of the video data. 1n some cxamples, color prediction
processing unit 86 may gencraie a separate 3D Jookup table for cach of the color
components, 1.e., a luma component, a first chroma component and a second chroma
component. Each of the 3D lookup tables includes a luma dimension, a first chroma
dimension and a sccond chroma dimension, and is indexed using the threc independent

color components.
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16243} The techniques of this disclosure relate 10 signaling of the information used to
generate 3D lockup tables for color gamut scalability. According to the techniques,
video decoder 30 may decode partition information and/or color values to generate a 3D
lookup table  order to perform color gamut scalability. The techniques described n
this disclosure may be particularly usefl in signaling the information used to generate
asymmetric and/or unbalanced 3D lockup tables.

182684} In one example of the disclosed techniques, color prediction processing unit 86
of video decoder 30 may gencrate a 3D leokup table with coarser partitioning for the
first and second chroma components and finer partitioning for the luma component.
Color prediction processing unit 86 may generate this 3D lockup table by partitioning
cach of the first chroma, second chroma, and fuma color components into a first number
of octants according to a base partition value, ¢.g., 8 maximal splhit depth for the 3D
lookup table, and then further partitioning cach of the first number of octants of the
fama component based on a luma partition value. In this way, each of the first and
second chroma components of the 3D lookup table are partitioned into a smaller nurber
of fewer octants {Le., coarser partitioned) and the hima component of the 3D lookup
table 1s partitioned into a larger nomber or more octants {i.c., finer partitioned).

[8285] As one example, the base partition value 1 equal to 1 such that cach of the color
components 1§ partitioned into a single octant, and the tuma partition value is equalto 4
such that the single octant of the huma component is partitioned mto four octants, which
results ina 3D lookup table of size 4x1x1. As another example, the base partition value
18 equal to 2 such that cach of the color componends is partifioned into two octants, and
the oma partifion value is equal 1o 4 such that each of the two octants of the luma
component is partitioned inte four octants, which results in a 3D lookup table of size
8x2x2. As can be secn, a lower partition valuce results in a coarser partitioning (ic., a
smaller number of octants) for a color component.

[8286] In some cases, entropy decoding unit 70 of video decoder 30 entropy decodes at
fcast one syniax element {¢.g., a first syntax clement) indicating the luma partition
vatue. In other cases, the hua partition value muay be derived or known at both video
encoder 20 and video decoder 30. As one example, color prediction processing unit 36
may derive the luma partition value based at least in part on the base partition value, In
some cases, entropy decoding unit 70 may also decode at [cast one syntax element (e.g.,
a sccond synfax clement) indicating the basc partition value. o other cases, the base

partition value may be a predefined valae known at both video encoder 20 and video
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decoder 30. Color prediction processing unit 86 uses the predetined or signaled base
partition value and the derived or signaled hima partition valie to generate the 3B
lookup table with coarser partitioning for the first and second chroma components and
finer partitioning for the luma component, as described above.

(68287} In addition, video decoder 30 may conditionally decode one or more syntax
elements indicating a partitioning boundary for at least one of the chroma components.
The partitioning boundary defines an uneven partitioning of the one of the chroma
components inte two or more octants. According to the techmiques of this disclosure,
video decoder 30 only decodes the syntax elements indicating the partitioning boundary
when at least one of the chroma components is partitioned into more than one octant,
i.c., when the base partition value is greater than one. Otherwise, decoding the partition
boundary is unnecessary.

[8288] In another example of the disclosed techniques, video decoder 30 may generate a
30 lookup table based on a number of cctants for cach of the luma, first chroma, and
second chroma color components, and color values for cach of the octants. As
described above, in some cases, video decoder 30 may decode at least one syntax
clement indicating the number of octants for at least one of the color components of the
3D lookup table, or otherwise determinge the number of octants for cach of the color
components of the 3D lookup table. Video decoder 30 may also decode the color values
for gach of the octants for cach of the color components. For example, video decoder
30 may decode color mapping coefficients for a lincar color mapping function of the
color values in the 3D lookup table. The lincar color mapping function is used to
convert color data in the first color gamut for the lower layer of video data to the second
color gamut for the higher layer of video data. The color mapping cocfficients for the
lincar color mapping function are weighting faciors between color components of the
lower and higher layers of the video data. For cach of the color components, one of the
color mapping coetficients may be a key coefficient that defines a weighting factor
between the same color component of the lower and higher layers of the video data.
18269} The color mapping coefficients for the lincar color mapping function are first
derived as floating point values. The floating point values are then converted or
gquantized to integer values are signaled as integer values. The conversion may use a
bit-depth for the integer values based on at least one of an input bit-depth or an output
bit-depth of the 3D lockup table. In addition, color prediction processing unit 86 may

vestrict the values of the color mapping coefficients to be within a given range based on
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a predefined fixed valoe or a value dependent on at least one of an input bit-depth or an
cutput bit-depth of the 3D lookup table.

(8218} Entropy decoding unit 70 of video decoder 30 may entropy decode residual
values of the coler mapping coefficients for the linear color mapping function for cach
of the octants for each of the color components. In some cases, after entropy decoding
and prior to reconstruction, video decoder 30 may inverse quantize the residual values
of the color mapping coefficients using inverse quantization unit 76 based on a
determined quantization value. Video decoder 30 may decode a syntax element
mndicating the determined quantization value.

(8211} According to the techmiques of this disclosure, color prediction processing unit
86 may predict one or more of the color mapping ceefficients in order to reconstruct
values of the color mapping coefficients based on the residual values of the color
mapping coefficients and the predicted values of the color mapping coefficients. For
example, for a first octant for cach of the color components, color prediction processing
unit 86 may predict the celor mapping coctlicients of the linear color mapping function
based on predefined fixed valies. In one example, for a first octant for cach of the color
components, color prediction processing unit 86 may decode 2 key cocefficient of the
hinear color mapping function based ov a predicted value equal to a predefined non-zere
value, and decode any remaining color mapping coefficients of the lincar color mapping
function based on a predicted value equal to zero. In this example, color prediction
processing unit 86 may decode the color mapping coctficients of any remaining octants
for each of the color components based on predicted values from at least one previcusly
decoded octant, such as the first octant,

(6212} Upon generating the 3D lookup table, color prediction processing unit 86
performs color prediction of a reference picture for the lower layer of the video data
using the 31 lookup table, and generates an inter-layer reference picture for the higher
layer of the video data based on the color predicted reference picture. Upon generating
the inter-layer reference pictures, motion compensation unit 72 of video decoder 30 may
operate as described above fo reconstruct video blocks in a picture of the higher layer of
the video data based on decoded residual data and the inter-layer reference pictures
generated using the 31 lookup table.

(8213} FiG. 16 1s a flowchart illustrating an cxample operation of encoding partition
information for at lcast one of the color components of a 3D lockup table. The example

operation of FIG. 16 1s described herein as being performed by color prediction
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processing unit 66 of video encoder 20 of FIG. 14, 1n other examples, the operation
may be performed by color prediction processing unit 144 of FIG. 8.

18214} According to the techniques of this disclosure, color prediction processing unit
66 of video encoder 20 may generate a 3D lookup table with coarser partitioning for the
first and second chroma components and finer partitioning for the luma component.
Color prediction processing unit 66 may generate this 3D lockup table by partitioning
cach of the hima, first chroma, and second chroms components of the 3D lockup table
into a first number of octants based on a base partition value (180). In one example, the
base partition value may be a maximal split depth for the 3D lockup table. Color
prediction processing unit 66 then further partitions each of the first number octants of
the luma component into a second rumber of octands based on a luma partition value
{182}

{82151 In some cases, video encoder 20 may encode at feast one syntax element {e.g., a
first syntax element) indicating the luma partition valac for the loma component of the
3D lookup table. In other cases, the luma partition value may be derived or known at
both video encoder 20 and video decoder 30, In some cases, video encoder 20 may also
generate at least one additional syntax element {e.g., a second syntax clement)
indicating the base partition value for the 3D lookup table. in other cases, the base
partition value may be a predefined valae known at both video encoder 20 and video
decoder 30.

16216} In addition, video encoder 20 may conditionally cncode one or more syntax
clements fndicating a partitioning boundary for at least one of the chroma components.
The partiioning boundary defines an uneven partitioning of the one of the chroma
components into two or more octants. According to the techniques of this disclosure,
video encoder 20 encodes the syntax elements indicating the partitioning boundary for
at least one of the chroma components based on the one of the chroma components
being partitioned into more than one octant, 1.e., the base partition valie being greater
than one.

182171 Video encoder 20 may also encode color values for cach of the octants for cach
of the color components, For example, video encoder 20 may encode color values of
vertexes for each of the octants of cach of the color components. As ancther example,
video encoder 2{} may cncode color mapping coefficienis for & linear color mapping
function of the color values 1o the 3D lookup table. In this way, a video decoder, such

as video decoder 30 from FIG. 15, may generate a 3D lookup table based on the
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signaled partition information and signaled color values in order to perform color gamut
scalability to decode multi-layer video data.

(8218} FiG. 17 s a flowchart illustrating an cxample operation of decoding partition
information for at least one of the color components of a 3D lockup table. The cxample
operation of FIG. 17 is described herein as being performed by color prediction
processing unit 86 of video decoder 30 of FIG. 15, In other examples, the operation
may be performed by color prediction processing unit 144 of FIG. &.

16219} According to the technigues of this disclosure, video decoder 30 determings a
base partition value for the 3D lookup table (186). In some cases, video decoder 30
may decode, from a received bitstream, at least one syntax element (¢.g., a second
syntax clement) ndicating the base partition value. In other cases, the base partition
value may be a predefined value known at both video encoder 20 and video decoder 30.
Video decoder 30 also determines a luma partition value for a luma component of the
3D lookup table (188). in some cases video decoder 30 may decode, from the received
bitstream, at least one syntax clement {e.g., a first syniax element) indicating the luma
partition value. In other cases, video decoder 30 may derive the huma partition value.
In one example, video decoder 30 may derive the loma partition valae based at least in
part on the base partition value.

(82281 Color prediction processing unit 86 of video decoder 30 uses the base partition
value and the loma partiion value to generate the 3D lookup table with coarser
partitioning for the first and second chroma componenis and finer partitioning for the
fuma compounend. Color prediction processing unit 86 may generate this 3D lookup
table by partitioning cach of the luma, first chroma, and second chroma components of
the 3D lookep table into a {irst mumber of octants based on the base partition value
{190}, In one example, the base partition value may be 8 maximal split depth for the 3D
lookup table. Coelor prediction processing unit 86 then further partitions cach of the furst
number of octants of the loma component into a second number of octants based on a
fama partition valoe (192). 1o this maomer, the luma componeni may be partitioned to
have a greater number of octants than cach of the chroma components.

16221} In addition, video decoder 30 may conditionally decode one or more syntax
clements indicating a partitioning boundary for at least one of the chroma components.
The partitioning boundary defines an uneven partitioning of the one of the chroma
components into two or more octands. According to the techriques of this disclosure,

video decoder 30 decodes the syntax elements indicating the partitioning boundary for
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at least one of the chroma components based on the one of the chroma components
being partitioned into more than one octant, 1.¢., the base partition value being greater
than one.

(82221 Video decoder 30 may also decode color values for cach of the octants for cach
of the color components, For example, video decoder 30 may decode color values of
vertexes for each of the cetants of each of the color components. As another example,
video decoder 30 may decode color mapping coefficicnts for a Hincar color mapping
function of the coler values wn the 3D lockup table. In this way, video deceder 30 may
generate a 30 lookup table based on the signaled partition information and signaled
color valoes in order to perform color gamut scalability {o decode melti-layer video
data.

(68223} FIG. 18 18 a flowchart illustrating an example operation of encoding color values
for each of the octants for each of the color components of a 3D lockup table. The
example operation of FIG. 18 is described herein as being performed by color prediction
processing unit 66 of video encoder 20 of FIG. 14, In other examples, the operation
may be performed by color prediction processing unit 144 of FIG. 8.

18224} According to the techniques of this disclosure, video encoder 20 may generate a
313 fookup table based on a number of octants for cach of the luma, first chroma, and
second chroma color components, and color values for each of the octants (200). Video
encoder 20 may encode the color values for each of the octants for each of the color
components. More specifically, for each of the octants for cach of the color
components, video encoder 20 may encode color mapping coefficienis for & linear color
mapping function of the color vahies in the 3D lookup table (202).

(6228} Prior to encoding the color mapping coctiicients, color prediction processing
anit 66 of video encoder 20 may convert floating point values of the color mapping
coefficients to integer values using a bit-depth based on at least one of an input bit-depth
or an output bit-depth of the 3D lookup table. In addition, color prediction processing
unit 66 may restrict the values of the color mapping coefficienis to be within a given
range based on a predefined fixed value or a value dependent ou at least one of an jopuwt
bit-depth or an output bit-depth of the 30 lookup table.

18226} Color prediction processing unit 66 may predict one or more of the color
mapping coefficients in order to encode residual values between original values of the
color mapping coctficionts and the predicted values of the color mapping cocfticients.

For example, for a first octant for each of the color components, color prediction
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processing unit 66 may encode a key coefficient of the inear color mapping function
based on a predicted value equal to a predefined non-zero value, and encode any
remaining color mapping coefficients of the hinear color mapping function based on a
predicted value equal to zero. Inthis exaraple, color prediction processing unit 66 may
encode the color mapping coefficients of any remaining octants for each of the color
components based on predicted values from at least one previously encoded octant, such
as the first octant. In some cases, prior {o encoding the residual values of the color
mapping coctficients, video encoder 20 may quantize the residual valaes of the color
mapping cocfficients based on a determined quantization value.

18227} Video encoder 20 may also encode at least one syntax element indicating the
sumber of octants for at Jeast one of the color components of the 30 lookup table. In
this way, a video decoder, such as video decoder 30 from FIG. 15, may generate a 3D
lookup table based on the signaled partition information and the signaled color values in
order to perform color gamut scalability to decode multi-layer video data.

16228} FIG. 19 s a flowchart iusteating an example operation of decoding color values
for each of the octants for each of the color components of a 3D fockup table. The
example operation of FIG. 19 1s described herein as being performed by color prediction
processing unit 86 of video deceder 30 of FIG. 15, In other cxamples, the operation
may be performed by color prediction processing unit 144 of FIG. 8,

[8228] According {o some examples of the techmques of this disclosure, video decoder
3¢ determines a number of octants for each of the luma, first chroma, and second
chroma color components of the 3D lookup table (204}, ¥n some cases, video decoder
30 may decode, from a received bitstream, at least one syntax element indicating the
number of octants for at least one of the color components of the 3D lookup table.
Video decoder 30 also decodes color values for each of the octants for cach of the color
components. More specifically, for each of the octants for cach of the color
components, video decoder 30 may decode color mapping coetficients for a linear color
mapping function of the color values in the 3D lookup table (206). Color prediction
processing unit 86 of video decoder 30 then generates the 3D lookup table based on the
mumber of octants for each of the tua, first chroma, and second chroma color
components, and the color vahies associated with the color mapping coefficients for
cach of the octants {208). Video decoder 30 may use the 30 lookup table to perform

color gamwt scalability to decode moulti-layer video data.
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162368] Video decoder 30 may receive residual valucs of the color mappimg coetficients
for the linear color mapping function for cach of the octants for each of the color
components. [n some cascs, after decoding the residual values of the color mapping
coefficients, video decoder 30 may inverse quantize the residual values of the color
mapping coefficients based on a determined quantization value. Color prediction
processing unit 86 may then predict one or more of the color mapping coefficients in
order to reconstruct values of the color mapping coefficients based on the signaled
residual values of the color mapping coefficients and the predicted values of the color
mapping cocfficients. For example, for a first octant for each of the color components,
celor prediction processing unit 86 may decode a key coefficient of the linear color
mapping function based on & predicted value cqual to a predefined non-zero value, and
decode any remaining color mapping coefficients of the hinear color mapping fimction
based on a predicted value equal to zero. In this example, color prediction processing
unit 86 may decode the color mapping coefficients of any remaining octants for cach of
the color components based on predicted values from at least one previously decoded
octant, such as the first octant,

(6231} After decoding the color mapping coefficients, the color mapping coefficients
may be integer values that represent floating point values using a bit-depth based on at
least one of an input bit-depth or an output bit-depth of the 3D lookup table. Color
prediction processing unit 86 may restrict the values of the color mapping coefficients to
be within a given range based on a predefined fixed value or a value dependent on at
feast one of an mput bit-depth or an ouiput bit-depth of the 3D lookup table.

16232} Certain aspects of this disclosure have been described with respect to extensions
of the HEVC standard for purposes of illostration. However, the techniques described
in this disclosure may be useful for other video coding processes, including other
standard or proprietary video coding processes not vet developed.

82331 A video coder, as described in this disclosure, may refer to a video enceder ora
video decoder. Similarly, a video coding unit may refer to a video encoder or a video
decoder. Likewise, video coding may refer to video encoding or video decoding, as
applicable.

[6234] It is to be recognized that depending on the example, certain acts or events of
any of the technigques described herein can be performed in a different sequence, may be
added, merged, or left out altogether (e.g., not all described acts or events arc necessary

for the practice of the techniques). Morcover, in certain examples, acts or events may
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be performed concurrently, ¢.g., through multi-threaded processing, mierrupt
processing, or multiple processors, rather than sequentially.

(8235} In onc or more exanples, the functions described may be implemented in
hardware, software, firmware, or any combination thercof, If implemented in software,
the functions may be stored on or transmitted over as one or mwore nstructions or code
on a computer-readable medium and executed by a hardware-based processing unit.
Computer-readable media may include computer-readable storage media, which
corresponds to a tangible medium such as data storage media, or communication media
mchiding any mediom that facilitates transfer of a computer program from one place to
another, e.g., according to a communication protocol. In this manner, computer-
readable media generally may correspond to (1) tangible computer-readable storage
media which is non-transitory or {2) a communication medium such as a signal or
carrier wave. Data storage media may be any available media that can be accessed by
ONC OF TIOTE COMPULErs OF ONC OF MOLC Processors to retrieve siructions, code and/or
data structures for implementation of the technigues described 1u this disclosure. A
computer program product may include a computer-readable medium.

{8236} By way of example, and not Hmitation, such computer-readable storage media
can comprise RAM, ROM, EEPROM, C-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash memory, or any other medivim that
can be used to store desired program code in the form of instructions or data structures
and that can be accessed by a computer. Also, any connection is properly termed a
computer-readable medium. For example, if justructions are transmitted from a2
website, server, or other remote source using a coaxial cable, fiber optic cable, twisted
pair, digital sebscriber line (DSL), or wireless technologies such as infrared, radio, and
microwave, then the coaxial cable, fiber optic cable, twisted pair, DSL, or wircless
technologics such as infrared, radio, and microwave are inchaded in the definition of
medium. Tt should be understood, however, that computer-readable storage media and
data storage media do not include connections, carrier waves, signals, or other transitory
media, but are instead directed to non-transitory, tangible storage media. Disk and disc,
as used herein, includes compact disc (CD), laser dise, optical disc, digital versatile disc
{(DVD), floppy disk and Blu-ray disc, where disks usually reproduce data magnetically,
while discs reproduce data optically with lasers. Combinations of the above should also

be included within the scope of computer-readable media.
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16237} Instructions may be executed by one or more processors, such as one or more
digital signal processors (DSPs), general purpose microprocessors, appheation specific
integrated circuits (ASICs), ficld programmabie logic arrays (FPGAs), or other
equivalent integrated or discrete logic circuitry. Accordingly, the term “processor,” as
used herein may refer to any of the foregoing stracture or any other structure suitable for
implementation of the techniques described herein. In addition, n some aspects, the
functionslity described herein may be provided within dedicated hardware and/or
sottware modules configured for encoding and decoding, or incorporated in a combined
codec. Also, the techniques could be fully implemented in one or more circuits or logic
clements.

(6238} The techoiques of this disclosure may be miplemented in a wide variety of
devices or apparatoses, incloding a wireless handset, an integrated circuit (1C) or a set of
ICs {e.g., a chip set). Various components, modales, or units are described in this
disclosure to cmphasize functional aspects of devices configured o perform the
disclosed techniques, but do not necessarily require realization by different hardware
units. Rather, as described above, various units may be combined in a codec hardware
wnit or provided by a collection of interoperative hardware units, including one or more
processors as described above, in conjunction with suttable software and/or furoware.
82381 Various examples have been described. These and other examples are within the

scope of the following claims.
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WHAT IS CLAIMED 1S:

1. A method of decoding video data, the method comprising:

determining a number of octants for each of three color components of a three-
dimensional (30) lookup table for color gamut scalability;

for each of the octants for cach of the color compenents, decoding color
mapping coefficicnts for a lincar color mapping function of color values in the 3D
fookup table used to convert color data in a first color gannt for a lower layer of the
video data 1o a second color gamut for a higher layer of the video data;

generating the 3D lookup table based on the number of octants for each of the
color components and color values associated with the celor mapping coctlicients for
each of the octants;

decoding residual data of video blocks of the video data; and

reconstructing the video blocks of the video data based on the decoded residual

data and at least one reference picture generated using the 3D lookup table.

2. The method of claim 1, wheren the color mapping coefficients comprise integer
values that represent floating poiot values using a bit-depth based on at least one of an

mput bit-depth or an output bit-depth of the 3D lookup table.

3. The method of claim 1, wherein decoding the color mapping coefficients
comprises, tor a first one of the octants for cach of the color components, decoding at
feast one coefficient of the color mapping coefficients based on a predicted value of the

at ieast one cogfficient of the color mapping coefficients,

4, The method of claim 3, wherein the predicted value of the at least one

coefficient of the color mapping coefficients is a predefined fixed value,

5. The method of claim 3, wherein the at least one coefficient of the color mapping
coefficients comprises a kev coefficient that defines a weighting factor for the linear
celor mapping function between a same color component of the lower layer of the video

data and the higher layer of the video data.
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6. The method of claim 5, wherein decoding the color mapping cocfficients further
comprises, for the first one of the octants for cach of the color components, decoding the
key cocflicicnt based on a predicted value cqual to a predefined non-zero value, and
decoding remaining coefficients of the color mapping coefficienis based on a predicted

value equal to zero.

7. The method of claim 3, wherein decoding the color mapping coefficients further
comprises, for cach remaining one of the octants for each of the coler componeuts,
decoding the color mapping coefficients based on predicted values from at least one

previously decoded octant.

8. The method of claim 1, further comprising deternuining a quantization value for
residual values of the color mapping coefficients, wherein decoding the color mapping
coefficients further comprises:

for each of the octants for cach of the color components, decoding residual
values of the color mapping coetficients;

mverse quaniizing the residual values of the color mapping coefficients based on
the determined quantization value; and

reconstructing the color mapping coefficients based on the decoded residual

values and predicted values of the color mapping coefficients,

9. The method of claim §, whercin determining the quantization value for residual
vatues of the color mapping coetficients comprises decoding at least one syntax element

mdicating the quantization value.

14. The method of claim 1, further comprising restricting values of the color
mapping coefficients 1o a range based on one of 8 predefined tixed value or a value
dependent on at least one of an input bit-depth or an output bit-depth of the 30 lockup

table.

11 The method of claim 1, whereln determining the number of octants for each of
the color components comprises decoding at least one syntax clement indicating the

number of octants for at Jeast one of the color components of the 3D lookup table.
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12, The method of claim i, further comprising:

performing color prediction using the 3D lookup table to convert color data of a
reference picture in the first color gamut for the lower layer of the video data to the
second color gammut for the higher layer of the video data; and

generating at least one inter-layer reference picture for the higher layer of the
video data based on the converted color data,

wherein reconstructing the video blocks of the video data comprises
reconstructing video blocks in a picture of the higher layer of the video data based on
the decoded residual data and the at least one inter-laver reference picture generated

using the 3D lookup table.

13 A method of encoding video data, the method comprising:

generating a three-dimensional (3D} lockup table for color gamut scalability
based on a number of octants for each of three color components and color values for
cach of the octants;

tor each of the octants for each of the color components, encoding color
mapping cocfficients for a linear color mapping function of the color values in the 3D
lookup table used to convert color data in a first color ganut for a lower layer of the
video data to a second color gamut for a lagher layer of the video data;

predicting video blocks of the video data based on at least one reference picture
generated using the 3D lookup table; and

encoding residual data of the video blocks in a bitstream.

14. The method of claim 13, further comprising, prior to encoding the color
mapping coefficient, converting floating point values of the color mapping cocfficients
to integer values using a bit-depth based on at least one of an input bit-depth or an
output bit-depth of the 3D lookup table.

15. The method of claim 13, wherein cocoding the color mapping coctficients
comprises, for a first one of the octants for cach of the color components, encoding at
least one coefficient of the color mapping coefficients based on a predicted valae of the

at least one coefficient of the color mapping coefficients.
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16, The method of claim 15, wherein the predicted value of the at least one

coefficient of the color mapping coefficients is a predefined fixed value.

i7. The method of claim 15, wherein the at least one coefficient of the color
mapping coefficients comprises a key cocfficient that defines a weighting factor for the
hnear color mapping function between a same color component of the lower layer of the

video data and the higher layer of the video data.

18, The method of claim 17, wherein encoding the color mapping coetficients
further comprises, for the first one of the octants for each of the color components,
encoding the key coefficient based on a predicted value equal 10 a predefined von-zero
value, and encoding remaining coctficients of the color mapping coefficients based on a

predicted value equal to zero.

14, The method of claim 15, wherein cocoding the color mapping coctficients
further comprises, for each remaining one of the octants for each of the color
components, encoding the color mapping coefficients based on predicted values from at

least one previously encoded octant.

24 The method of claim 13, further comprising determining a quantization value for
residual valoes of the color mapping coefficients, wherein encoding the color mapping
coefficients further comprises:

for each of the octants for each of the color components, calculating residual
vatues of the color mapping coetficients based on original valaes of the color mapping
coefficients and predicted values of the color mapping cocfficients;

guantizing the residual values of the color mapping coctficients based on the
determined quantization value; and

encoding the residusl values of the color mapping coefficients,

21 The method of claim 20, further comprising encoding at least one syntax
clement indicating the determined guantization valoe for residual values of the color

mapping coefficients.
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22 The method of claim 13, further comprising restricting values of the color
mapping cocticients to a range based on one of a predefined fined valoe or a value
dependent on at least one of an mput bit-depth o1 an output bit-depth of the 3D lookup

table,

23. The method of claim 13, further comprising encoding at least one syntax
clement indicating the number of oclants for at least one of the color componenis of the

35 lookup table.

24, The method of claim 13, further comprising:

performing color prediction using the 3D lookup table to convert color data of a
reference picture in the first color gamut for the lower layer of the video data to the
second color gamut for the higher layer of the video data; and

generating at least one inter-layer reference picture for the higher layer of the
video data based on the converted color data,

wherein predicting the video blocks of the video data comprises predicting video
blocks in a picture of the higher laver of the video data based on the at least ong inter-

layor reference picture generated using the 3D lookup tabic.

N2
‘;J!

A video decoding device comprising:
a memory configured to store video data; and
ONE OF MOTC Processors 1n commurication with the memory and configured to:

determine a number of octants for each of three color components of a
three-dimensional (3D} lockup table for color gamut scalability of the video
data,

for cach of the octants for cach of the color compouends, decode color
mapping coetficients for a linear color mapping function of color values in the
30 lookup table used to convert color data in a first color gamut for a lower
layer of the video data to a second color gavuat for a higher layer of the video
data,

generate the 3D lookop table based on the mumber of octants for cach of
the color components and color values associated with the color mapping

coefficients for cach of the octanis,
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decode residual data of video blocks of the video data, and
reconstruct the video blocks of the video data based on the decoded
residual data and at least one reference picture generated using the 3D lookup

table.

26. The device of claim 25, wherein the color mapping coefficients comprise integer
values that represent floating point values using a bit-depth based on at least one of an

input bit-depth or an owtput bit-depth of the 3D lookup table.

27. The device of claim 25, wherein the one or more processors are configured to,
for a first one of the octants for cach of the color componenis, decode at least one
coefficient of the color mapping coefficients based on a predicted value of the at least

one cosfficient of the color mapping coefficients,

28, The device of ¢laim 27, wherein the predicted value of the at least one

coefficient of the color mapping coefficients is a predefined fixed value.

29, The device of claim 27, whercin the at least one cocfficient of the color mapping
coefficients comprises a key coefficient that defines a weighting factor for the linear
color mapping function between a same color component of the lower layer of the video

data and the higher layer of the video data.

30. The device of claim 29, wherein the one or more progessors are configured to,
for the first one of the octants for each of the color components, decode the key
coefficient based on a predicted value equal to a predefined non-zero value, and decode
remaining coctficients of the color mapping coefficients based on a predicted value

equal to zero.

31, The device of claim 27, wherein the one or more processors are configured to,
for each remaining one of the octants for each of the color components, decode the color
mapping coefficients based on predicted values from at least one previously decoded

octant,
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32, The device of claim 25, wherein the one or more progessors are configured to:

determine 3 quantization value for resideal values ¢f the color mapping
coefficients;

for cach of the octards for cach of the color components, decode residual values
of the color mapping coefficients;

inverse quantize the residual values of the color mapping coefficients based on
the determined quantization value; and

reconstruct the color mapping coefficients based on the decoded residual values

and predicted values of the color mapping coefficients.

33, The device of claim 32, wherein, to determine the quantization value for residual
values of the color mapping coefficients, the one or more processors are configured 1o

decode at least one syntax element indicating the quantization value.

34,  The device of claim 25, wherein the one or more processors arc configured to
restrict values of the color mapping coefficients 1o a range based on one of a predefined
fixed value or a value dependent on at least one of an input bit-depth or an cutput bit-

depth of the 31 lockup table.

35, The device of elaim 25, wherein, to determine the number of octants for cach of
the color components, the one or more processors are configured to decode at least one
syntax clement indicating the number of octants for at [east one of the color componcuts

of the 3D lookup table.

36.  The device of claim 25, wherein the one or more processors are configured to:

perform color prediction using the 3D Jookup table 1o convert color data of a
reference picture in the first color gamut for the lower layer of the video data to the
second color gamut for the higher layer of the video data;

generate at least one inter-layer reference picture for the higher layer of the
video data based on the converted color data; and

reconstruct video blocks in a picture of the higher layer of the video data based
on the decoded residual data and the at least one inter-layer reference picture generated

using the 3D lookup table.
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37. A video encoding device comprising:

a memory configured to store video data; and
ONC OF MOTC Processors in commumication with the memory and configured to:

generate a three-dimensional (3D) lookup table for color gamut
scalability of the video data based on a number of octants for cach of three color
components and color values for each of the octants,

for cach of the octants for cach of the color components, encode color
mapping coefficients for a linear color mapping function of the color values in
the 3D lookup table used to convert color data in a first color gamut for a lower
layer of the video data to a second color gamut for a higher layer of the video
data,

predict video blocks of the video data based on at least one reference
picture generated using the 3D loockup table, and

encode residual data of the video blocks in a buistream.

38, The device of claim 37, wherein the one or more progessors are configured to,
prior to encoding the color mapping coefficients, convert floating point values of the
color mapping coctficionts to iteger values using a bit-depth based on at least one of an

mput bit-depth or an output bit-depth of the 3D lookup table.

39, The device of claim 37, wherein the onc or more processors are counfigured to,
for & first one of the octants for cach of the color componeunts, encode at least one
coefficient of the color mapping coefficients based on a predicted value of the at least

one coefficient of the color mapping coefficients.

40, The device of clairn 39, wherein the predicted value of the at least one

coefficient of the color mapping coefficients is a predefined fixed value.

4%, The device of claim 39, wherein the at least one coctficient of the color mapping
coefficients comprises a kev coefticient that defines a weighting factor for the linear
celor mapping function between a same color component of the lower layer of the video

data and the higher layer of the video data.
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42, The device of claim 41, wherein the one or more progessors are configured to,
for the first one of the octants for each of the color components, encode the key
coefficient based on a predicted value equal to a predefined non-zero value, and encode
remaining coctficients of the color mapping coefficients based on a predicted value

equal to zero.

43. The device of claim 39, wherein the one or more processors arg configured to,
for each remaining one of the octants for each of the color components, cocode the color
mapping cocfficients based on predicted values from at least one previously encoded

octant,

44, The device of claim 37, wherein the one or more processors are configured to:

determine a quantization vahie for residual values of the color mapping

for each of the octants for cach of the color components, calculate residual
vatues of the color mapping coetficients based on original values of the color mapping
coefficients and predicted values of the color mapping coefficients;

guantize the residual values of the color mapping coefficients based on the
determined quantization value; and

encode the residual values of the color mapping coctficients.

45, The device of claim 44, wherein the one or more processors arc configured to

encode at least one syntax clement indicating the determined quantization value.

46.  The device of claim 37, whercin the one or more processors are configured to
restrict values of the color mapping coetficients to a range based on one of a predefined
fixed value or a value dependent on at least one of an input bit-depth or an output bit-

depth of the 3D lockup table.

47. The device of claim 37, wherein the one or more progessors are contfigured to
encode at least one syntax element indicating the number of octants for at least one of

the color components of the 3D lookup table.
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48, The device of claim 37, wherein the one or more progessors are configured to:

perform color prediction using the 3D lookup table to convert color data of a
reference picture in the first color gamut for the lower layer of the video data to the
second color gamut for the higher layer of the video data;

generate at least one inter-layer reference picture for the higher laver of the
video data based on the converted color data; and

predict video blocks in a picture of the higher layer of the video data based on

the at feast one inter-fayer reference picture generated using the 3D lookup table.

49, A video decoding device comprising:

means for determining a number of octants for cach of three color components
of a three-dimensional (3D) lookup table for color ganmuat scalability;

means for decoding, for cach of the octants for cach of the color components,
color mapping coefficients for a linear color mapping function of color values in the 3B
fookup table used to convert color data in a first color gannt for a lower layer of the
video data 1o a second color gamut for a higher layer of the video data;

means for generating the 3D lookup table based on the number of octants for
cach of the color components and color values associated with the color mapping
coefficients for each of the octants;

means for decoding residual data of video blocks of the video data; and

means for reconstructing the video blocks of the video data based on the
decoded residual data and at least one reference picture generated using the 3D lockup

table.
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5. A computer-readable storage medium storing instructions for decoding video
data that, when executed, cause one of MOTS Processors 1o

determine 2 number of octants for cach of three color components of 3 three-
dimenstional {(313) lookup table for color gamut scalability;

for each of the octants for cach of the color components, decode color mapping
coetficients for a linear color mapping funetion of color vahies 1n the 3D lookup table
used to convert color data in a first color ganmut for a fower layer of the video datato a
second color garout for a higher layer of the video data;

generate the 3D lookup table based on the number of octants for each of the
color components and color valucs associated with the color mapping coefficients for
each of the octants;

decode residual data of video blocks of the video data; and

reconstruct the video blocks of the video data based on the decoded residual data

and at least one reference picture generated using the 3D lookup table.
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