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(57) Abstract

A storage controller is disclosed which may emulate several types of
specialized host specific and/or storage device specific storage controllers.
The storage controlling system can transfer information between one or
more different types of target units and one or more channels of at least
one host. The system is provided with a computer, which includes a first in-
terface, a second interface, and a programmable storage controller. The
first interface is configured to receive one or more channel adapters which
carry one or more channel programs transmitted from the channels of the
host. The channel programs may carry data, status information, and com-
mands. The second interface allows input and output to storage facilities
which comprise one or more target units. The programmable storage con-
troller may be provided with a device coupled to the channel adapters for
translating channel program commands, and determining, from the chan-
nel program, a target unit for which at least one channel program is trans-
mitted. A set of equipment controllers is provided which interpret channel
g~ogram commands and status information, and which further control data

. =~ansfers to and from the storage facilities in accordance with the channel

i zogram command. A device is also provided for establishing a unit thread
by choosing an equipment controller from the set of equipment controllers
as a function of the type of equipment that the channel requests as a target.
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OPEN ARCHITECTURE INTERFACE STORAGE CONTROLLER

I. Field of the Invention
The present invention relates to a storage controller for

a host computer system. More particularly, the present
invention relates to a programmable storage controller
implemented on a computer which is capable of emulating one
Oor more storage device specific and/or host specific storage
controllers.

2, Discussion of Baciground Information

Mainframe compute: systems, such as the IBM 3990, the IBM
4381, and the UNISYS {:10/200, send and retrieve data to and
from storage facilit 'z via storage controllers. Such
mainframe computers cor iunicate with their peripheral storage
facilities, such as disk and tape systems, via one or more
"channels." These channels carry commands and data between
the computer and the storage facilities. The channels extend
between, or "bridge" the gap between, the mainframe computer's
main processor (i.e., the CPU) and the storage controller.
The storage controller then interprets the commands and
manipulates the storage facilities to satisfy a request.

Mini computers also communicate with storage facilities
via storage controllers. Normally, storage controllers for
mini computers are far .iess sophisticated than those for
mainframe computers; however, they provide essentially the
same, albeit more limited, services or functions. For
example, in mini computer systems, storage controllers are
typically held on a common bus, rather than on separate
channels for each string of disks or other storage devices.
The bus provides similar functions to that of the channel,
except that only one controller on a particular bus can be
active at one time. In channel architecture, which is
provided on mainframe computers, all the channels may be
active simultaneously. Thus, mainframe computers have much
wider maximum I/O band widths than mini computers.

At the present time, due to rapid advances in peripheral
technologies, newly developed storage facilities are available
which have increased capabilities in areas such as efficiency
and size. For example, rewritable optical disks, optical
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tapes, and 4 mm digital tapes (DAT) are each known for their
large storage capacities, reasonably quick access time, and
low floor space and power requirements. However, in order for
current mainframe and mini computers to access these improved
storage facilities, specialized storage controllers must be
developed (or purchased) which may handle such storage
facilities. For example, in order to facilitate connection
of mainframe FIPS 60 channels to a SCSI storage device
interface, several specialty manufacturers provide plug-in
boards which allow VME base computers, such as the SUN, to

intercept FIPS 60 channel inputs. However, these products .
~have been provided by small organizations for 1limited

specialty applications; they are not generic storage
controllers which will support all or a significant portion
of newly developed storage facilities.

Another significant limitation of conventional storage
controllers is that they are typically limited in their
ability to communicate with only the specific operating system
of one host computer system. . Although many mainframe channels
utilize the FIPS 60 channel communication protocol, for each
unique operating system (e.g., UNIX, 0S/2 DOS, AIX), the
channel program command set will have a unique "dialect."
Thus, "host-specific" storage controllers must be provided to
support each operating system.

There is a tremendous cost associated with buying or
developing specialized (host specific and/or storage device
specific) storage controllers. Thus, there is a need for a
generalized, versatile, programmable storage controlling
system which would allow various host computer systems to
utilize, and thus benefit from, the increased advantages of
new peripheral storage facilities that are now available, or
which will be available in the near future.

SUMMARY OF THE INVENTION
In view of the above, the present invention, through one

or more of its various aspects and embodiments, is thus
intended to bring about one or more of the following objects
and advantages. )

One object of the present invention is to provide a
single storage controller which may emulate several types of

Ay

)
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specialized host specific and/or storage device specific
storage controllers. A further object of the present
invention is to allow free substitution of storage devices,
and thus provide a storage controller which will control data
transfer to and from different types of both sequential and
random access storage devices.

It is yet a further object of the present invention is
to provide a storage controlling system which has an inter-
controller communication bridge, which allows controller
facilities to be shared.

Still a further object of the present invention is to

~ provide a storage controlling system which will be capable of

archiving data directly without intervention or use of the
host computer system.

It is yet a further object of the present invention to
integrate new peripheral storage facility technology,
independently of the requirements and/or limitations of the
host computer system.

It is yet a further object of the present invention to
provide a storage controlling system which has customized
controller services such as data compression and caching
algorithms.

It is yet a further object of the present invention to
provide a storage controlling system which may be utilized
simultaneously by a number of host computers, wherein the host
computers may have different operating systems and/or
different channel communications protocols.

It is yet a further object of the present invention to
substantially reduce the number of controllers required in
channel architecture computers, by providing a programmable
general purpose storage controlling system.

It is yet a further object of the present invention to
provide a storage controlling system which has enhanced
efficiency characteristics, such as dynamic data compression.

It is a further object of the present invention to
provide a storage controlling system which can achieve greater
storage capacities, lower costs, lower power consumption, and
less use of floor space, by allowing a host computer system
to be connected to a variety of newly available storage



WO 93/23811 PCT/US93/04138

10

15

20

25

30

35

-4-

facility technologies. 7

The presen{: invention, therefore, is directed to a
storage controlling system for transferring information
between one or more target units and one or more channels of
at least one host. The host is configured for one or more
types of equipment corresponding to the one or more target
units. The system is provided with a computer, which includes
a first interface, a second interface, and a programmable
storage controller. The first interface is configured to
receive one or more channel adapters which carry one or more
channel programs transmitted from the one or more channels of
the host. Each channel program typically carries data, status
information and commands. The second interface interfaces,
and thus allows input and output, to storage facilities which
comprise the one or more 'target units. In a particular
aspect,the type of equipment for which the host is configured
is different than the one or more target units.

In accordance with a particular aspect of the present
invention, the programmable storage controller comprises a
device coupled to the one or more channel adapters for
translating channel program commands and determining, from the
channel program, a target unit for which at least one channel
program command is transmitted. In addition, ‘a set of
equipment controllers is provided which interpret channel
program commands and status information, and which control
data transfer to and from the storage facilities in accordance
with the channel program command. Each equipment controller
is provided with a device for calling a storage control
manager. In addition, a device is also provided for
establishing a unit thread by choosing an equipment controller
from the set of equipment controllers. Each equipment
controller is chosen as a function of a type of equipment that
the channel requests as a target. The programmable storage
controller also includes a device for passing channel program
data to the unit thread and a device for executing the unit
thread by executing the chosen equipment controller.

In accordance with another aspecf; of the present
invention, the equipment controller is further provided with
a mechanism for calling a cache manager. 1In addition, the

m
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equipment controller may be provided with a device for
prioritizing input and output to and from the storage
facilities. The one or more channel adapters may comprise one
or more channel interface circuits, and the first interface
may be provided with a channel interface controller. In this
regard, the second interface may be provided with at least oné
of random access and sequential storage device channel
adapters.

The system may include a random access and/or sequential
storage device, wherein the random access device may comprise
a removable direct access storage device, and the computer may
comprise a mainframe computer.

In yet another aspect of the present invention, the
programmable storage controller is further provided with a
dispatcher for controlling the operation of the programmable
storage controller. The channel interface controller is
provided with an interrupt processor, responsive to a command
received by the one or more channel programs, for interrupting
the dispatcher, thus causing establishment of another unit
thread, and a device for calling the execution of the another
unit thread. The channel interface controller may also be
provided with a device for controlling the one or more channel
interface circuits and further a device for retrieving at
least one of the channel programs.

In accordance with yet another aspect of the present
invention, the programmable storage controller further
comprises a device for signalling that data to be read from
the storage facilities is compressed, and a device for
decompressing data. The programmable storage controller may
also be provided with a device for signalling that data to be
written should be compressed, and a device for compressing
data. . The device for compressing and the device for
deéompressing'may be implemented by embedded code, or they may
be implemented by the use of parallel RISC processors.

In accordance with yet a further aspect of the present
invention, the second interface is provided with at least one
standard high-speed parallel interface.

The computer may comprise a general purpose computer; the
programmable storage controller may be provided with a device
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for accommodating a plurality of different kinds of storage
devices which comprise the storage facilities; and the

- programmable storage controller may further be provided with

a device for accepting and executing storage related commands
from host channels having different program languages and
dialects. ' '

In accordance' with a further aspect of the present
invention, the computer of the storage controlling system may
be configured inr the form of a general purpose microcomputer,
a personal computer, or a tightly coupled multi-processor.

In accordance with yet a further aspect of the present
invention, the general purpose computer comprises a
specialized operating systenm.

In yet a further aspect of the present invention, the
second interface is further provided with an interface to
another storage controller, wherein the programmable storage
controller comprises a communication bridge for communicating
with the another storage controller. The programmable storage
controller may be provided with a plurality of customized
controller services, such as a caching algorithm, and a device
for performing data compression and decompression.

The storage controlling system may include the controller
services. In addition, the storage controlling system may
also include the at least one host and the storage facilities.

In a further aspect of the present invention, the at
least one host may include at least one of a mainframe, a
mini, and a microcomputer.

In a yet further aspect of the present invention, the

:equipment controllers comprise reentrant stored programs.

In an alternative embodiment of the present invention,
a storage contrdlling method is provided for transferring
information between one or more different types of target
units and one or more channels of at least one host. The
storage controlling method includes a number of steps such as
receiving one or more channel programs transmitted from the
one or more channels of the at least one host, wherein the
channel program carries data, étatus, information and
commands. During execution of the method, storage facilities,
which inciude the one or more target units, are interfaced,

LT
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and exchanges of storage data to and from the target units are
controlled.

In a particular aspect of this alternative embodiment,
channel program commands are translated in order to determine
a target unit for which at least one channel program is
transmitted, a unit thread is established, and channel programn
data is passed to the unit thread. The unit thread is
established by choosing an equipment controlling routine from
a set of equipment controlling routines which interpret data
control commands and status information and control data
transfers to and from storage facilities in accordance with
the channel program command. Each equipment controlling
routine is chosen as a function of the type of equipment that
the channel program requests as a target. In addition, each
equipment controlling routine, when executed, calls or
initiates a storage control management routine.

During passing of channel program data to the unit
thread, the unit thread is executed by executing the chosen
equipment controlling routine. '

The target units may comprise random access and
sequential storage devices, and the type of equipment for
which the host is configured may be different than the target
units.

In a particular aspect of the alternative embodiment, the
data being transmitted to and from the storage facilities is
cached. 1In addition, the inputs and outputs to and from the
storage facilities may be prioritized. 1In accordance with
another particular aspect of the present invention, during
execution of the equipment controlling routine, data is
transferred to and from random access and sequential storage
devices. The random access devices may include a removable
direct access storage device while the computer comprises a
mainframe computer.

In accordance with yet another aspect of the present
invention, an interrupt processing is executed responsive to
a commahd received by the one or more channel programs, thus
causing another unit thread to be established and executed.

For purposes of clarification in defining the present
invention in the following disclosure, the below-listed terms
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a central processing unit
(CPU) on a single chip

a machine that performs
three functions: accepts
structured input, processes
it according to prescribed
rules, and produces the
results of the processing as
output; examples of
computers include super
computers, mainframes, super
mini computers, mini
computers, work stations,
personal computers, and
microcomputers

a computer which is provided
with enough facilities to
allow it to implement a wide
range of different unrelated
operating systems and/or
applications .

a computer designed for use

by one person at a time

a computer which runs with
the use of a single-chip
microprocessor; a
microcomputer is typically
less powerful than a mini

‘computer and a mainframe

computer

the computational and
control unit of a computer;
the CPU is the chip that

™
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functions as the "brain" of

a computer

channel a path or link through which
information passes between
two devices; a channel can
be either internal or
external to a computer

embedded code code that is built into its
carriers rather than
associated with or called by
them when needed; embedded
code is used to make a
program run faster or more
efficiently or to provide a
capability not available in
a high-level language

RISC processor a type of microprocessor
(reduced designed to efficiently
instructions process a relatively small
set computing) set of instructions; the

number of instructions built
into the microprocessor is
limited so that each
instruction may be optimally
carried out very rapidly,
usually within a single
cycle
BRIEF DESCRIPTION OF THE DRAWINGS
The present invention is further described in the

detailed description which follows, by reference to the noted
plurality of drawings, by way of non-limiting examples, of
preferred embodiments of the present invention, in which like
reference numerals represent similar parts throughout the
several views of the drawings, and wherein: -

Fig. 1 illustrates basic elements of the storage
controlling system of the present invention;
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Fig. 2 1illustrates a block diagram of the various
elements which comprise the brogrammable storage controller
of the present invention;

Figs. 3a-3d illustrate a number of flow charts which
explain the general flow of the programmable storage
controller according to a first embodiment of the present
invention;

Fig. 4 illustrates an additional embodiment of the
invention; and , ,

Fig. 5 illustrates a third embodiment of the storage
controlling system of the present invention.

DETATLED DESCRIPTTION OF THE PREFERRED EMBODIMENTS

Referring to Fig. 1, a storage controlling system 10 is
illustrated which comprises a host system 12, a programmable
storage controller 14, and storage facilities 16. Host system
12 is provided with one or more storage controller channels
13 which are connected to programmable storage controiler 14
through a first interface 18. Storage facilities 16 are also
connected to programmable storage controller 14, through a
second interface 20. '

Programmable storage controller 14 is implemented on a
computer 15 having a first interface 18 and a second interface
20. Computer 15 is coupled to host system 12 via host
connectors 22, which form a connection between storage
controller channels 13 and first interface 1s. Meanwhile,
storage facilities 16 are connected to second interface 20 of
the computer 15 via storage facility connectors 24.

Depending upon the type of computer which is used to
implement the brogrammable storage controller 14, the type of
host syétem.being used, the type of storage facilities, and
the host and storage facility connectors, different types of
first and second interfaces 18, 20 may be implemented with
various types of hardware. For example, specialized mainframe
interface hardware may be constructed in order to provide the
needed connections and signalling protocol to allow
communication between host system 12 and computer 15. Second
interface 20, which is coupled to storage facilities 16, may
comprise one or more standard high-speed parallel interfaces,
such as SCSI interfaces.

a

aay
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In a case where the host system is an IBM mainframe
complex, host connectors 22 comprise bus and tag cables.
Storage facility connectors 24 may be, e.g., configured in the
form of ribbon cables, which extend to one or more drive
mechanisms of storage facilities 16.

Depending upon the type of computer being used to
implement the programmable storage controller 14, the type of
host system, and the type of bus and tag cables which are
connected to storage controller channels 13 of the host
system, first interface 18 must have a number of features
which render computer 15 compatible with the existing hardware
of the host system and the bus and tag cables. For example,
first interface 18 must have the following characteristics (in
the case of an IBM ES 9000 mainframe host computer connected
to an IBM compatible personal computer used to implement the

programmable storage controller): First interface 18 (which
will usually comprise an interface card) must conform to the
specific signalling protocol (i.e., channel language)

requirements of the host channel, such as Federal Information
Processing Standard Publication for the Block Multiplexor I/0
Channel Interface (FIPS-60); See FIPS PUB. 60-2, which is
expressly incorporated by reference herein in its entirety.

In addition, the interface card of first interface 18 must
conform to the specifications for the bus architecture used
to transfer data between interface 18 and the center processor
and memory of computer 15.

Host system 12 requests data via an addressing scheme
which assigns each block of data a device address, cylinder,
and track. These address parameters are then translated by
a disk controller into the actual physical address based on
the controller's knowledge of the peripherals attached to it.
The host operating system must receive consistent
responses/results in accordance with the requests that it
makes. For example, it expects the same data to be returned
or written when it presents the same logical address.
Programmable storage controller 14 and computer 15 are simply
attached to the storage controller host system 12, channels
of and may be configured to provide many general functions,
such as: (1) emulating all of the responses of a standard
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storage controller which typically supports the host system;
(2') translating each data address requested to physical
addresses that can be satisfied by the storage facilities
connected thereto; and (3) enhancing the performance of the
storage facilities through use of, e.g., compression and
decompression of data, disk striping, and caching. '

In the embodiments of the storage controlling system
which are discussed in the following description, programmable
storage controller 14 is implemented by means of software code
used to configure and run computer 15. At the same time, host
system 12, storage controller channels 13, host connectors,
storage facility connectors, first interface 18, second
interface 20, and storage facility 16 are each implemented by
means of hardware. Although these elements are disclosed as
being implemented respectively with software and hardware, any
one or all of the elements of the storage controlling system
may be interchanged with hardware, firmware and/or software,
depending on the type of host system, and design factors, such
as efficiency of operation and cost.

Referring to Fig. 2, programmable storage controller 14
is provided with a channel adapter interface (CI) 210, an
application interface (or dispatcher) 212, one or more
controller emulators (equipment controllers) 214, a storage
control manager 216, a cache manager 218, an I/0 facilities
handler (IOF) 220, a set of compression/decompression routines
222, and a device driver 224. Channel adapter interface 210,
which is preferably implemented with software, provides a
mechanism which allows application interface 212 to control
other portions of the programmable storage controller, and
also control channel adapter boards 26 ( and thus the storage
controller channels 13 of host system 12). <CI 210 provides
data, status, and commands from the channel, in the form of
a channel program, to one or more controller emulators 214
which control data and status command exchanges with one or
more target units. Application interface 212 handles command
requests which are detected by CI 210 as incoming data
streams. CI 210 is provided with an interrupt processor which
causes execution thereof, and thus sets application interface
212 into action. |
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Application interface 212 routes the incoming commands
(in the form of channel programs) to one or more controller
emulators 214, by establishing and scheduling one or more unit
threads based on the particular device (target unit) requested
by the host system through the channel program. Application
interface 212 uses a configuration table to determine which
controller emulator should receive a request based upon the
type of equipment the channel expects as a target. If the
controller emulator which is needed to establish the unit
thread is not currently loaded in memory of computer 15,
application interface 212 will request the program to be
loaded.

For each new target unit requested by a particular
channel, application interface 212 initiates a new thread (by
building a unit thread semaphore, having an assigned number
corresponding to the requested target unit). Each unit thread
comprises a controller emulator, (i.e., an eqﬁipment
controller) which corresponds to the particular device (i.e.,
target unit) requested by the channel. Upon execution of the
one or more controller emulators, the commands which are sent
from the channel are retrieved by controller emulator 214
through use of channel adapter interface 210. Controller
emulator 214 acts upon each valid command received by the host
Channels, by either reading or writing data, or performing
some other miscellaneous processing, such as setting a file
mask, configuring one or more particular devices, or issuing
data and statuses of particular devices and data. Upon
completion of one of these processes in accordance with the
command received, a status is sent back to host system 12,
signalling the state of the processing (e.g., completion of
the command), and the results of the processing.

During execution of controller emulator 214, if the
command received from the channel requires storage facility
data to be referred, storage control manager 216 is called,
which in turn calls cache manager 218 in order to establish
access of the data requested to the controller emulator 214.
If the requested data is not readily available in the cache,
cache manager 218 then calls I/0 facilities handler (IOF) 220
in order to execute a physical I/0 of the data. If the data
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is compressed and musf. be decompressed, IOF 220 then calls
compression/decompression routines 222 during retrieval of the
data. Similarly, if IOF 220 is called to physically send data
to the storage facilities, and if this data is to be
compressed, compressi'oh/decompression routines 222 are again
called. IOF 220 sends or retrieves data to or from storage
facilities 16 via device driver 224.

A controller emulator is defined by the set of channel
commands and channel programs which it interprets. The
characteristics of a controller emulator are dependent on the
definition of each channel command and channel program. The
controller emulators may interpret the channel commands and
channel programs to control devices such as fixed and variable
length record direct access storage devices, sequential access
storage devices, and communication controllers.

The controller emulator must interpret each channel
command and produce results consistent with the controller
protocol which it is emulating. That is, the operation of the
controller emulator should be transparent to the end user, the
operator, and to the dperating system hardware configuration
parameters. 7

- A unique and separate controller emulator is provided for
each unique and separate target unit "type" specified by the
channel. A unit thread is provided for each target unit
specified by the host channel. Thus,- since there may be many
target units of the same type, there will typically be a
plurality of unit threads assigned to a single controller
emulator. Should the host be an IBM mainframe computer, which
typically communicates with direct access magnetic storage
using ECKD (extended count key data) format, the controller
emulator must perform a somewhat more complicated translation
or interpretation function in order to adapt the commands and
data to an appropriate generic intermediate format readable
by the device driver. On the other hand, if the host merely
uses a fixed block I/0, the controller emulator will be much
less complicated than the case for ECKD.

For specific examples of Direct and Sequential storage
device channel command and program definitions which the
controller emulators may be configured to interpret, please
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refer to IBM 3990 %%orage Control Reference (GA32-0099-3) and
IBM 3480 Magnetic :-pe Subsystem Reference: Channel Commands,

Status and Sense Bytes, and Error Recovery Procedures (GA32-

0042-6), each of which are expressly incorporated herein by

reference in their entireties.

Host system 12 physically attaches to a storage
controller through channel 13 which uses a unique addressing
scheme. The programmable storage controller 14 may
communicate with multiple channel interface cards of the
channels, thus allowing multiple host channels to communicate
with a single storage subsystem (i.e., the combined system of
programmable storage controller 14 and storage facility 16).
This allows multiple assembly host architectures (e.g., the
IBM 370 Class, anu Unisys 2200 Class) to communicate with a
single parameter storage controller. The adapter card which
is in the channel of the hos* system receives and passes on
channel program commands and riguests which are configured in
a channel specific format. Meanwhile, application interface
212, which knows what type of host is connected to the channel
adapter interfacz of the host, chooses an appropriate
controller emulator which corresponds to the host, and assigns
a unit thread representing that controller emulator.

The controller emulator 214 translates the channel
program commands/requests from a channel-specific format to
a "generic" format including generic address inform:+ion and
generic requests. Thereafter, storage control manager 216
receives the generic address and generic request information
from the controller emulator 214, and translates the generic
address/request to a physical target ID and data address which
can then be routed to the IOF 220. The IOF 220 controls
distribution of the request to the caching, striping,
compression/decompression mechanisms, and/or device driver
224. .

A particular embodiment of programmable storage
controller 14 will now described with reference to Figs. 3a-
3d. The application interface (or dispatcher) flow of
operation is described in Fig. 3b. During execution of the
épplication interface, in step S21, a packet is built into
interface 18 for the CI which contains subchannel and command
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table information. Thereafter, in step 822, execution of the
CI initialization (Fig. 3a, steps S1-S5) is called. Upon
completion of CI initialization, which results in the
execution of steps S1-S5 (Fig. 3a), the application interface
then builds one or more unit thread semaphores; one unit
thread semaphore is built for each device configured in the
host system. Thereafter, in step S24, the one or more unit
threads are scheduled, and thus initialized. Upon completion
of scheduling/initialization of the unit threads, in step S25,
a "get’command" semaphore, is created. Then, steps S$26-528
are exeéuted in response to clearance of the "get command"
semaphore as indicated at step S26, which queues on the "get
command" semaphore. Upon building an initial selection
request packet for the CI in step S27, the application
interface calls the CI for execution of the read channel
processing (steps S6-515, Fig. 3a).

An initial selection request packet, which is built in
step 827, performs the functions of allowing initial device
selection, storing target addresses and channel commands,
providing initial status, and supporting data transfer
functionality between the host channel and the programmable
storage controller.

The CI (i.e., the channel adapter interface) functions
as a device driver for carrying out I/O to and from the one
or more storage controller channels 13 of host system 12.
Thus, whenever data is either written to or read from the one
or more storage controller channels 13, the CI must be
executed in some fashion. 1In order to execute a '"read
channel" function, the read channel portion of the CI is
called (see steps S6-515). In order to execute a "write
channel" function, the "write to" channel portion of the CI
is called for execution (steps S16-520).

Fig. 3c shows the flow of an individual controller
emulator, which, when executed, comprises a unit thread. At
step S30, the controller emulator waits for its unit thread
semaphore to be cleared. Since there may be a plurality of
unit threads which may be specified by the application

interface (at step S23 thereof), each unit thread semaphore'

is assigned a particular number. Upon clearance of the unit

k4
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thread semaphore (with the appropriate number), at step S31,
the controller emulator retrieves the command and parameters
from the CI. It is in this step (S31) that the controller
emulator clears the appropriate semaphore, which allows
reading of the data and commands by the CI during execution
of the read channel processing. In addition, certain host-=
specific processing, such as translation and/or interpretation
of the particular dialect of the I/O signaling protocol, if
necessary, is performed in step S31. The controller emulator
parses the command in step S$33; that is, it is determined
whether or not the command is valid. If the command is not .
valid, an error status is issued in step S39, and the
processing returns to step S30 where the unit thread sleeps
until its semaphore is again cleared.

If the command received by the CI is determined to be
valid in step S33, another determination is made in step S34
as to whether or not the controller emulator must reference
stored data for either a read or write operation. (it is
noted that when the controller emulator is instructed to
either read or write data to or from the storage facilities,
the programmable storage controller must reference stored data
in some way). If the controller emulator must reference
stored data, the storage/cache manager is called in step S35.
If the controller emulator is not required to reference stored
data, one or more miscellaneous processings will be performed,
depending upon the type of command received from the channel.
This processing is indicated at step S40. Some examples of
such miscellaneous processing include setting a file mask,
configuring the devices, and issuing data and status
information relating to the devices.

In step S35, the stored data which must be referenced is
so referenced. That is, the storage/cache manager finds the
data and returns an index to the controller emulator
indicating where the controller emulator may find the data.
Once this data is indexed in step S35, the controller emulator
then makes another determination at step S36 as to what type
of command is to be executed as instructed by the storage
controller channel of the host system. If it is a read
command, the controller emulator sends the data and status to
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the host by calling the CI (write to channel) (steps S16-520),
and returns to step S30 where it sleeps until the unit thread
semaphore is again cleared. If the command by the host is a
write command, the controller puts the data to be written in
the cache buffer and sends a status back to the host by the
use of the CI (write to channel) program. Upon sending this
status, the controller emulator returns to step S30. After
execution of each of steps S37, §38, S§39, and/or S40, prior
to returning to step S30, in step 40.1, the controller
emulator clears the get command semaphore, thus allowing the
application interface to execute steps S26-S38 and retrieve
the appropriate command for use by the controller emulator.

As shown in Fig. 3a, the channel adapter interface (CI)
comprises three processings including initialization, read to
channel, and write to channel processings. The initialization
processing comprises steps S1-S5. In step S1, the CI sets the
get command semaphore. Upon setting of the get command
semaphore, the processing then loads a command table in step
52, loads a subchannel table in step S3, and initializes the
interface card of the storage controller channel 13 in step
S4. Thereafter, in step S5, the channel interface returns to
where it was called,_which'in this case is the application
interface at step S22. '

The read channel processing of the CI comprises steps S6-
515. In step S6, the interrupts of the storage controller
channels are disabled. Upon disabling of the interrupts of
the storage controller channel interface card, in step S7, the
CI sets the initial selection function, which in turn allows
the host to perform initial device selection. Once the
initial selection function is set, the CI waits for a device
(target unit) selection by the storage controller channel in
step S8. Then, in step S9, the CI puts the address and
command of the device (target unit) selection in the initial
selection request packet, which is built into step S27 of the
application interface (Fig. 3b). Thereafter, in step S10, the
unit thread semaphore corresponding to a desired controller
emulator is cleared, thus causing the appropriate controller
emulator to be executed. In step S11, the CI waits for the
read data semaphore to be cleared. This occurs in step S31
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of the controller emulator, where the controller emulator gets
the command and parameters from the CI. If an I/O is
necessary, in step S12, the CI performs such channel I/0.
Thereafter, in step S13, the data requested by the host
channel (subsystem data) is sent to the host channel. The
read complete semaphore is then cleared in step S14, and the
processing is returned to where it was called, which is, in
this case, step S28 of the application interface.

The write to channel processing of the CI comprises steps
516-520. 1In step S16, the write to channel processing of the
CI sets the write request semaphore, thus prohibiting or
preventing any unwanted or unauthorized concurrent write to
channel requests by other controller emulators of the
programmable storage controller. Thus, the write request
semaphore ensures that the status which is being transferred
to the channel by use of the write to channel processing is
not disturbed. Once the write request semaphore is set, in
step S17, the status is sent from the controller emulator to
the interface card of the controller channel. Once the status
is sent, the write request semaphore is cleared in step S19,
thus freeing use of the write to channel processing of the CI
by another controller emulator which may be waiting in line.
At step S20, the processing is returned to where it was
called, which, in this case, is at either of steps S37 and S38
of the controller emulator.

As shown in Fig. 3d, the storage/cache manager comprises
two main processings: a main activity, and a background
activity. The main activity is that which is activated when
the storage/cache manager is calling by the controller
emulator. For example, when called in step S35 of the
controller emulator (see Fig. 3c), the main activity of the
storage/cache manager is activated, which causes steps S41-S46
(see Fig. 3d) to be executed. At step S41, a determination
is made as to whether the requested data is in cache. If the
requested data is in cache, the processing skips to the return
step, S46, and the storage/cache manager returns an index
indicating where the requested data is in the cache, thus
allowing the controller emulator to access the data. If,

however, the requested data is not in cache, as determined in
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step S31, another determination is made in step S42 as to
whether one or more necessary cache buffers are available.
If not, an existing buffer is reallocated in step 8S43.
However, if the cache buffer is available, the processing
immediately proceeds to step S44 where an I/O request packet
is built for a read operation. Thereafter, the IOF is called
in step S45, which results in a physical I/0 of data between
the cache buffer and a storage device. 1In step S46, the
processing returns to the controller emulator. ,

The background activity of the storage/cache manager is
performed by steps~S47-SS3; ‘In step S47, the manager sets the
unit thread priority of the system. Then, in step S48, the
storage/cache manager waits until the system becomes idle.
Once there is idle time in the system, the storage/cache
manager will search for an updated record. If the updated
record is found in the determination step S50, the processing
proceeds to step S51, where an I/0 facilities packet for
writing is built. The IOF is called in step 852, and the
cache tables are updated in step S53. Thereafter, the system
returns to step S48, where the storage/cache manager either
waits for the main activity processing to be called, or for
the system to become idle and for an updated record, in steps
S48 and S49.

IOF 220 interfaces‘withrstorage facilities via a device
driver 224 (see Fig. 2). One or more device drivers may be
provided depending on the particular peripheral storage
devices which are connected to second interface 20 of the
storage controlling system 10 (see Fig. 1). 1In a preferred
embodiment, a device driver is provided as disclosed in
copending U.S. Patent Application Attorney Docket No. P10195,
filed concurrently with the present application, the
disclosure of which is ekpressly incorporated herein in its
entirety. The device driver disclosed therein is capable of
self-configuring itself upon IPL (Initial Program Load) to
support a number of different peripheral devices for input and
output thereto. 7

In calling of either of the channel adapter interface
210, and the device driver 224 an IOTCL interface is used to
avoid the overhead of the host controller operating system
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file structure system checks. This allows more efficient
access directly to the media of the storage facilities.

Should the programmable storage controller be provided
with disk striping, it is noted that IOF 220 (Fig. 2) should
include a mechanism for executing one or more switch lists and
priority ranked service queues, prioritizing I/0, and routing
to appropriate physical storage devices and channels. It is
noted that a number of separate and independent reads and
writes will be simultaneously executed for certain portions
of data if data striping is utilized.

With respect to the embodiment previously discussed,
there are a number of features or modifications which may
provide this embodiment with certain advantages. For example,
the compression/decompression mechanisms may be implemented
by use of dynamic data compression algorithms. The
compression/decompression mechanisms may utilize either static
or adaptive techniques. Examples of static compression/
decompression techniques include, but are not limited to, run-
length encoding, bit mapping (Huffman), and arithmetic coding.
Adaptive techniques may include, for example, Huffman and the
Ziv-Limpel (LZ) variants. Data compression/decompression
mechanisms are described in some detail in Text Compression,
Timothy C. Bell, John G. Cleary, Ian H. Witten, 1990 Prentis
Hall, 1Inc., which is expressly incorporated herein by
reference in its entirety.

In addition, ASIC's (applicaticzn specific integrated
circuits) and high density gate arrays may be used to
implement various portions of the storage controlling system,
such as the IOF, the device driver, and the second interface,
thus enhancing I/0. Microprocessors such as the Intel 80486
and 80586, or the Motorola 68030 and 68040, may be used to
implement computer 15. These microprocessors provide great
amounts of compute'power in very small space, inexpensively,
and within a relatively hostile environment, e.qg., under
undesirable environmental conditions such as heat and
humidity.

In one modification to the first embodiment of the
present invention, the programmable storage controller is
implemented with a specialized operating system in conjunction
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with a tightly coupled multi-processor. The specialized
operating system should be provided with a number of features
including tightly coupled multi-processor support, a
sophisticated multi-tasking scheduler having preemptive
support and real time support, and memory allocation. 1In
addition, the specia;lized" operating system should not have too
many features; that is, the 0S should be provided with only
the "bare essential ele'ments,," without any significant video,
keyboard, or character I/O support. It is also preferred that
the specialized operating system have the ability to subdivide
and swap operating system functions to allow an application
program and only the essential 0S services to use the
processors at one time.

A number of new peripheral technologies can be considered
as particularly beneficiai and desired for the storage
facilities connected to second interface 20 of storage
controlling system 10. For example, rewritable optical disks,
optical tapes, and 4 mm digital tapes (DAT) have a number of
beneficial characteristics such as large storage capacities,
quick access time, and low floor space and power requirements.

Fig. 4 illustrates a block diagram of a further
embodiment of the present invention. In this embodiment, host
system 12 is provided with first and second host computers 28,
30, and an additional "“other" storage controller 32 is
connected to interface 20 of computer 15. In order to effect
communication between programmable storage controller 14 and
other storage controller 32, a mechanism must be provided for
interfacing other storage controller 32 with appropriate
portions of programmable storage controller 14, so as to allow
communication of +various commands, status and data
therebetween. This mechanism may include an inter-controller
communication bridge. The inter-controller communication
bridge may compris-e of a separate controller emulator which
provides translation functions allowing the host computer to
communicate with storage controller 32. The controller
emulator makes the appropriate translation of host requests
to the generic format, which is then interpreted by the
storage control manager. = The storage control manager then
further translates the instructions and commands into an
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appropriate protocol which may be interpreted by the other
storage controller 32 as actions or commands to respond to.

This additional inter-controller communication bridge may
be provided in order to accommodate functions such as backing
up one storage channel with another, or to provide alternate
routes of communication in case a channel interface or storage
controller has been disabled because of hardware or software
failure. It is noted that although Fig. 4 indicates a
particular configuration of the inter-controller connection,
other storage controller 32 may be connected to first
interface 18 rather than second interface 20.

In order for the programmable storage controller 14 to
accommodate a number of different host computers, such as
first host computer 28 and second host computer 30, each unit
thread which is established and scheduled by application
interface 212 (see Fig. 2) should further be provided with an
interpretor which may interpret the different channel
languages and/or channel dialects of the communication
interface used by the one or more host computers.

A channel language is defined to be the electrical and
control signalling sequences of the host interface. A channel
program dialect is defined to be the ordering and context
sensitive nature of the command signals within a specific
channel language. Examples of channel languages include FIPS
60 and SCSI (Small Computer Systems Interface). Examples of
dialects of, e.g., the FIPS 60 channel language include FIPS
60 as implemented by Unisys and FIPS 60 as implemented by IBM.

Different types of host computers may be accommodated by
use of an interpretor provided in the unit thread, each
interpretor being specific to each particular host computer,
while each controller emulator is chosen depending on the
target unit specified by the channel of the host computer.
The interpretor not only interprets the different commands
sent by the channel of the host computer, but also interprets
(for the host) the return status information being sent back
to the host computer.

Another embodiment of the storage controlling system of
the present invention is depicted in Fig. 5. As shown in
this figure, one or more mainframe computers, which may be,
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for example,r IBM maihframes, are connected to mainframe
interface hardware 52 of a microcomputer 54. Microcomputer
54 includes an IBM compatible personal computer with, for
exanple, either an 80486 or 80586 microprocessor.
Microcomputer 54 is configured with a programmable storage
controller 14 having a SCSI device driver 56, which interfaces
with a plurality of SCSI interfaces connected to optical disks
60, which comprise the storage facilities in the present
embodiment.

This second embodiment is explained below with reference
to an IBM 3990 mainframe disk controller; however, it is
easily applicable to any IBM mainframe computer or
minicomputer which uses ECKD to send and retrieve data to and
from magnetic disks. The system shown in Fig. 5 provides a
full scale emulation of the IBM 3990 mainframe disk controller
and its associated magnetic disk using a microcomputer and one
or more rewriteable optical disks 60. The programmable
storage controller 14' may be provided with compression and
decompression algorithms. 1In addition, mechanisms may be
provided which allow striping of I/0 operations so that each
I/0 to and from optical disk 60 is subdivided into several
parallel read and write efforts. 1In addition, the
microcomputer may be provided with mechanisms for caching, and
a staging device for read operations and look ahead reads.

The embodiment of Fig. 5 has a number of benefits in that
magnetic disks which are supported by mainframes have a

- relatively large footprint, and are extremely expensive to

support. On the other hand, rewritable optical disks, as do
other optical storage media, allow data storage at a fraction
of the cost, space, and environmental requirements of the
magnetic disk. _

While the invéntion has been described with reference to
a number of preferred embodiments, it is understood that the
words which have been used herein are words of description,
rather than words of limitation. Changes may be made, within
the purview of the appended claims, without departing from the
scope and spirit of the invention in its various aspects.
Although the invention has been described herein with
reference to particular means, materials and embodiments, it
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_25_
is understood that the invention is not be limited to the
particulars disclosed herein, and that the invention extends
to all equivalent structures, methods and uses such as are
within the scope of the appended claims.
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What is claimed is:

1. A storage controlling system for transferring
information between one or more target units and one or more
channels of at least one host, the host being configured for
one or more types of equipment corresponding to the one or
more target units, said system comprising a computer, said
computer comprising:

a first interface for receiving one or more channel
adapters which carry one or more channel programs transmitted
from the one or more channels, each channel program having
means for carrying data, status information, and commands ;

a second interface for interfacing one or more
target units, said target units comprising storage facilities;
and ,

a programmable storage controller.

2. The storage controlling system according to claim
1, wherein said programmable storage controller comprises:

means coupled to each said channel adapter for
translating channel program commands and determining, from
each channel program, a target unit for which at least one
channel program command is transmitted;

a set of equipment controllers which interpret
channel program commands and status information, and control

data transfer to and from said storage facilities in

accordance with the channel program commands, each equipment
controller comprising means for calling a storage control
manager; ’

means for establishing a unit thread by selecting

an equipment controller from said set of controllers, each

equipment controller being selected by said means for
establishing as a function of the type of equipment that the
channel program requests as a target; 7

means for passing channel program data to said unit
thread; and 7 ,

means for executing said unit thread by executing
said equipment controller.

3. The storage controlling system according to claim

2, wherein said storage control manager comprises a cache
manager.
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4. The storage controlling system according to claim
2, wherein said equipment controller further comprises means
for prioritizing input and output to and from said storage
facilities.

5. The storage controlling system according to claim 2,
wherein each of said channel adapters comprises one or more
channel interface circuits, and further wherein said first
interface comprises a channel interface controller.

6. The storage controlling system according to claim
2, wherein the type of equipment for which the host is
configured is different than one of said one or more target
units.

7. The storage controlling system according to claim 5,
wherein said second interface comprises at least one of a
random access and a sequential storage device channel adapter.

8. The storage controlling system according to claim 7,
wherein said storage controlling system comprises at least one
of a random access and a sequential storage device.

9. The storage controlling system according to claim 8,
wherein said storage controlling system comprises a random
access device which comprises a removable direct access
storage device.

10. The storage controlling system according to claim
9, wherein said computer comprises a mainframe computer.

11. The storage controlling system according to claim
5, wherein said programmable storage controller further
comprises a dispatcher for controlling the operation of said
programmable storage controller, and further wherein said
channel interface controller comprises an interrupt processor,
responsive to a command received by each of said channel
programs, for interrupting said dispatcher, thus causing said
means for executing to execute another unit thread.

12. The storage controlling system according to claim
11, wherein said channel interface controller further
comprises means for controlling said one or more channel
interface circuits and means for retrieving at least one of
said channel progranms.

13. The storage controlling system according to claim
1, wherein said programmable storage controller further
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comprises means for signalling that data to be read is
compressed, and means for decompressing data.

14. The storage controlling system'according to claim
13, wherein said programmable storage controller further
comprises means for signalling that data to be written should
be compressed, and means for compressing data.

15. The storage controlling system according to claim
14, wherein said means for compressing data and said means for
decompressing data comprise embedded code.

16. . The stofage,controlling system according to claim
14, wherein said means for compressing and said means for
decompressing comprise parallel RISC processors.

17. The storage controlling system according to claim
1, wherein said second interface comprises at least one
standard high-speed parallel interface.

18. The storage controlling system according to claim 1,
wherein said computer comprises a general purpose computer.

19. The storage controlling system according to claim
17, wherein said programmable storage controller comprises
means for controliing' a plurality of different kinds of
storage devices which comprise said storage facilities.

20. The storage controlling system according to claim
18, wherein said programmable storage controller comprises
means for accepting and executing storage related commands
from host channels having a plurality of different channel
languages and dialects.

21. The storage controlling system according to claim
18, wherein said general purpose computer comprises a
microcomputer.

22. The storage controlling system according to claim
18, wherein said general purpose computer comprises a personal
computer. , '

23. The storage controlling system according to claim
18, wherein said general purpose computer comprises a tightly
coupled multi-processor.

24. The storage controlling system according to claim
18, wherein said general purpose computer comprises a
specialized operating system.

25. The storage controlling system according to claim
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18, wherein one of said first and second interfaces further
comprises an interface to another storage controller, and
further wherein the programmable storage controller comprises
a communication bridge for communicating with said another
storage controller.

26. The storage controlling system according to claim
18, wherein said programmable storage controller comprises
means for receiving means for providing a plurality of
customized controller services.

27. The storage controlling system according to claim
26, wherein said means for providing controller services
comprise at least one of: (i) a caching algorithm; and (ii)
means for performing data compression and decompression.

28. The storage controlling system according to claim
26, wherein said storage controlling system further comprises
said means for providing controller services.

29. The storage controlling system according to claim
18, wherein said storage controlling system further comprises
said at least one host and said storage facilities.

30. The storage controlling system according to claim
18, wherein said at least one host comprises at least one of
a mainframe computer, a mini computer, and a micro computer.

31. The storage controlling system according to claim
18, wherein said equipment controllers comprise one or more
reentrant stored programs.

32. A storage controlling method for transferring
information between one or more different types of target
units and one or more channels of at least one host, said
method comprising:

receiving one or more channel programs transmitted
from the one or more channels of said at least one host, each
channel program carrying at least one of data, status
information, and channel program commands;

interfacing with storage facilities which comprise
at least one of the one or more different types of target
units; and

controlling exchanges of storage data to and from
the at least one target unit.

33. The storage controlling method according to claim
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translating channel program commands, and
determining from the channel program a target unit for which
at least one channel program command is transmitted;
establishing a unit thread by choosing an equipment
controlling routine from a set of equipment controlling
routines which interpret data control commands and status
information and control data transfer to and from storage
facilities in accordance with the channel program commands,
each equipment controlling routine being chosen as a function
of the type of equipment that the channel program requests as
a target; _
passing channel program data to the unit thread; and
executing the unit thread by executing the chosen equipment
controlling routine; and
said method, during execution of said equipment
controlling routine, performing storagercontrol management.
34. The storage controlling method according to claim
32, wherein the method further comprises caching data being
transmitted to and from said storage facilities.
35. The storage controlling method according to claim
32, further comprising prioritizing input and output to and
from said storage facilities. ,
36. The storage controlling method according to claim
32, wherein, during execution of said equipment controlling
routine, data is transferred to and from at least one of
random access and sequential storage devices.
37. The storage controlling method according to claim
32, wherein interrupt processing is executed responsive to a
command received from the one or more hosts, thus causing
another unit thread to be executed. ,

- 38. The storage controlling method according to claim
32, wherein said one or more different types of target units
comprise random access and sequential storage devices.

39. The storage controlling method according to claim
33, vherein the type of equipment for which the host is
configured is different than said one or more different types
of target units. |

40. The storage controlling method according to claim
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36, wherein the data is transferred to and from a random
access storage device which comprises a removable direct
access storage device, and further wherein the at least one

host comprises a mainframe computer.
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