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本申请公开了一种基于分布式数据中台的

数据传输方法及系统，用以解决现有的数据中台

架构方案对于中小企业来说成本较高的技术问

题。其中，各边缘服务节点确定其对应的虚拟主

机或轻量应用容器的当前状态，并将处于在线状

态的虚拟主机或轻量应用容器对应的边缘服务

节点作为在线边缘服务节点；在线边缘服务节点

确定其对应的虚拟主机或轻量应用容器的地址，

并将地址发送至客户端；在线边缘服务节点接收

客户端发送的请求数据包，并将请求数据包存储

至在线边缘服务节点对应的虚拟主机或轻量应

用容器的磁盘中；在线边缘服务节点将其对应的

虚拟主机或轻量应用容器的磁盘中存储的若干

请求数据包，按照预设的时间间隔转发至数据中

台。
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1.一种基于分布式数据中台的数据传输方法，其特征在于，所述方法包括：

各边缘服务节点确定其对应的虚拟主机或轻量应用容器的当前状态，并将处于在线状

态的所述虚拟主机或轻量应用容器对应的边缘服务节点作为在线边缘服务节点；其中，所

述当前状态包括在线状态和下线状态；

所述在线边缘服务节点确定其对应的虚拟主机或轻量应用容器的地址，并将所述地址

发送至客户端，以便于所述客户端向所述在线边缘服务节点发送数据；

所述在线边缘服务节点接收所述客户端发送的请求数据包，并将所述请求数据包存储

至所述在线边缘服务节点对应的虚拟主机或轻量应用容器的磁盘中；

所述在线边缘服务节点将其对应的虚拟主机或轻量应用容器的磁盘中存储的若干请

求数据包，按照预设的时间间隔转发至数据中台；

所述在线边缘服务节点确定其对应的虚拟主机或轻量应用容器的地址，并将所述地址

发送至客户端之后，所述方法还包括：

所述客户端接收由多个所述在线边缘服务节点的地址所组成的地址列表，以及通过所

述地址列表，遍历访问各所述在线边缘服务节点对应的接口，以确定所述接口的链路状态；

所述客户端根据所述接口的链路状态，分别确定对应的所述在线边缘服务节点的负载

能力和响应时间；

所述客户端根据所述负载能力和所述响应时间，从所述在线边缘服务节点中，确定用

于上载所述请求数据包的目标边缘服务节点。

2.根据权利要求1所述的一种基于分布式数据中台的数据传输方法，其特征在于，根据

所述负载能力和所述响应时间，从所述在线边缘服务节点中，确定用于上载所述请求数据

包的目标边缘服务节点，具体包括：

所述客户端分别确定各在线边缘服务节点对应的第一优先值和第二优先值；其中，所

述第一优先值对应所述在线边缘服务节点的负载能力，所述第二优先值对应所述在线边缘

服务节点的响应时间；

所述客户端分别确定所述负载能力对应的权值和所述响应时间对应的权值，并根据所

述权值、所述第一优先值和所述第二优先值，对所述负载能力和所述响应时间进行加权求

和；

所述客户端对加权求和的结果进行排序以得到相应的结果序列，根据所述结果序列，

从所述在线边缘服务节点中，确定用于上载所述请求数据包的目标边缘服务节点。

3.根据权利要求2所述的一种基于分布式数据中台的数据传输方法，其特征在于，所述

客户端分别确定各在线边缘服务节点对应的第一优先值和第二优先值，具体包括：

所述客户端将所述各在线边缘服务节点按照其负载能力的顺序进行排列，得到相应的

负载能力序列；并根据所述负载能力序列中所述各在线边缘服务节点的顺序，依次确定所

述各在线边缘服务节点对应的第一优先值；

所述客户端将所述在线边缘服务节点按照其响应时间的顺序进行排列，得到相应的响

应时间序列；并根据所述响应时间序列中所述各在线边缘服务节点的顺序，依次确定所述

各在线边缘服务节点对应的第二优先值。

4.根据权利要求1所述的一种基于分布式数据中台的数据传输方法，其特征在于，确定

用于上载所述请求数据包的目标边缘服务节点之后，所述方法还包括：
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所述客户端确定由各所述目标边缘服务节点组成的目标边缘服务节点序列；

所述客户端采用加权轮询的策略，将请求数据包依次上载至对应的目标边缘服务节点

中；

所述客户端在所述请求数据包成功上载至目标边缘服务节点的情况下，基于所述目标

边缘服务节点序列，将所述请求数据包再次上载至所述目标边缘服务节点的下一目标边缘

服务节点中。

5.根据权利要求4所述的一种基于分布式数据中台的数据传输方法，其特征在于，所述

方法还包括：

所述客户端在所述请求数据包未成功上载至目标边缘服务节点的情况下，按照所述目

标边缘服务节点序列中的各目标边缘服务节点的排列顺序，依次将所述请求数据包重试上

载至当前目标边缘服务节点的下一目标边缘服务节点，直至所述请求数据包成功上载至任

意目标边缘服务节点中。

6.根据权利要求1所述的一种基于分布式数据中台的数据传输方法，其特征在于，所述

方法还包括：

所述数据中台通过部署于所述数据中台中的IP地址报告程序，向所述边缘服务节点报

告所述数据中台的出口IP地址；

所述边缘服务节点通过部署于所述边缘服务节点中的IP地址报告程序，分别向其他边

缘服务节点和所述数据中台，报告所述边缘服务节点对应的虚拟主机或轻量应用容器的地

址，以及所述数据中台的IP地址。

7.根据权利要求6所述的一种基于分布式数据中台的数据传输方法，其特征在于，所述

方法还包括：

在所述数据中台的出口IP地址更换时，所述数据中台通过部署于所述数据中台中的IP

地址报告程序，向所述边缘服务节点报告所述数据中台的出口IP地址；

在所述边缘服务节点无法访问所述数据中台的情况下，所述边缘服务节点向临近边缘

服务节点或所述数据中台询问所述数据中台的出口IP地址。

8.根据权利要求1所述的一种基于分布式数据中台的数据传输方法，其特征在于，所述

虚拟主机或轻量应用容器以集群化部署的方式架构边缘服务。

9.一种基于分布式数据中台的数据传输系统，其特征在于，所述系统包括：边缘服务节

点、客户端；

各所述边缘服务节点用于确定其对应的虚拟主机或轻量应用容器的当前状态，并将处

于在线状态的所述虚拟主机或轻量应用容器对应的边缘服务节点作为在线边缘服务节点；

其中，所述当前状态包括在线状态和下线状态；

所述在线边缘服务节点用于确定其对应的虚拟主机或轻量应用容器的地址，并将所述

地址发送至所述客户端，以便于所述客户端向所述在线边缘服务节点发送数据；

所述在线边缘服务节点用于接收所述客户端发送的请求数据包，并将所述请求数据包

存储至所述在线边缘服务节点对应的虚拟主机或轻量应用容器的磁盘中；

所述在线边缘服务节点用于将其对应的虚拟主机或轻量应用容器的磁盘中存储的若

干请求数据包，按照预设的时间间隔转发至数据中台；

所述客户端接收由多个所述在线边缘服务节点的地址所组成的地址列表，以及通过所
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述地址列表，遍历访问各所述在线边缘服务节点对应的接口，以确定所述接口的链路状态；

所述客户端根据所述接口的链路状态，分别确定对应的所述在线边缘服务节点的负载

能力和响应时间；

所述客户端根据所述负载能力和所述响应时间，从所述在线边缘服务节点中，确定用

于上载所述请求数据包的目标边缘服务节点。
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一种基于分布式数据中台的数据传输方法及系统

技术领域

[0001] 本申请涉及大数据技术领域，尤其涉及一种基于分布式数据中台的数据传输方法

及系统。

背景技术

[0002] 近年来，各行业对大数据系统的认知日渐深入，大数据应用也日渐成熟，对于构建

大数据系统的需求也从大型企业、互联网巨头逐渐向广大中小企业下沉。云计算供应商提

供的大数据产品从上到下包括了数据收集、数据存储、数据清洗、数据分析、数据展示和数

据应用等环节，且每个环节都有其对应的产品，产品之间相互关联、数据互通，可以实现开

箱即用，响应及时高效。大数据产品方案和技术支持服务给广大中小企业带来诸多便利，尤

其是初创期数据中心的快速搭建成型。

[0003] 但是云供应商提供的大数据产品存也在一些弊端，比如资金成本高、无法进高度

客制化、技术选型与云平台深度耦合等。对于一个中小型的数据中台系统来说，企业需要持

续不断的投入服务租赁费用，成本较高。因此，大多数中小企业选择自建数据中台来满足企

业自身的计算和存储资源需求，但是市面上现有的数据中台架构方案成本仍相对较高，对

于中小企业来说使用高性能的数据服务仍需大量资金和运营成本。

发明内容

[0004] 本申请实施例提供了一种基于分布式数据中台的数据传输方法及系统，用以解决

现有的数据中台架构方案对于中小企业来说成本较高的技术问题。

[0005] 一方面，本申请实施例提供了一种基于分布式数据中台的数据传输方法，包括：各

边缘服务节点确定其对应的虚拟主机或轻量应用容器的当前状态，并将处于在线状态的虚

拟主机或轻量应用容器对应的边缘服务节点作为在线边缘服务节点；其中，当前状态包括

在线状态和下线状态；在线边缘服务节点确定其对应的虚拟主机或轻量应用容器的地址，

并将地址发送至客户端，以便于客户端向在线边缘服务节点发送数据；在线边缘服务节点

接收客户端发送的请求数据包，并将请求数据包存储至在线边缘服务节点对应的虚拟主机

或轻量应用容器的磁盘中；在线边缘服务节点将其对应的虚拟主机或轻量应用容器的磁盘

中存储的若干请求数据包，按照预设的时间间隔转发至数据中台。

[0006] 在本申请的一种实现方式中，在线边缘服务节点确定其对应的虚拟主机或轻量应

用容器的地址，并将地址发送至客户端之后，方法还包括：客户端接收由多个在线边缘服务

节点的地址所组成的地址列表，以及通过地址列表，遍历访问各在线边缘服务节点对应的

接口，以确定接口的链路状态；客户端根据接口的链路状态，分别确定对应的在线边缘服务

节点的负载能力和响应时间；客户端根据负载能力和响应时间，从在线边缘服务节点中，确

定用于上载请求数据包的目标边缘服务节点。

[0007] 在本申请的一种实现方式中，根据负载能力和响应时间，从在线边缘服务节点中，

确定用于上载请求数据包的目标边缘服务节点，具体包括：客户端分别确定各在线边缘服
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务节点对应的第一优先值和第二优先值；其中，第一优先值对应在线边缘服务节点的负载

能力，第二优先值对应在线边缘服务节点的响应时间；客户端分别确定负载能力对应的权

值和响应时间对应的权值，并根据权值、第一优先值和第二优先值，对负载能力和响应时间

进行加权求和；客户端对加权求和的结果进行排序以得到相应的结果序列，根据结果序列，

从在线边缘服务节点中，确定用于上载请求数据包的目标边缘服务节点。

[0008] 在本申请的一种实现方式中，客户端分别确定各在线边缘服务节点对应的第一优

先值和第二优先值，具体包括：客户端将各在线边缘服务节点按照其负载能力的顺序进行

排列，得到相应的负载能力序列；并根据负载能力序列中各在线边缘服务节点的顺序，依次

确定各在线边缘服务节点对应的第一优先值；客户端将在线边缘服务节点按照其响应时间

的顺序进行排列，得到相应的响应时间序列；并根据响应时间序列中各在线边缘服务节点

的顺序，依次确定各在线边缘服务节点对应的第二优先值。

[0009] 在本申请的一种实现方式中，确定用于上载请求数据包的目标边缘服务节点之

后，方法还包括：客户端确定由各目标边缘服务节点组成的目标边缘服务节点序列；客户端

采用加权轮询的策略，将请求数据包依次上载至对应的目标边缘服务节点中；客户端在请

求数据包成功上载至目标边缘服务节点的情况下，基于目标边缘服务节点序列，将请求数

据包再次上载至目标边缘服务节点的下一目标边缘服务节点中。

[0010] 在本申请的一种实现方式中，方法还包括：客户端在请求数据包未成功上载至目

标边缘服务节点的情况下，按照目标边缘服务节点序列中的各目标边缘服务节点的排列顺

序，依次将请求数据包重试上载至当前目标边缘服务节点的下一目标边缘服务节点，直至

请求数据包成功上载至任意目标边缘服务节点中。

[0011] 在本申请的一种实现方式中，方法还包括：数据中台通过部署于数据中台中的IP

地址报告程序，向边缘服务节点报告数据中台的出口IP地址；边缘服务节点通过部署于边

缘服务节点中的IP地址报告程序，分别向其他边缘服务节点和数据中台，报告边缘服务节

点对应的虚拟主机或轻量应用容器的地址，以及数据中台的IP地址。

[0012] 在本申请的一种实现方式中，方法还包括：在数据中台的出口IP地址更换时，数据

中台通过部署于数据中台中的IP地址报告程序，向边缘服务节点报告数据中台的出口IP地

址；在边缘服务节点无法访问数据中台的情况下，边缘服务节点向临近边缘服务节点或数

据中台询问数据中台的出口IP地址。

[0013] 在本申请的一种实现方式中，虚拟主机或轻量应用容器以集群化部署的方式架构

边缘服务。

[0014] 另一方面，本申请实施例还提供了一种基于分布式数据中台的数据传输系统，系

统包括：边缘服务节点、客户端；各边缘服务节点用于确定其对应的虚拟主机或轻量应用容

器的当前状态，并将处于在线状态的虚拟主机或轻量应用容器对应的边缘服务节点作为在

线边缘服务节点；其中，当前状态包括在线状态和下线状态；在线边缘服务节点用于确定其

对应的虚拟主机或轻量应用容器的地址，并将地址发送至客户端，以便于客户端向在线边

缘服务节点发送数据；在线边缘服务节点用于接收客户端发送的请求数据包，并将请求数

据包存储至在线边缘服务节点对应的虚拟主机或轻量应用容器的磁盘中；在线边缘服务节

点用于将其对应的虚拟主机或轻量应用容器的磁盘中存储的若干请求数据包，按照预设的

时间间隔转发至数据中台。
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[0015] 本申请实施例提供的一种基于分布式数据中台的数据传输方法及系统，至少具备

以下有益效果：采用虚拟主机或轻量应用容器这种廉价的云资源架构边缘服务，在满足数

据计算和存储功能的基础上，还能够大幅度降低系统架构成本，适用于对成本较为敏感的

中小型企业。并且，各边缘服务节点采用存储转发的模式，极大降低了对于硬件资源的依

赖，实现了在低性能硬件之上架构高性能边缘服务，充分利用了网络资源。

附图说明

[0016] 此处所说明的附图用来提供对本申请的进一步理解，构成本申请的一部分，本申

请的示意性实施例及其说明用于解释本申请，并不构成对本申请的不当限定。在附图中：

[0017] 图1为本申请实施例提供的一种基于分布式数据中台的数据传输方法的流程图；

[0018] 图2为本申请实施例提供的一种客户端的功能示意图；

[0019] 图3为本申请实施例提供的一种边缘服务节点的功能示意图；

[0020] 图4为本申请实施例提供的一种数据中台的功能示意图；

[0021] 图5为本申请实施例提供的一种基于分布式数据中台的数据传输系统整体架构

图。

具体实施方式

[0022] 为使本申请的目的、技术方案和优点更加清楚，下面将结合本申请具体实施例及

相应的附图对本申请技术方案进行清楚、完整地描述。显然，所描述的实施例仅是本申请一

部分实施例，而不是全部的实施例。基于本申请中的实施例，本领域普通技术人员在没有做

出创造性劳动前提下所获得的所有其他实施例，都属于本申请保护的范围。

[0023] 下面通过附图对本申请实施例提出的技术方案进行详细的说明。

[0024] 图1为本申请实施例提供的一种基于分布式数据中台的数据传输方法的流程图。

如图1所示，本申请实施例提供的基于分布式数据中台的数据传输方法可以主要包括以下

步骤：

[0025] S101、各边缘服务节点确定其对应的虚拟主机或轻量应用容器的当前状态，并将

处于在线状态的虚拟主机或轻量应用容器对应的边缘服务节点作为在线边缘服务节点。

[0026] 其中，当前状态包括在线状态和下线状态。

[0027] 在本申请实施例中，多个虚拟主机或轻量应用容器以集群化部署的方式架构边缘

服务，并形成相应的多个边缘服务节点。各边缘服务节点需确定其对应的虚拟主机或轻量

应用容器的当前状态即为在线状态或下线状态，其中，在线的虚拟主机或轻量应用容器对

应的边缘服务节点作为在线边缘服务节点，以供后续数据传输。虚拟主机和轻量应用容器

一般包含一个小型的脚本引擎(PHP、Python)，具有少量的文件或数据存储能力且价格低

廉，利用其架设边缘服务可大幅度降低成本。而集群化部署的方式则弥补了在访问尖峰时

系统性能不足的缺陷，可以有效应对高并发访问。

[0028] S102、在线边缘服务节点确定其对应的虚拟主机或轻量应用容器的地址，并将地

址发送至客户端，以便于所述客户端向所述在线边缘服务节点发送请求数据包。

[0029] 在本申请实施例中，在线边缘服务节点确定其对应的虚拟主机或轻量应用容器的

地址(IP地址或域名)，并将地址发送给客户端，以便于客户端发送请求数据包并确定用于
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上载请求数据包的在线边缘服务节点。

[0030] 在一个实施例中，客户端接收由多个在线边缘服务节点的地址所组成的地址列

表，并通过地址列表，遍历访问列表中的在线边缘服务节点的接口，以确定对应的链路状

态。之后，根据各接口的链路状态，分别确定对应的在线边缘服务节点的负载能力和响应时

间。每个边缘服务节点均具有用于暴露自身负载情况和健康情况的接口，客户端依次访问

各边缘服务节点对应的接口，从而可获取该节点对应的负载能力，同时，客户端也会依次

ping各边缘服务节点，以确定各节点对应的响应时间。客户端会根据负载能力和响应时间，

从各在线边缘服务节点中选出负载能力较强和响应时间较小的部分边缘服务节点作为目

标边缘服务节点，用于上载请求数据包。

[0031] 具体地，客户端分别确定各在线边缘服务节点对应的第一优先值和第二优先值。

其中，第一优先值用于表示边缘服务节点的负载能力，第二优先值用于表示边缘服务节点

的请求响应时间。即将各在线边缘服务节点按照其负载能力的顺序进行排列，得到相应的

负载能力序列；并根据负载能力序列中各在线边缘服务节点的顺序，依次确定各在线边缘

服务节点对应的第一优先值。并且，客户端将在线边缘服务节点按照其响应时间的顺序进

行排列，得到相应的响应时间序列；并根据响应时间序列中各在线边缘服务节点的顺序，依

次确定各在线边缘服务节点对应的第二优先值。

[0032] 进一步地，分别确定负载能力对应的权值和响应时间对应的权值，并根据权值、第

一优先值和第二优先值，对负载能力和响应时间进行加权求和，得到相应的加权求和结果。

[0033] 更进一步地，客户端对各边缘服务节点对应的负载能力和响应时间加权求和的结

果进行排序，得到相应的结果序列。结果序列可以为降序排列或是升序排列。然后，从各在

线边缘服务节点中，根据结果序列的顺序依次选出负载能力较强和响应时间较短的部分节

点作为目标边缘节点。

[0034] 例如，设有5个边缘服务节点分别为节点1、节点2、节点3、节点4和节点5，且均处于

在线状态。客户端遍历访问以上边缘服务节点对应的接口，各边缘服务节点的负载能力按

照由大到小的顺序排列依次为节点3、节点4、节点2、节点5、节点1，则对应的第一优先值依

次设为5、4、3、2、1；响应时间按照由小到大的顺序排列依次为节点5、节点4、节点1、节点2、

节点3，对应的第二优先值依次也设为5、4、3、2、1。假设负载能力对应的权值为0.6，响应时

间对应的权值为0 .4，则通过加权求和求得各边缘服务节点对应的加权求和为1 .8、2.6、

3.4、4、3.2，其中，节点4相对来说负载能力较强且响应时间较低。按照以上求和结果由大到

小的顺序排列，得到结果序列节点4、节点3、节点5、节点2、节点1。客户端可根据结果序列的

排列顺序，从中依次选取目标边缘服务节点。

[0035] 在一个实施例中，客户端确定由各目标边缘服务节点组成的目标边缘服务序列，

然后使用加权轮询的负载策略向目标边缘服务节点上加载请求数据包。客户端在上载数据

时会将同一份请求数据包同时上载到两个目标边缘服务节点对应的虚拟主机或轻量应用

容器上，也就是说，若请求数据包成功上载到某一目标边缘服务节点时，则客户端会按照目

标边缘服务节点序列的顺序，将请求数据包再次上载至当前目标边缘服务节点的下一目标

边缘服务节点中。若客户端发送的请求数据包上载失败时，会按照目标边缘服务节点序列

中各目标边缘服务节点的顺序，继续尝试将请求数据包上载至当前目标边缘服务节点的下

一目标边缘服务节点，直至请求数据包上载成功至任意目标边缘服务节点中。

说　明　书 4/7 页

8

CN 113687917 B

8



[0036] 将客户端的请求分发到集群中的多个在线边缘服务节点上，增加了系统的吞吐

量，也避免了设备过载的情况，实现了负载均衡。同时，客户端从各边缘服务节点中选取负

载相对较低以及响应时间相对较短的节点用于上载请求数据包，不需额外成本地实现了最

优链路的选择。通过数据双上载和重试的机制，进一步保证了数据的稳定性和安全性。

[0037] S103、在线边缘服务节点接收客户端发送的请求数据包，并将请求数据包存储至

在线边缘服务节点对应的虚拟主机或轻量应用容器的磁盘中。

[0038] 在本申请实施例中，各在线边缘服务节点在接收到请求数据包后不会第一时间对

其进行转发，而是将请求数据包暂存于对应的虚拟主机或轻量应用容器的磁盘中。需要说

明的是，此处所提到的在线边缘服务节点表示在线边缘服务节点中的目标边缘服务节点。

这样，虚拟主机或轻量应用容器的CPU和内存资源只用于协议处理，降低了CPU、内存资源的

使用需求，充分利用了网络资源。

[0039] S104、在线边缘服务节点将其对应的虚拟主机或轻量应用容器的磁盘中存储的若

干请求数据包，按照预设的时间间隔转发至数据中台。

[0040] 在本申请实施例中，待请求数据包成功上载后，在线边缘服务节点会将暂存于磁

盘中的请求数据包按照预设的时间间隔转发至数据中台，以实现数据的定时批量转发。因

此，在线边缘服务节点对于客户端发送的请求数据包除存储转发之外，不会对其做其他运

算，使用“存储转发”的架构模式来实现边缘服务，可以极大的降低对硬件资源的依赖，提高

系统的吞吐能力。

[0041] 在一个实施例中，数据中台和边缘服务节点中均部署有身份对等的IP地址报告程

序，若要使在线边缘服务节点成功将请求数据包转发至数据中台，各在线边缘服务节点需

知悉数据中台的地址。

[0042] 具体地，数据中台通过部署于数据中台中的IP地址报告程序，向边缘服务节点报

告数据中台的出口IP地址。同时，边缘服务节点也会通过部署于其中的IP地址报告程序，分

别向其他边缘服务节点和数据中台，报告边缘服务节点对应的虚拟主机或轻量应用容器的

地址，以及数据中台的IP地址。通过这种分布式的对等网络服务发现机制，使得各边缘服务

节点和数据中台之间可自动了解对方，从而实现数据的正常传输。

[0043] 在一个实施例中，IP地址会随着租期截至或路由器的重启而改变，而数据中台需

要靠出口IP地址对外服务，如果出口IP改变，边缘服务节点将无法找到数据中台，系统就会

不可用。在数据中台的出口IP地址更换时，为使边缘服务节点可以及时发现新的出口IP地

址，数据中台的IP地址报告程序会向边缘服务节点报告数据中台的出口IP地址，进而通过

各节点之间的问询使得新的出口IP地址可以传播至所有边缘服务节点中。相应的，如果边

缘服务节点无法访问数据中台，可向临近边缘服务节点或数据中台询问数据中台的出口IP

地址。通过身份对等的服务发现机制实现了内网服务在公网的服务发现，且无需额外的硬

件资源投入就能及时、自动地更新数据中台服务地址。在添加或下线节点时，也无需手动配

置。

[0044] 图2为本申请实施例提供的一种客户端的功能示意图。如图2所示，客户端在上载

请求数据包时，从多个在线边缘服务节点中选出负载较低和响应时间短的部分节点作为目

标边缘服务节点，通过加权轮询的方式向上述目标边缘服务节点中上载请求数据包，实现

了客户端负载均衡和数据上载的最优线路选择。同时，数据双上载与重试还进一步提高了
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数据的安全性和稳定性。

[0045] 图3为本申请实施例提供的一种边缘服务节点的功能示意图。如图3所示，边缘服

务节点所实现的功能主要为服务发现、数据收集和存储转发。边缘服务节点收集来自客户

端的请求数据包，并通过对应的虚拟主机或轻量应用容器的IP地址报告程序，进行与数据

中台之间的服务发现，从而将存储在磁盘中的请求数据包转发至数据中台。

[0046] 图4为本申请实施例提供的一种数据中台的功能示意图。如图4所示，数据中台的

功能为服务发现和数据接收，即数据中台通过分布式的身份对等服务发现机制，与边缘服

务节点之间建立连接，以接收相应的请求数据包。

[0047] 以上为本申请提出的方法实施例。基于同样的发明构思，本申请实施例还提供了

一种基于分布式数据中台的数据传输系统，其整体架构如图5所示。

[0048] 如图5所示，本申请实施例提供的一种基于分布式数据中台的数据传输系统包括

客户端、边缘服务节点和数据中台。基于多台虚拟主机分别架构其对应的边缘服务节点，并

通过集群化部署的方式形成边缘服务集群。客户端发出应用请求后，边缘服务节点接收相

应的请求数据包并将其存储于磁盘中，然后定时批量的转发至数据中台。数据由客户端流

向边缘服务节点，并最终传输至数据中台。边缘服务节点与数据中台之间采用分布式对等

服务发现的模式进行服务发现，即边缘服务节点可向临近节点或是数据中台报告其IP地址

或是域名。其中，域名是针对集群化部署中IP地址存在复用的情况而设定的。同样，数据中

台也可向各边缘服务节点报告其IP地址。在边缘服务节点与数据中台互相知晓对方的地址

后，才可将数据由边缘服务节点转发至数据中台。

[0049] 在本申请的一个实施例中，各边缘服务节点用于确定其对应的虚拟主机或轻量应

用容器的当前状态，并将处于在线状态的虚拟主机或轻量应用容器对应的边缘服务节点作

为在线边缘服务节点；其中，当前状态包括在线状态和下线状态；在线边缘服务节点用于确

定其对应的虚拟主机或轻量应用容器的地址，并将地址发送至客户端，以便于客户端向在

线边缘服务节点发送数据；在线边缘服务节点用于接收客户端发送的请求数据包，并将请

求数据包存储至在线边缘服务节点对应的虚拟主机或轻量应用容器的磁盘中；在线边缘服

务节点用于将其对应的虚拟主机或轻量应用容器的磁盘中存储的若干请求数据包，按照预

设的时间间隔转发至数据中台。

[0050] 在本申请的一个实施例中，客户端用于接收由多个在线边缘服务节点的地址所组

成的地址列表，以及通过地址列表，遍历访问各在线边缘服务节点对应的接口，以确定接口

的链路状态；客户端用于根据接口的链路状态，分别确定对应的在线边缘服务节点的负载

能力和响应时间；客户端用于根据负载能力和响应时间，从在线边缘服务节点中，确定用于

上载请求数据包的目标边缘服务节点。

[0051] 在本申请的一个实施例中，客户端用于分别确定各在线边缘服务节点对应的第一

优先值和第二优先值；其中，第一优先值对应在线边缘服务节点的负载能力，第二优先值对

应在线边缘服务节点的响应时间；客户端用于分别确定负载能力对应的权值和响应时间对

应的权值，并根据权值、第一优先值和第二优先值，对负载能力和响应时间进行加权求和；

客户端用于对加权求和的结果进行排序以得到相应的结果序列，根据结果序列，从在线边

缘服务节点中，确定用于上载请求数据包的目标边缘服务节点。

[0052] 在本申请的一个实施例中，客户端用于将各在线边缘服务节点按照其负载能力的
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顺序进行排列，得到相应的负载能力序列；并根据负载能力序列中各在线边缘服务节点的

顺序，依次确定各在线边缘服务节点对应的第一优先值；客户端用于将在线边缘服务节点

按照其响应时间的顺序进行排列，得到相应的响应时间序列；并根据响应时间序列中各在

线边缘服务节点的顺序，依次确定各在线边缘服务节点对应的第二优先值。

[0053] 在本申请的一个实施例中，客户端用于确定由各目标边缘服务节点组成的目标边

缘服务节点序列；客户端用于采用加权轮询的策略，将请求数据包依次上载至对应的目标

边缘服务节点中；客户端用于在请求数据包成功上载至目标边缘服务节点的情况下，基于

目标边缘服务节点序列，将请求数据包再次上载至目标边缘服务节点的下一目标边缘服务

节点中。

[0054] 在本申请的一个实施例中，客户端用于在请求数据包未成功上载至目标边缘服务

节点的情况下，按照目标边缘服务节点序列中的各目标边缘服务节点的排列顺序，依次将

请求数据包重试上载至当前目标边缘服务节点的下一目标边缘服务节点，直至请求数据包

成功上载至任意目标边缘服务节点中。

[0055] 在本申请的一个实施例中，数据中台用于通过部署于数据中台中的IP地址报告程

序，向边缘服务节点报告数据中台的出口IP地址；边缘服务节点用于通过部署于边缘服务

节点中的IP地址报告程序，分别向其他边缘服务节点和数据中台，报告边缘服务节点对应

的虚拟主机或轻量应用容器的地址，以及数据中台的IP地址。

[0056] 在本申请的一个实施例中，数据中台用于在数据中台的出口IP地址更换时，通过

部署于数据中台中的IP地址报告程序，向边缘服务节点报告数据中台的出口IP地址；边缘

服务节点用于在边缘服务节点无法访问数据中台的情况下，向临近边缘服务节点或数据中

台询问数据中台的出口IP地址。

[0057] 在本申请的一个实施例中，虚拟主机或轻量应用容器用于以集群化部署的方式架

构边缘服务。

[0058] 本申请中的各个实施例均采用递进的方式描述，各个实施例之间相同相似的部分

互相参见即可，每个实施例重点说明的都是与其他实施例的不同之处。尤其，对于设备实施

例而言，由于其基本相似于方法实施例，所以描述的比较简单，相关之处参见方法实施例的

部分说明即可。

[0059] 还需要说明的是，术语“包括”、“包含”或者其任何其他变体意在涵盖非排他性的

包含，从而使得包括一系列要素的过程、方法、商品或者设备不仅包括那些要素，而且还包

括没有明确列出的其他要素，或者是还包括为这种过程、方法、商品或者设备所固有的要

素。在没有更多限制的情况下，由语句“包括一个……”限定的要素，并不排除在包括所述要

素的过程、方法、商品或者设备中还存在另外的相同要素。

[0060] 以上所述仅为本申请的实施例而已，并不用于限制本申请。对于本领域技术人员

来说，本申请可以有各种更改和变化。凡在本申请的精神和原理之内所作的任何修改、等同

替换、改进等，均应包含在本申请的权利要求范围之内。
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