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VALIDATING THE RESILIENCY OF NETWORKED APPLICATIONS

BACKGROUND OF THE INVENTION
Field of Invention

[0002] Embodiments of the present invention generally relate to techniques for
assessing the resiliency of a distributed computing service provided by a collection of

interacting servers.
Description of Related Art

[0003] A broad variety of computing applications have been made available to users
over computer networks. Frequently, a networked application may be provided using
multiple interacting computing servers. For example, a web site may be provided using
a web server (running on one computing system) configured to receive requests from
users for web pages. The requests can be passed to an application server (running on
another computing system), which in turn processes the requests and generate

responses passed back to the web server, and ultimately to the users.

[0004] Another example includes a content distribution system used to provide access
to media titles over a network. Typically, a content distribution system may include
access servers, content servers, etc., which clients connect to using a content player,
such as a gaming console, computing system, computing tablet, mobile telephone,
network-aware DVD players, etc. The content server stores files (or "streams”) available
for download from the content server to the content player. Each stream may provide a
digital version of a movie, a television program, a sporting event, user generated
content, a staged or live event captured by recorded video, etc. Users access the
service by connecting to a web server, where a list of content is available. Once a
request for a particular title 1s received, it may be streamed to the client system over a

connection to an avallable content server.
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[0005] The software applications running on systems such as these are often
updated as ongoing development results in patches to fix vulnerabilities or errors as
well upgrades to make new features available. At the same time, the servers in a
networked application may depend on one another in unforeseen or unintended ways
and changes to one system may result in an unintended dependency on another.
When this happens, if a server fails, then access to the networked application can be

disrupted.
SUMMARY OF THE INVENTION

[0006] One embodiment of the invention disclosed herein provides a computer-
Implemented method for validating the resiliency of a networked application. The
method may generally include identifying a plurality of active application components
within a network used to provide the networked application and selecting, based on
one or more selection criteria, at least one of the identified application components.
This method may also include terminating the selected active application component
and, following the termination of the selected active application component,

monitoring one or more remaining active application components within the network.

[0007] Other embodiments Include, without Iimitation, a computer-readable
medium that includes instructions that enable a processing unit to implement one or
more aspects of the disclosed methods as well as a system configured to implement

one or more aspects of the disclosed methods.
BRIEF DESCRIPTION OF THE DRAWINGS

[0008] So that the manner In which the above recited features of the present
iInvention can be understood In detail, a more particular description of the invention,
briefly summarized above, may be had by reference to embodiments, some of which
are lIllustrated Iin the appended drawings. It is to be noted, however, that the
appended drawings lillustrate only typical embodiments of this invention and are
therefore not to be considered limiting of its scope, for the invention may admit to

other equally effective embodiments.

[0009] Figure 1 illustrates a computing infrastructure configured to implement one

or more aspects of the present invention.
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[0010] Figure 2 illustrates a plurality of interacting server instances in a cloud

computing environment, according to one embodiment of the present invention.

[0011] Figure 3 is a view of a computing system which Iincludes a resiliency

monitoring application, according to one embodiment of the invention.

[0012] Figure 4 further a method for validating the resiliency of networked

applications, according to one embodiment of the present invention.

DETAILED DESCRIPTION

[0013] Embodiments of the Invention provide techniques for validating the
resiliency of a networked application made available using a collection of interacting
servers. For example, a network monitoring application may be configured to
terminate an instance of a running application to determine whether systems that
depend on the failed one can still function correctly (or degrade gracefully) following a
random, unanticipated failure. Thus, the monitoring application may observe the
Impact of a server failure on other systems in the networked application in a controlled
manner. This approach may be useful in cloud based deployments where any server

can disappear at any time.

[0014] In one embodiment, the network monitoring application observes each
running server (or application) at unspecified intervals, picks one and terminates it. In
the case of a cloud based deployment, this may include terminating a virtual machine
iInstance, terminating a process running on the server, efc. For physical servers in a
data center, it could involve shutting off a server, terminating a process running on the
server, closing a network connection on the server, etc. However performed, the
participation of the selected server in the network application ends, cutting off the

server (or application) from the rest of the network application.

[0015] By observing the effects of the failed server on the rest of the network
application, a provider can ensure that each component can tolerate any single
iInstance disappearing without warning. In one embodiment, the network monitoring
application may be used In a test environment prior to deploying an update or patch to
servers (or applications) in a production environment. Doing so allows the effects of
the update or patch to be evaluated without being deployed to the production

environment. Further, certain applications (or hosts or systems) can be excluded (or
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iIncluded) from possible termination using an exclusion/inclusion list. Similarly, In a
cloud based deployment, the network monitoring application can be configured to
terminate server instances that are members of an auto scaling group. Doing so
allows the functioning of the auto scaling processes to be evaluated against,
randomly occurring server failures. Thus, In various embodiments, the network
monitoring application helps enforce requirements for fault tolerance, which might
otherwise be lost over time as production systems are upgraded, patched, or
otherwise changed In manners that create unintended or unwanted dependencies.
More generally, any logical group of systems may be defined and tested by the

network monitoring application described herein.

[0016] In the following description, numerous specific details are set forth to
provide a more thorough understanding of the present invention. However, it will be
apparent to one of skill in the art that the present invention may be practiced without
one or more of these specific details. In other instances, well-known features have

not been described in order to avoid obscuring the present invention.

[0017] Further, particular embodiments of the invention are described using an
example of a networked application used to stream movies, music, television
programming, user generated content efc., over a data communications network to
end-user client devices. However, it should be understood that embodiments of the
invention may be adapted to validate the resiliency to individual system failure for a
pbroad variety of networked applications or services. Accordingly, references to a

streaming media service are merely illustrative and not limiting.

[0018] Figure 1 illustrates a computing infrastructure 100 configured to implement
one or more aspects of the present invention. In this example, the computing
infrastructure 100 represents an Infrastructure used to provide a networked
application or service to client systems. As shown, server systems 137 at a data

center 130 and virtual machine instances 145 running at cloud provider 140 are used

to provide a network application or service to clients 10514 over a network 120.

Additionally, the data center 130 includes an availability/reliability monitoring system
139.

[0019] As noted, embodiments of the invention may used to validate the resiliency

of virtual machine instances 145 deployed using a cloud computing infrastructure

4
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made available by cloud provider 140. Cloud computing generally refers to the
provision of scalable computing resources as a service over a network. More
formally, cloud computing may be defined as a computing capability that provides an
abstraction between the computing resource and its underlying technical architecture
(e.g., servers, storage, networks), enabling convenient, on-demand network access to
a pool of configurable computing resources that can be rapidly provisioned and
released with minimal management effort or service provider interaction. Thus, cloud
computing allows a user to access virtual computing resources (e.g., storage, data,
applications, and even complete virtualized computing systems) in “the cloud,” without
regard for the underlying physical systems (or locations of those systems) used to

provide the computing resources.

[0020] Typically, cloud computing resources are provided to a user on a pay-per-
use basis, where users are charged only for the computing resources actually used
(e.g., an amount of storage space consumed by a user or a number of virtual machine
Instances spawned by the user). A user can access any of the resources that reside
In the cloud at any time and from anywhere. Once provisioned, a virtual machine
Instance 145 provides an abstraction of a computing server, and a user can generally
iInstall and execute applications on the virtual machine instance 145 Iin the same
manner as thought they controlled the physical computing server represented by the

virtual machine instance 145.

[0021] In context of the present invention, a service provider may deploy servers
or applications on virtual machine instance 145 and allow clients 105 to connect to
and access the applications (e.g., a streaming media service) In same manner as
accessing physical server systems 137 In data center 130. At the same time, as the
service provider can rapidly scale the service simply by spawning additional virtual
machine instances 145. This allows the provider to respond to peak demand periods
without having to build and maintain a large computing Iinfrastructure at the data
center 130. The cloud provider 140 may provide an auto scaling feature used to
automatically scale up or down the number of virtual machine instances 145 allocated
to a given application (or application component) based on its needs at any given

time.

[0022] However, as service provider does not control the underlying computing

hardware, the servers or applications executing on the virtual machine instances 145

o
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should be configured to tolerate any single virtual instance (or service provided by the
virtual machine instance) disappearing without warning. Accordingly, as described In
greater detall below, monitoring system 135 may include an application program
configured to periodically terminate an instance of a running application on the server
systems 137 or virtual machine instances 145 and observe the impact on the service
overall (in either production or test environments). And may also ensure that,
following the termination of a virtual machine instance, instances associated with an
auto scaling group are properly scaled. In cases where unknown or unwanted

dependencies are identified, the applications may be refactored as appropriate.

[0023] Figure 2 illustrates a plurality of interacting server instances in a computing
cloud 200, according to one embodiment of the invention. lllustratively, computing
cloud 200 provides an example of a computing Infrastructure used to provide a
streaming media service to client systems. Of course, as noted above, computing
cloud 200 could be used to provide a broad variety of computing services to clients
105.

[0024] As shown, the computing cloud 200 includes virtual machine instances

(220, 225, 230 and 235) allocated among four different auto scaling groups 2051.4.

Each auto scaling group may be associated with a minimum and/or maximum number

of Instances that should be provisioned, based on demand for services. In this
example, a first auto scaling group 2054 includes web server instances 220 used to

receive initial requests from client systems 105. Once received, the request is passed

to one of the application server instances 235 in a second auto scaling group 2054,

which may generate content for a web page passed back to the web server instance
220, where It Is served to a requesting client system 105. For example, an initial web
page may Iinclude a form allowing a user submit credentials in order to access
streaming media content. In such a case, the credentials are passed back to the web
server instance 220 and to the application server instance 235. And In turn, the

application server 235 may validate the credentials by communicating with one of the

database server instances 230 In a third auto scaling group 2053. For example, the

database server instance 230 may retrieve information from a database 210
Indicating a subscription status for a user, determined using the credentials. Once

authenticated, the application server instance 235 generates web pages showing the
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media titles available for streaming passed to the client 105 or the web server

INstance 220.

[0025] Thereafter, when a client requests to stream a title, one of the content

streaming instances 225 (in a fourth auto scaling group 2055) retrieves a streaming

media data from a content database 215 and transmits it to the requesting client
system 105. In a case where the streaming media service is hosted from a provider’s
data center, the virtual machine Instances 220, 225, 230 and 235 generally

correspond to physical computing systems in the data center.

[0026] In one embodiment, the monitoring system 135 may be configured to
evaluate the resiliency of the streaming media service provided by the computing
cloud 200 (or the systems/applications in a provider's data center). For example, the

monitoring system 135 may select to terminate one of the instances 220, 225, 230 or
235 (or an instance selected from a specified one of the auto scaling groups 2051_4).

The selection may be done at random intervals or may occur on a scheduled basis.
Terminating an instance allows the provider to evaluate whether systems that depend
on the terminated one continue to function correctly (or degrade gracefully) following
a random, unanticipated failure. For example, if one of the application server
Instances 2395 Is terminated, the ability of content streaming instances 225 to continue
to stream content to clients 105 may be observed. Thus, the monitoring system 135
allows users to observe the impact of a server failure on other systems In the

networked application in a controlled manner

[0027] In one embodiment, some of the instances 220, 225, 230 and 235 may be
excluded from being eligible to be terminated by the monitoring system 135.
Individual instances may be excluded using an exclusion list. Such a list may exempt
Individual instances from being eligible for termination using an instance ID. For
example, an Instance used as an authentication server may be excluded from
eligibility for termination. Similarly, if the failure of one instance (or an application
provided by that instance) is known to be disruptive to others, it may be excluded from

eligibility for termination.

[0028] Additionally, instances may be exempted based on group membership. For
example, the monitoring system 135 may be configured to exclude all instances In a

specified auto scaling group. Another example would be to exclude all instances

[4
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which belong to a specific security group. Note, in this context, a security group is a
group of systems to which a group of firewall-like access rules applied to any instance
which IS a member of the group. For example, the database server instances 230
could be a member of a “"database” group that allows access to the application server
Instances 2395, but blocks access to the web server instances 220. Similarly, the web
server instances 220 could belong to a "web group,” and be granted access to the
public internet on a specified port (e.qg., port 80 for HT TP ftraffic). Of course, other
logical groups of systems may be defined and tested by the network monitoring

application apart from the auto scaling and security group examples discussed above

[0029] Note, that while shown outside of the computing cloud 200, the monitoring
system 135 may itself be running a virtual machine instance spawned in the

computing cloud 200.

[0030] Figure 3 Is a view of the monitoring system 135 which includes a resiliency
monitoring application, according to one embodiment of the invention. As shown, the
monitoring system 135 includes, without limitation, a central processing unit (CPU)
205, a network Interface 315, an interconnect 320, a memory 325, and storage 330.
The monitoring system 135 may also include an |/O device interface 310 connecting
/O devices 212 (e.qg., keyboard, display and mouse devices) to the monitoring system
135.

[0031] In general, the CPU 305 retrieves and executes programming instructions
stored In the memory 325. Similarly, the CPU 305 stores and retrieves application
data residing in the memory 325. The interconnect 320 facilitates transmission of
programming Instructions and application data between the CPU 3095, I/O devices
interface 310, storage 330, network interface 315, and memory 325. CPU 305 is
Included to be representative of a single CPU, multiple CPUs, a single CPU having
multiple processing cores, and the like. And the memory 325 Is generally included to
be representative of a random access memory. The storage 330 may be a disk drive
storage device. Although shown as a single unit, the storage 330 may be a
combination of fixed and/or removable storage devices, such as fixed disc drives,
floppy disc drives, tape drives, removable memory cards, optical storage, network

attached storage (NAS), or a storage area-network (SAN).
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[0032] lllustratively, the memory 325 contains a monitoring application 321 and
storage 330 includes monitoring logs 335. As shown, the monitoring application 321
Includes a termination component 323, a recovery monitor 327, and Instance
monitoring parameters 329. As noted above, the monitoring application 321 may
provide a software application configured to periodically select and terminate a
running virtual machine instance, server, application or other component used in a
networked application (e.g., one of the virtual machine instances 220, 225, 230 or 230
In cloud computing cloud 200 or a application running on a server in a provider's data
center). For convenience, reference will be made terminating “instances,” but, it will

be understood that terminating any other component is contemplated.

[0033] In one embodiment, the termination component 323 selects which instance
to terminate (as well as when to terminate an instance) according to the monitoring
parameters 329. The selection parameters may specify criteria such as excluded
Instances, or groups of instances, times of day, etc., which the termination component
323 may use to make a termination selection. For example, the monitoring
parameters 329 may specify to select an instance at random (or select from a group

at random) at any time or during a specified time interval.

[0034] Once an instance is selected (and terminated) the recovery monitor 327
may observe the actions of the remaining instances of a networked application, and
generate corresponding information which recovery monitor 327 then stores the
iInformation in logs 335. The content of logs 335 may include information specified by
the monitoring parameters 329 as well as include the logging data created natively by
the Instances (or applications running on an instance). That Is, the applications
running on an instance may generate logs depending on the applications running

thereon (e.g., an access history log for a web-server).

[0035] Figure 4 illustrates a method 400 for validating the resiliency of networked
applications, according to one embodiment of the present invention. As shown, the
method 400 begins at step 405 where the monitoring application is Initialized
according to the configuration specified by the monitoring parameters. For example,
the configuration parameters may specify criteria for determining when to select an
Instance to terminate, as well as for selecting which instance, application, or server, to
terminate. At step 410, the monitoring application waits until reaching the time to

terminate a running instance. Once reached, at step 415, the monitoring application

9
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identifies a plurality of active application components (e.g., active virtual machine

iInstances, applications, or processes) being used to provide a network application.

[0036] At step 420, the monitoring application selects a virtual machine instance
(or process or application) to terminate. Once selected, the monitoring application
transmits a message to kill the selected instance. For example, in the case of a
virtual machine instance, the monitoring application may transmit a terminate instance
message to the cloud network. Alternatively, the monitoring application may
shutdown a server program (e.g., an HT TP web server) on a virtual machine instance
(or on a data center server) or use mechanisms provided an operating system to kill a

Drocess.

[0037] At step 425, the monitoring application waits for the selected instance to
terminate (or otherwise shutdown or cease executing). Following the termination of
the selected instance, at step 430, the monitoring application observes the behavior
of the remaining instances (or applications) and records log data to capture how the
disappearance of the terminated instance impacts the rest of the network application.
By observing the effects of the terminated on the rest of the network application, a
provider can ensure that each component can tolerate any single Instance

disappearing without warning.

[0038] Advantageously, embodiments of the invention provide techniques for
validating the resiliency of a networked application made available using a collection
of interacting servers. In one embodiment, a network monitoring application observes
each running server (or application) and at unspecified intervals, picks one and
terminates it. In the case of a cloud based deployment, this may include terminating a
virtual machine instance or terminating a process running on the server. Doing so
may test the effectiveness of an auto-scaling (or other logical group of systems) made
avallable by a cloud service provider. Additionally, some systems (or groups of
systems) may be excluded from being eligible for termination by the network

monitoring application (e.qg., systems belonging to a security group).

[0039] While the foregoing is directed to embodiments of the present invention,
other and further embodiments of the invention may be devised without departing
from the basic scope thereof. For example, aspects of the present invention may be

iImplemented in hardware or software or in a combination of hardware and software.

10
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One embodiment of the invention may be implemented as a program product for use
with a computer system. The program(s) of the program product define functions of
the embodiments (including the methods described herein) and can be contained on
a variety of computer-readable storage media. lllustrative computer-readable storage
media include, but are not limited to: (i) non-writable storage media (e.g., read-only
memory devices within a computer such as CD-ROM disks readable by a CD-ROM
drive, flash memory, ROM chips or any type of solid-state non-volatile semiconductor
memory) on which information is permanently stored; and (i) writable storage media
(e.g., floppy disks within a diskette drive or hard-disk drive or any type of solid-state
random-access semiconductor memory) on which alterable information Is stored.
Such computer-readable storage media, when carrying computer-readable
Instructions that direct the functions of the present invention, are embodiments of the

present invention.

[0040] Therefore, the scope of the present invention is determined by the claims

that follow.

11



WE CLAIM:

1. A computer-implemented method for validating resiliency of a networked
application, the method comprising:

identifying a plurality of active application components within a network used
to provide the networked application, wherein each of the plurality of
active application components corresponds to a different function of
the networked application, each function performed by a different auto
scaling group included in a plurality of auto scaling groups, wherein a
number of virtual machine instances included in each auto scaling
group Is automatically scaled separately from other auto scaling
groups included in the plurality of auto scaling groups based on
demand for the function of the networked application performed by
the auto scaling group;

selecting, a first virtual machine instance based on the first virtual machine
iInstance being a member of a first auto scaling group included In the
plurality of auto scaling groups;

terminating an aspect of the first virtual machine instance to simulate a
random failure of a first active application component that
corresponds to the first auto scaling group; and

following the termination of the aspect of the first virtual machine instance,
monitoring one or more remaining active application components

within the network.

2. The computer-implemented method of claim 1, wherein each auto scaling
group included in the plurality of different auto scaling groups specifies at least one
of a minimum number of virtual machine instances to spawn within the auto scaling
group and a maximum number of virtual machine instances to spawn within the

auto scaling group.

3. The computer-implemented method of claim 1, wherein selecting the first
virtual machine instance is further based on selection criteria that exclude virtual
machine instances that are members of a security group specifying one or more

network access rules applied to the members of the security group.

12
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4. The computer-implemented method of claim 1, wherein terminating the
aspect of the first virtual machine instance comprises terminating execution of the

selected virtual machine instance within a computing cloud.

5. The computer-implemented method of claim 1, wherein the aspect of the first
virtual machine instance comprises a specified process executing on the first
virtual machine instance, and wherein terminating the aspect of the first virtual

machine instance comprises halting execution of the specified process.

6. The computer-implemented method of claim 1, further comprising creating
one or more log entries recording the impact on the remaining active application

components resulting from the termination of the aspect of the first virtual machine

Instance.

7. A non-transitory computer-readable storage medium including instructions
that, when executed by a processing unit, cause the processing unit to perform an
operation for validating resiliency of a networked application, the operation
comprising:
identifying a plurality of active application components within a network used
to provide the networked application, wherein each of the plurality of
active application components corresponds to a different function of
the networked application, each function performed by a different auto
scaling group included in a plurality of auto scaling groups, wherein a
number of virtual machine instances included in each auto scaling
group Is automatically scaled separately from other auto scaling

groups included in the plurality of auto scaling groups based on

demand for the function of the networked application performed by
the auto scaling group;

selecting a first virtual machine instance based on the first virtual machine
instance being a member of a first auto scaling group included in the
plurality of auto scaling groups;

terminating an aspect of the first virtual machine instance to simulate a
random failure of a first active application component that

corresponds to the first auto scaling group; and
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following the termination of the aspect of the first virtual machine instance,
monitoring one or more remaining active application components
within the network.

8. The non-transitory computer-readable storage medium of claim 7, wherein

each auto scaling group included in the plurality of different auto scaling groups
specifies at least one of a minimum number of virtual machine instances to spawn

within the auto scaling group and a maximum number of virtual machine instances

to spawn within the auto scaling group.

9. The non-transitory computer-readable storage medium of claim 7, wherein
selecting the first virtual machine instance is further based on selection criteria that
exclude virtual machine instances that are members of a security group specifying

one or more network access rules applied to the members of the security group.

10.  The non-transitory computer-readable storage medium of claim 7, wherein
terminating the aspect of the first virtual machine instance comprises terminating

execution of the selected virtual machine instance within a computing cloud.

11.  The non-transitory computer-readable storage medium of claim 7, wherein
the aspect of the first virtual machine instance comprises a specified process
executing on the first virtual machine instance, and wherein terminating the aspect
of the first virtual machine instance comprises halting execution of the specified

process.

12.  The non-transitory computer-readable storage medium of claim 7, wherein
the operation further comprises creating one or more log entries recording the
impact on the remaining active application components resulting from the
termination of the aspect of the first virtual machine instance.

13. A system, comprising:

a processor; and

a memory containing a program, which, when executed on the processor,
performs an operation for validating resiliency of a networked application, the
operation comprising:
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identifying a plurality of active application components within a network used
to provide the networked application, wherein each of the plurality of
active application components corresponds to a different function of
the networked application, each function performed by a different auto
scaling group included in a plurality of auto scaling groups, wherein a
number of virtual machine instances included in each auto scaling
group Is automatically scaled separately from other auto scaling
groups included in the plurality of auto scaling groups based on
demand for the function of the networked application performed by
the auto scaling group,

selecting a first virtual machine instance based on the first virtual machine
iInstance being a member of a first auto scaling group included in the
plurality of auto scaling groups,

terminating an aspect of the first virtual machine instance to simulate a
random failure of a first active application component that
corresponds to the first auto scaling group, and

following the termination of the aspect of the first virtual machine instance,

monitoring one or more remaining active application components

within the network.

14.  The system of claim 13, wherein each auto scaling group included in the
plurality of different auto scaling groups specifies at least one of a minimum number
of virtual machine instances to spawn within the auto scaling group and a maximum

number of virtual machine instances to spawn within the auto scaling group.

15. The system of claim 13, wherein selecting the first virtual machine instance
s further based on selection criteria that exclude virtual machine instances that are
members of a security group specifying one or more network access rules applied
to the members of the security group.

16.  The system of claim 13, wherein terminating the aspect of the first virtual
machine instance comprises terminating execution of the selected virtual machine

Instance within a computing cloud.
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17.  The system of claim 13, wherein the aspect of the first virtual machine
instance comprises a specified process executing on the first virtual machine

Instance, and wherein terminating the aspect of the first virtual machine instance

comprises halting execution of the specified process.

18.  The system of claim 13, wherein the operation further comprises creating
one or more log entries recording the impact on the remaining active application

components resulting from the termination of the aspect of the first virtual machine

Instance.

19.  The computer-implemented method of claim 1, wherein the different
functions performed by the plurality of different auto scaling groups are selected
from a group consisting a web server function comprising receiving initial requests
from client instances, an application server function comprising generating web
content, a gatabase server function comprising retrieving credentials from a
database, and a content streaming function comprising retrieving and transmitting

media data to client devices.

20. A computer-implemented method for validating resiliency of a networked
application, the method comprising:
identifying a plurality of active application components within a network used
to provide the networked application, wherein each of the plurality of
active application components corresponds to a different virtual
machine instance executing in a computing cloud;
selecting at least one of the identified application components based on a
corresponding virtual machine instance being a member of a first auto scaling
group included in a plurality of different auto scaling groups, wherein selecting the
at least one of the identified application components is further based on an
exctusion list that lists one or more virtual machine instances that should not be
selected, wherein the exclusion list includes an instance identifier (ID) for each
virtual machine instance listed in the exclusion list;
terminating the selected active application component to simulate a random
failure of the selected active application component within the networked

application; and
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following the termination of the selected active application component,
monitoring one or more remaining active application components within the
network.

21.  The computer-readable storage medium of claim 7, wherein the different
functions performed by the plurality of different auto scaling groups are selected
from a group consisting of a web server function comprising receiving initial
requests from client instances, an application server function comprising generating
web content, a database server function comprising retrieving credentials from a
database, and a content streaming function comprising retrieving and transmitting
media data to client devices.

22.  The system of claim 13, wherein the different functions performed by the
plurality of different auto scaling groups are selected from a group consisting of a
web server function comprising receiving initial requests from client instances, an
application server function comprising generating web content, a database server
function comprising retrieving credentials from a database, and a content streaming

function comprising retrieving and transmitting media data to client devices.

17

CA 2811415 2018-04-09



CA 02811415 2013-03-14

PCT/US2011/052413

WO 2012/040241

1/4

oVl
N\

d3dINOdd ANO1O

Gl ~

SdONVLSNI
IANIHOVIA TVNLAIA

0Cl

NI1LSAS
IN3IO

YGol

]

N31SAS
INI'O

LEL™ T

dd1N4O V1Vvd

SWALSAS H3AHES

GEL™ [

W3LSAS ONIHOLINOW
ALNEVIFA/ALITIEVY 1IVAY

€GOl

J

W31SAS
IN3IO

WN31SAS
IN3I'O

2+]!

J

59&

r/ 001




CA 02811415 2013-03-14

PCT/US2011/052413

WO 2012/040241

2/4

00¢

ONIHOLINOW ] X4

W3LSAS

dNO¥O
ONINVOS 01NV

dNOdO
ONINVOS OLNV

SAONVLSNI
ajdhads |
NOILVOIlddV| SE&C

S3ONVLSNI
ONINVZYLS
IN3INOO

’l\./

YG0z

dNOyD)
ONIVOS 01NV

dNO™dO
ONIVOS 01NV

SIONVLSN
HINIS |
3Svaviva [ 0€2

SIONVLSN
SENSE S
g3IM 022

©G0C L 602

GOl

¢ Ol

SINJLSAS
IN3IO




CA 02811415 2013-03-14
WO 2012/040241 PCT/US2011/052413

3/4
312
~
TO DATA
USER INPUT DEVICES COMMUNICATIONS
NETWORK
! !
305 310 315
[ Y [ \ [
- INPUT DEVICE NETWORK
INTERFACE INTERFACE
A A !
| | |
INTERCONNECT (BUS) 320
A A
' 325 330
MEMORY STORAGE
MONITORING APPLICATION OGS -
321
TERMINATION o,
COMPONENT
RECOVERY
MONITOR 52/
MONITORING 320
PARAMETERS
MONITORING SYSTEM

FIG. 3 195



CA 02811415 2013-03-14
WO 2012/040241 PCT/US2011/052413

4/4
@
INITIALIZE MONITORING APPLICATION 405

ACCORDING TO CONFIGURATION PARAMETERS

410

TIME

REACHED TO
KILL INSTANCE?

NO

IDENTIFY CURRENTLY RUNNING ~__ 415
APPLICATIONS/MACHINE INSTANCES

!

SELECT INSTANCE/APPLICATION 420
TO KILL: TRANSMIT TERMINATION MESSAGE
TO SELECTED APPLICATION/INSTANCES

425

NO

INSTANCE
TERMINATED

MONITOR REMAINING RUNNING INSTANCES/  [~_430
APPLICATIONS; RECORD DATA IN LOGS

FIG. 4



1054

1052

- [
CLIENT CLIENT
100-5\\ SYSTEM SYSTEM
135
AVAILABILITY/RELIABLITY
MONITORING SYSTEM
137
SERVER SYSTEMS
DATA CENTER

L130

/.1053 r,1054
CLIENT CLIENT
SYSTEM SYSTEM
120
VIRTUAL MACHINE
INSTANCES

CLOUD PROVIDER =~ 145

N 140



	Page 1 - abstract
	Page 2 - abstract
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - claims
	Page 15 - claims
	Page 16 - claims
	Page 17 - claims
	Page 18 - claims
	Page 19 - claims
	Page 20 - drawings
	Page 21 - drawings
	Page 22 - drawings
	Page 23 - drawings
	Page 24 - abstract drawing

