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SYSTEMS AND METHODS FOR PROVIDING DIFFERENTIATED SERVICE IN
INFORMATION MANAGEMENT ENVIRONMENTS

Applicant: Surgient Networks, Inc.
5 Inventors: Scott C. Johnson, Robert B. Fernander, Neal D. Hartsell, Gregory J. Jackson,
Chaoxin C. Qiu, and Roger K. Richter

BACKGROUND OF THE INVENTION
The present invention relates generally to computing systems, and more particularly

10  to network connected computing systems.

Most network computing systems, including servers and switches, are typically
provided with a number of subsystems that interact to accomplish the designated task/s of the
individual computing system. Each subsystem within such a network computing system is

15 typically provided with a number of resources that it utilizes to carry out its function. In
operation, one or more of these resources may become a bottleneck as load on the computing
system increases, ultimately resulting in degradation of client connection quality, severance

of one or more client connections, and/or server crashes.

20 Network computing system bottlenecks have traditionally been dealt with by throwing
more resources at the problem. For example, when performance degradation is encountered,
more memory, a faster CPU (central processing unit), multiple CPU’s, or more disk drives
are added to the server in an attempt to alleviate the bottlenecks. Such solutions therefore
typically involve spending more money to add more hardware. Besides being expensive and

25 time consuming, the addition of hardware often only serves to push the boitleneck to a

different subsystem or resource. |

Issues associated with thin last mile access networks are currently being addressed by
technologies such as DSL and cable modems, while overrun core networks are being

30 improved using, for example, ultra-high speed switching/routing and wave division
multiplexing technologies. However, even with the implementation of such technologies,

end user expectations of service quality per device and content usage experience is often not

met due to network equipment limitations encountered in the face of the total volume of
network usage. Lack of network quality assurance for information management applications

35 such as content delivery makes the implementation of mission-critical or high quality content

delivery undesirable on networks such as the Internet, limiting ‘service growth and
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profitability and leaving content delivery and other information management applications as

thin profit commodity businesses on such networks.

Often the ultimate network bottleneck is the network server itself. For example, to
maintain high-quality service for a premium customer necessarily requires that the traditional
video server be under-utilized so that sufficient bandwidth is available to deliver a premium
video stream without packet loss. However, to achieve efficient levels of utilization the
server must handle multiple user sessions simultaneously, often including both premium and
non-premium video streams. In this situation, the traditional server often becomes
overloaded, and delivers all streams with equal packet loss. Thus, the premium customer has

the same low quality experience as a non-premium customer.

A number of standards, protocols and techniques have been developed over the years
to provide varying levels of treatment for different types of traffic on local area networks
(“LANSs”). These standards have been implemented at many Open System Interconnection
(“OSI”) levels. For example, Ethernet has priority bits in the 802.1p/q header, and. TCP/IP
has TOS bits. Presumably, switcﬁes and routers would use these bits to give higher priority
to packets labeled with one set of bits, as opposed to another. RSVP is a signaling protocol
that is used to reserve resources throughout the LAN (from one endpoint to another), so that
bandwidth for a connection can be guaranteed. Many of these protocols have being

considered for use within the Internet.

SUMMARY OF THE INVENTION

Disclosed herein are systems and methods for the deterministic management of
information, such as management of the delivery of content across a network that utilizes
computing systems such as servers, switches and/or routers. Among the many advantages
provided by the disclosed systems and methods are increased performance and improved
predictability of such computing systems in the performance of designated tasks across a
wide range of loads. Examples include greater predictability in the capability of a network
server, switch or router to process and manage information such as content requests, and
acceleration in the delivery of information across a network utilizing such computing

systems.
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Deterministic embodiments of the disclosed systems and methods may be
implemented to achieve substantial elimination of indeterminate application performance
characteristics common with conventional information management systems, such as
conventional content delivery infrastructures. For example, the disclosed systems and
methods may be advantageously employed to solve unpredictability, delivery latencies,
capacity planning, and other problems associated with general application serving in a
computer network environment, for example, in the delivery of streaming media, data and/or
services. Other advantages and benefits possible with implementation of the disclosed
systems and methods include maximization of hardware resource use for delivery of content
while at the same time allowing minimization of the need to add expensive hardware across
all functional subsystems simultaneously to a content delivery system, and elimination of the
need for an application to have intimate knowledge of the hardware it intends to employ by
maintaining such knowledge in the operating system of a deterministically enabled

computing component.

In one exemplary embodiment, the disclosed systems and methods may be employed
with network content delivery systems to manage content delivery hardware in a manner to
achieve efficient and predictable delivery of content. In another exemplary embodiment,
deterministic delivery of data through a content delivery system may be implemented with
end-to-end consideration of QoS priority policies within and across all components from
storage disk to wide area network (WAN) interface. In yet another exemplary embodiment,
delivery of content may be tied to the rate at which the content is delivered from networking
components. These and other benefits of the disclosed methods and systems may be

achieved, for example, by incorporating intelligence into individual system components.

The disclosed systems and methods may be implemented to utilize end-to-end
consideration of quality assurance parameters so as to provide scalable and practical
mechanisms that allow varying levels of service to be differentially tailored or personalized
for individual network users. Consideration of such quality assurance parameters may be
used to advantageously provide end-to-end network systems, such as end-to-end content
delivery infrastructures, with network —based mechanisms that provide users with class of
service (“CoS”), quality of service (“QoS”), connection admission control, efc. This ability
may be used by service providers (“xSPs”) to offer their users premium information

management services for premium prices. Examples of such xSPs include, but are not
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limited to, Internet service providers (“ISPs™), application service providers (“ASPs”),
content delivery service providers (“CDSPs”), storage service providers (“SSPs”), content

providers (“CPs”), Portals, etc.

Certain embodiments of the disclosed systems and methods may be advantageously
employed in network computing system environments to enable differentiated service
provisioning, for example, in accordance with business objectives. Examples of types of
differentiated service provisioning that may be implemented include, but are not limited to,
re-provisioned and real time system resource allocation and management, service, metering,
billing, etc. In other embodiments disclosed herein, monitoring, tracking and/or reporting
features may be implemented in network computing system environments. Advantageously,
these functions may be implemented at the resource, platform subsystem, platform, and/or
application levels, to fit the needs of particular network environments. In other examples,
features that may be implemented include, but are not limited to, system and Service Level
Agreement (SLA) performance reporting, content usage tracking and reporting (e.g., identity
of content accessed, identity of user accessing the content, bandwidth at which the content is
accessed, frequency and/or time of day of access to the content, efc.), bill generation and/or
billing information reporting, etc. Advantageously, the disclosed systems and methods make
possible the delivery of such differentiated information management features at the edge of a
network (e.g., across single or multiple nodes), for example, by using SLA policies to control
system resource allocation to service classes (e.g., packet processing) at the network edge,

elc..

In one disclosed embodiment, an information management system platform may be
provided that is capable of delivering content, applications and/or services to a network with
service guarantees specified through policies. Such a system platform may be
advahtageously employed to provide an overall network infrastructure the ability to provide
differentiated services for bandwidth consumptive applications from the xSP standpoint,
advantageously allowing implementation of rich media audio and video content delivery

applications on such networks.

In a further embodiment disclosed herein, a separate operating system or operating
system method may be provided that is inherently optimized to allow standard/traditional

network-connected compute system applications (or other applications designed for
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traditional I/O intensive environments) to be run without modification on the disclosed
systems having multi-layer asymmetrical processing architecture, although optional
modifications and further optimization are possible if so desired. Examples include, but are
not limited to, applications related to streaming, HTTP, storage networking (network attached
storage (NAS), storage area network (SAN), combinations thereof, etc.), data base, caching,

life sciences, efc.

In yet another embodiment disclosed herein, a utility-based computing process may
be implemented to manage information and provide differentiated service using a process that
includes provisioning of resources (e.g., based on SLA policies), tracking and logging of
provisioning statistics (e.g., to measure how well SLA policies have been met), and
transmission of periodic logs to a billing system (e.g., for SLA verification, future resource
allocation, bill generation, efc.). Such a process may also be implemented so as to be scalable
to bandwidth requirements (network (NET), compute, storage elements, etc.), may be
deterministic at various system levels (below the operating system level, at the application
level, at the subsystem or subscriber flow level, efc.), may be implemented across all
applications hosted (HTTP, RTSP, NFS, efc.), as well as across multiple users and multiple

applications, systems, and operating system configurations.

Advantageously, the scalable and deterministic aspects of certain embodiments
disclosed herein may be implemented in a way so as to offer surprising and significant
advantages with regard to differentiated service, while at the same time providing reduced
total cost of system use, and increased performance for system cost relative to traditional
computing and network systems. Further, these scalable and deterministic features may be
used to provide information management systems capable of performing differentiated
service functions or tasks such as service prioritization, monitoring, and reporting functions
in a fixed hardware implementation platform, variable hardware implementation platform or
distributed set of platforms (either full system or distributed subsystems across a network),
and which may be further configured to be capable of delivering such features at the edge of

a network in a manner that is network transport independent.

In one specific example, deterministic management of information may be
implemented to extend network traffic management principles to achieve a true end-to-end

quality experience, for example, all the way to the stored content in a content delivery system
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environment. For example, the disclosed systems and methods may be implemented in one
embodiment to provide differentiated service functions or tasks (e.g., that may be content-
aware, user-aware, application-aware, efc.) in a storage spindle-to-WAN edge router
environment, and in doing so make possible the delivery of differentiated information

services and/or differentiated business services.

BRIEF DESCRIPTION OF THE DRAWINGS
FIG. 1A is a representation of components of a content delivery system according to

one embodiment of the disclosed content delivery system.

FIG. 1B is a representation of data flow between modules of a-content delivery
system of FIGURE 1A according to one embodiment of the disclosed content delivery

system.

FIG. 1C is a simplified schematic diagram showing one possible network content

delivery system hardware configuration.

FIG. 1D is a simplified schematic diagram showing a network content delivery engine
configuration possible with the network content delivery system hardware configuration of
FIG. 1C.

FIG. 1E is a simplified schematic diagram showing an alternate network content
delivery engine configuration possible with the network content delivery system hardware

configuration of FIG. 1C.

FIG. 1F is a simplified schematic diagram showing another alternate network content
delivery engine configuration possible with the network content delivery system hardware
configuration of FIG. 1C.

FIGS. 1G-1] illustrate exemplary clusters of network content delivery systems.

FIG. 2 is a simplified schematic diagram showing another possible network content

delivery system configuration.
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FIG. 2A is a simplified schematic diagram showing a network endpoint computing

system.

FIG. 2B is a simplified schematic diagram showing a network endpoint computing

system.
FIG. 3 is a functional block diagram of an exemplary network processor. |

FIG. 4 is a functional block diagram of an exemplary interface between a switch

fabric and a processor.

FIG. 5 is a flow chart illustrating a method for the deterministic delivery of content

according to one embodiment of the present invention.

FIG. 6 is a simplified schematic diagram illustrating a data center operable to perform

deterministic delivery of content according to one embodiment of the present invention.

FIG. 7 is a simplified representation illustrating interrelation of various functional
components of an information management system and method for delivering differentiated

service according to one embodiment of the present invention.

FIG. 8 is a flow chart illustrating a method of providing differentiated service based

on defined business objectives according to one embodiment of the present invention.

FIG. 9A is a simplified representation illustrating an endpoint information
management node and data center connected to a network according to one embodiment of

the disclosed content delivery system.

FIG. 9B is a simplified representation illustrating a traffic management node
connected to a network according to one embodiment of the disclosed content delivery

system.



10

15

20

25

30

WO 02/39666 PCT/US01/45837

8

FIG. 9C is a simplified representation of multiple edge content delivery nodes
connected to a network according to one embodiment of the disclosed content delivery

system.

FIG. 9D is a representation of components of an information management system
interconnected across a network according to one embodiment of the disclosed content

delivery system.

DESCRIPTION OF ILLUSTRATIVE EMBODIMENTS

Disclosed herein are systems and methods for operating network connected
computing systems. The network connected computing systems disclosed provide a more
efficient use of computing system resources and provide improved performance as compared
to traditional network connected computing systems. Network connected computing systems
may include network endpoint systems. The systems and methods disclosed herein may be
particularly beneficial for use in network endpoint systems. Network endpoint systems may
include a wide variety of computing devices, including but not limited to, classic general
pﬁrpose servers, specialized servers, network appliances, storage area networks or other
storage medium, content delivery systems, corporate data centers, application service
providers, home or laptop computers, clients, any other device that operates as an endpoint

network connection, etc.

Other network connected systems may be considered a network intermediate node
system. Such systems are generally connected to some node of a network that may operate in
some other fashion than an endpoint. Typical examples include network switches or network
routers. Network intermediate node systems may also include any other devices coupled to

intermediate nodes of a network.

_ Further, some devices may be considered both a network intermediate node system
and a network endpoint system. Such hybrid systems may perform both endpoint
functionality and intermediate node functionality in the same device. For example, a network

switch that also performs some endpoint functionality may be considered a hybrid system.

~ As used herein such hybrid devices are considered to be a network endpoint system and are

also considered to be a network intermediate node system.
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For ease of understanding, the systems and methods disclosed herein are described
with regards to an illustrative network connected computing system. In the illustrative
example the system is a network endpoint system optimized for a content delivery
application. Thus a content delivery system is provided as an illustrative example that
demonstrates the structures, methods, advantages and benefits of the network computing
system and methods disclosed herein. Content delivery systems (such as systems for serving
streaming content, HTTP content, cached content, etc.) generally have intensive input/output

demands.

It will be recognized that the hardware and methods discussed below may be
incorporated into other hardware or applied to other applications. For example with respect
to hardware, the disclosed system and methods may be utilized in network switches. Such
switches may be considered to be intelligent or smart switches with expanded functionality
beyond a traditional switch. Referring to the content delivery application described in more
detail herein, a network switch may be configured to also deliver at least some content in
addition to traditional switching functionality. Thus, though the system may be considered
primarily a network switch (or some other network intermediate node device), the system
may incorporate the hardware and methods disclosed herein. Likewise a network switch
performing applications other than content delivery may utilize the systems and methods
disclosed herein. The nomenclature used for devices utilizing the concepts of the present
invention may vary. The network switch or router that includes the content delivery system
disclosed herein may be called a network content switch or a network content router or the
like. Independent of the nomenclature assigned to a device, it will be recognized that the

network device may incorporate some or all of the concepts disclosed herein.

The disclosed hardware and methods also may be utilized in storage area networks,
network attached storage, channel attached storage systems, disk arrays, tape storage systems,
direct storage devices or other storage systems. In this case, a storage system having the
traditional storage system functionality may also include additional functionality utilizing the
hardware and methods shown herein. Thué, although the system may primarily be
considered a storage system, the system may still include the hardware and methods disclosed
herein. The disclosed hardware and methods of the present invention also may be utilized in

traditional personal computers, portable computers, servers, workstations, mainframe
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computer systems, or other computer systems. In this case, a computer system having the
traditional computer system functionality associated with the particular type of computer
system may also include additional functionality utilizing the hardware and methods shown
herein. Thus, although the system may primarily be considered to be a particular type of

computer system, the system may still include the hardware and methods disclosed herein.

As mentioned above, the benefits of the present invention are not limited to any
specific tasks or applications. The content delivery applications described herein are thus
illustrative only. Other tasks and applications that may incorporate the principles of the
present invention include, but are not limited to, database management systems, application
service providers, corporate data centers, modeling and simulation systems, graphics
rendering systems, other complex computational analysis systems, etc. Although the
principles of the present invention may be described with respect to a specific application, it
will be recognized that many other tasks or applications performed with the hardware and

methods.

Disclosed herein are systems and methods for delivery of content to computer-based
networks that employ functional multi-processing using a “staged pipeline” content delivery
environment to optimize bandwidth utilization and accelerate content delivery while éllowing
greater determination in the data traffic management. The disclosed systems may employ
individual modular processing engines that are optimized for different layers of a software
stack. Each individual processing engine may be provided with one or more discrete
subsystem modules configured to run on their own optimized platform and/or to function in
parallel with one or more other subsystem modules across a high speed distributive
interconnect, such as a switch fabric, that allows peer-to-peer communication between
individual subsystem modules. The use of discrete subsystem modules that are distributively
interconnected in this manner advantageously allows individual resources (e.g., processing
resources, memory resources) to be deployed by sharing or reassignment in order to
maximize acceleration of content delivery by the content delivery system. The use of a
scalable packet-based interconnect, such as a switch fabric, advantageously allows the
installation of additional subsystem modules without significant degradation of system
performance. Furthermore, policy enhancement/enforcement may be optimized by placing

intelligence in each individual modular processing engine.
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The network systems disclosed herein may operate as network endpoint systems.
Examples of network endpoints include, but are not limited to, servers, content delivery
systems, storage systems, application service providers, database management systems,
corporate data center servers, etc. A client system is also a network endpoint, and its
resources may typically range from those of a general purpose computer to the simpler
resources of a network appliance. The various processing units of the network endpoint

system may be programmed to achieve the desired type of endpoint.

Some embodiments of the network endpoint systems disclosed herein are network
endpoint content delivery systems. The network endpoint content delivery systems may be
utilized in replacement of or in conjunction with traditional network servers. A "server" can
be any device that delivers content, services, or both. For example, a content delivery server
receives requests for content from remote browser clients via the network, accesses a file
system to retrieve the requested content, and delivers the content to the client. As another
example, an applications server may be programmed to execute applications software on
behalf of a remote client, thereby creating data for use by the client. Various server

appliances are being developed and often perform specialized tasks.

As will be described more fully below, the network endpoint system disclosed herein
may include the use of network processors. Though network processors conventionally are
designed and utilized at intermediate network nodes, the network endpoint system disclosed

herein adapts this type of processor for endpoint use.

The network endpoint system disclosed may be construed as a switch based
computing system. The system may further be characterized as an asymmetric multi-

processor system configured in a staged pipeline manner.

EXEMPLARY SYSTEM OVERVIEW

FIG. 1A is a representation of one embodiment of a content delivery system 1010, for

example as may be employed as a network endpoint system in connection with a network
1020. Network 1020 may be any type of computer network suitable for linking computing
systems. Content delivery system 1010 may be coupled to one or more networks including,
but not limited to, the public internet, a private intranet network (e.g., linking users and hosts

such as employees of a corporation or institution), a wide area network (WAN), a local area
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network (LAN), a wireless network, any other client based network or any other network
environment of connected computer systems or online users. Thus, the data provided from
the network 1020 may be in any networking protocol. In one embodiment, network 1020
may be the public internet that serves to provide access to content delivery system 1010 by
multiple online users that utilize internet web browsers on personal computers operating
through an internet service provider. In this case the data is assumed to follow one or more of
various Internet Protocols, such as TCP/IP, UDP, HTTP, RTSP, SSL, FTP, etc. However,
the same concepts apply to networks using other existing or future protocols, such as IPX,
SNMP, NetBios, Ipv6, etc. The concepts may also apply to file protocols such as network
file system (NFS) or common internet file system (CIFS) file sharing protocol.

Examples of content that may be delivered by content delivery system 1010 include,
but are not limited to, static content (e.g., web pages, MP3 files, HTTP object files, audio
stream files, video stream files, efc.), dynamic content, efc. In this regard, static content may
be defined as content available to content delivery system 1010 via attached storage devices
and as content that does not generally require any processing before delivery. Dynamic
content, on the other hand, may be defined as content that either requires processing before
delivery, or resides remotely from content delivery system 1010. As illustrated in FIG. 1A,
content sources may include, but are not limited to, one or more storage devices 1090
(magnetic disks, optical disks, tapes, storage area networks (SAN’s), efc.), other content
sources 1100, third party remote content feeds, broadcast sources (live direct audio or video
broadcast feeds, efc.), delivery of cached content, combinations thereof, efc. Broadcast or
remote content may be advantageously received through second network connection 1023
and delivered to network 1020 via an accelerated flowpath through content delivery system
1010. As discussed below, second network connection 1023 may be connected to a second
network 1024 (as shown). Alternatively, both network connections 1022 and 1023 may be
connected to network 1020.

As shown in FIG. 1A, one embodiment of content delivery system 1010 includes
multiple system engines 1030, 1040, 1050, 1060, and 1070 communicatively coupled via
distributive interconnection 1080. In the exemplary embodiment provided, these system
engines operate as cohtent delivery engines. As used herein, "content delivery engine"
generally includes any hardware, software or hardware/software combination capable of

performing one or more dedicated tasks or sub-tasks associated with the delivery or
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transmittal of content from one or more content sources to one or more networks. In the
embodiment illustrated in FIG. 1A content delivery processing engines (or “processing
blades”) include network interface processing engine 1030, storage processing engine 1040,
network transpdrt / protocol processing engine 1050 (referred to hereafter as a transport
processing engine), system management processing engine 1060, and application processing
engine 1070. Thus configured, content delivery system 1010 is capable of providing multiple
dedicated and independent processing engines that are optimized for networking, storage and
application protocofs, each of which is substantially self-contained and therefore capable of

functioning without consuming resources of the remaining processing engines.

It will be understood with benefit of this disclosure that the particular number and
identity of content delivery engines illustrated in FIG. 1A are illustrative only, and that for
any given content delivery system 1010 the number and/or identity of content delivery
engines may be varied to fit particular needs of a given app