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Co-Selected Image Classification

BACKGROUND

[0001] = The present disclosure relates to data processing, and in particular, image
 classification. ' '

[0002] Users can locate images that are available on the Internet by submitting a search
' query- to a search engine. The search query can be a text query that includes words
describing i image subject matter for which the user is attempting to locate. The search system
identifies i images that correspond to the subject matter and provides image search results that
include references to the identified images. The images can be identified, for example, based
on labels that are associated with the images and/or text appearing near the images on the
web pages with which the images are presented.
[0003] The identified images can be, for example, images that are presented with web
pages. Many different categories of wbebpages can include images that are identified in
response to a search query. For example, images are provided with webpages such as
weblogs (“blogs”), social networking pages and nengroups that can be published by many
different individuals. Within a single domain (e.g., www.example.com) there can be
thousands of webpages, many of which have different individual authors.
[0004]  Due to the large number of different authors creating webpages located in the
same domain, it can be difficult to cla551fy images provided through the domain as belonging
to a common topic. For example, within a single blog domaln users may publish blogs
directed to topics ranging from sports, to politics, to parenting advice, or even explicit (e.g.,
pornographic) toﬁics; Thus, if each image available through a common domain is classified
as belonging to a common topic, the images may not be accurately classified.
[0005] - Labels associated with the image and/or text appearing near the image can
inaccurately describe the subject matter of the image or be ambiguous among different topics.
For example, an image of Babe Ruth appearing in a blog may be associated with the text
“The Babe.” While this text is relevant to the image, it is possible that the image could be of
Babe Ruth, an actor playing Babe Ruth, a pig featured in a move titled “Babe,” or even

explicit images.
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[0006] Providing images that are less relevant to the topic of a user query can reduce the
quality of image search results. This is particularly true when images including explicit
content (e.g., pornography) are referenced in search results responsive to a quefy that is not
directed to the ‘explicit content. For example, search results responsive to a search query for
“Babe Movie” including an explicit image can substantially reduce the quality of the search
results for a user that is searching for images of Babe Ruth. .

[0007] The quality of image search results can be enhanced when images are accurately
classified, such fhat images that are not relevant to the user query can be filtered or otherwise

suppressed.

SUMMARY

[0008] An image classification system analyzes image selection data to classify and
label imagés based on a topic to which a previously selected image belongs. These labels
can then be used to filter image search results to remove references to images that are more
relevant to a topic other than the topic to which a search query is directed. Additionally, the
labels can be used to filter all images that are directed to a topic (e.g.,‘vexpl.icit content),
unless a user opts to have references to these images presented. The labels can also be used
to adjust the presentation position at which images are referenced in image search results
based on topiCé to which the images belong.

[0009] In general, one aspect of the subject matter described in this specification can be
implemented in methods that include the actions obtaining a reference label for a reference
image, the reference label being a label that specifies a first topic to which the reference
image belongs; identifying, in a data processing system, user sessions during which the
reference image was selected for presentation, each user.s'ession being a period for which
selections of images are associated i‘ntol a session set; identifying, in the data processing
system, co-selected images for the reference image that were selected for presentation during
the user sessions, a co-selected image being an image that is selected subsequent to selection
of the reference image; for each co-selected image, generating, in the data processing system,
a topic score .b'ased on a frequency of selection of the co-selected image for the reference
image, thé topic score representing a measure of relevance of the co-selected image to the

first topic; and labeling co-selected images having topic scores that-satisfy a threshold topic



WO 2010/139091 PCT/CN2009/000618

score as belonging to the first topic. This and other embodiments of this aspect include
corresponding systems, apparatus, and computer program products.

[0010] These and other embodiments can optionally include one or more of the following
features. The Ir_iethods can further include the actions identifying, for a user session, a first
time of selection for the reference image; identifying subsequent times of selection for co-
selected images selected during the user session; and identifying, as co-selected images, only
images having subsequent timéS of selection that are within a threshold time period relative
“to the first time of selection, wherein the user sessioh has a session time period and the
threshold time period is less than the session time period.

[0011] The topic score can be generated by obtaining initial topic scores for the co-
selected images, each initial topic score being an initial relevance measure of the image to the
first fopic; obtaining co-selection data for the co-selected images, the co-selection data
specifying selections of the co-selectéd images relative to selections of the reference image
or other co-selected images; computing an updated topic score for the co-selected images
based on a function of the initial topic scores and the co-selection data; determining whether
a stop condition has occurred; when the stop condition has not occurred, computing
additional updated topic scores based on the co-selection data and previously computed
updated topic scores; when the stop condition has occurred, classifying the co-selected
images based on the updated topic scores; and wherein the labeling is based on the updated
topic scores. ‘ '

[0012] Particular embodiments of the invention can be implemented to realize one or
more of the following advantages.  Topics to which unclassified images belong can be
identified as belohging to reference topics based on co-selection data relative to a reference
image for the reference topic. Images that are identified as belonging to a reference topic can
be filtered from image search results. Images belonging to a reference topic can be selected
for presentation at higher or lower presentation positions in image search results relative to
images that are not identified as belonging to the reference topic. Images can be labeled with
a label corresponding to a reference topic based on co-selection data relative to a reference
image for the reference topic. An image can be identified and labeled as a pornographic

image based on subsequent selection of the images following selection of an image that has a
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high likelihoqd of Being pomographic. Each image in a corpus of images can be categorized
based on its selection relative to selections of reference images for reference topics. -

[0013] The details of one or more embodiments of the invention are set forth in the
accompanying drawings and the description below. Other features, aspects, and advantages

of the invention will become apparent from the description, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS ,

[0014] FIG. 1 is a block diagram of an example environment in which a search system
provides search services. |

[0015] ~ FIG. 2 1s a flow chart of an example prbcess for classifying images to a topic.
[0016] FIG. 3 is an examp_lé environment in which user session data is generated and
indexed. |

[0017] FIG. 4 is an illustration of a weighted graph generated using selection data.
.[0018] "FIG. 5 is a flow chart of an example process for generating a weighted graph.
[0019] . FIG. 6A is an example table in which the topic scores for a set of images can be
stored and tracked. o |

[0020] FIG. 6B is an example table in which co-selection data defining a co-selection
matrix can be stored.

[0021] FIGS. 7A-7D are example weighted graphs at different points of an iterative topic
score generation process. ’

[0022] FIG. 8 is an example process for iteratively generating topié scores.

[0023] Like reference numbers and designations in the various drawings indicate like

elements.
DETAILED DESCRIPTION
[0024] An image classification system analyzes image selection data to classify and

label images based on a topic to which a previously selected image belongs. These labels-
can then be used to .ﬁlt.er image search results to remove references to images that are more
rélevant to.a. topic other than the topic to which a search query is directed. Additionally, the
labels can be used to filter all images that are directed to a topic (e.g., explicit content), -

unless a user opts to have references to these images presented.
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[0025] An online environment in which search services are provided is described below.
An image classification system that labels images based on selection data is described with
reference to this online environment as a subsystem of a search system. However, the image
classification subsystem can be irhplefnented independent of the image search system.
[0026] FIG. 1 is a block diagram of ‘an example environment 100 in which a search
system 110 prbVides search services. The example environment 100 includes a network such
as a local area network (LAN), wide area network (WAN), the Internet, or é combination
thereof, connects web sites 104, user devices 106, and the search system 110. The online
environment 100 may include many thousands of web sites 104 and user devices 106.
[0027] A web site 104 is one or more resources associated with a domain name and
hosted by one or more servers. An example web site is a collection of web pages formatted
in hypertext markup language (HTML) that can contain text, images, multimedia content,
and programming elemeﬁts, e.g., scripts. Each web site 104 is maintained by a publisher,
e.g., an entity that manéges and/or owns the web site. | | _
_ [0028] | A resource is any data that can be provided by the web site 104 over the network
102 and that is associated with ‘a resource address. Resources include HTML pages, word
processing dobmnents, and portable document format (PDF) documents, images, video, and
feed sources, to name just a few. The résources‘can include content, e.g., words, phrases,
images and sounds and may include embedded informétion (such as meta information and
hyperlinks) and/or embedded instructions (such asJ avaScript scripts).
[0029] Each reSource has an addressable sforage location that can be uniqhely identified.
The addressable location is addressed by a resource locator, such as a universal resource
locator (URL). '
[0030] A user device 106 is an electronic device that is under control of a user and is
capable of requésting and receiving resources over the network 102. Example user devices
106 ihclude personal computers, mobile communication devices, and other devices that can
send and receive data over the network 102. A user device 106 typically includes a user
application, such as a web brdwser, to facilitate the sending and receiving of data over the
network 102. '
[0031]  To facilitate searching of these resources, the search system 110 identifies the

resources by crawling and indexing the resources provided by the publishers on the web
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pages 104'.. Data about the fésourcés can be indexed based on the resource to which the data
corresponds. The indexed and, optionally, cached copies of the resources are stored in an
indexed cache 112. , »

[0032] . The user devices 106 submit search queries 109 to the search system .11'0. In
response, the search system 110 accesses the indexed cache 112 to identify resources that ére
relevant to the search query 109. The search system 110 identifies the resources in the form
of search results 111 and returns the search results 111 to the user devices 106 in search
results pages. YA search result 111 is data generated by the search system 110 that identifies a
resource that is responsive to a particular search query, and includes a link to the resource.
An example sgarch result 111 can include a web page title, a snippet of text ora portion of an
image extracted from the web page, and the URL of the web page. -

[0033] For a search of textual content, the search results are ranked based on scores
related to the resources identified by the search results, such as information retrieval (“IR”)
scores, and optionally a separate ranking of each resource relative to other resources (a “page
rank” score). In some implementations, the IR scores are éompu_ted from dot products of
feature vectors -corrééponding to a search query 109 and a resource, and the ranking of the
search results is based on relevance scores that are a combination of the IR scorés and page -
quality scores. The search results 111 are ordered according to these relevance scores and
provided to the user device according to the order. '

[0034] For a search directed to images and that uses a text query as input, the search
system 110 can combine the relevance score of a resource with a relevance feedback score of
an image embevd_ded in the resource. An example relevance feedback score is a score derived
from a selection rate of an image when that image is referenced in a search result. These
combined scores are then used to present search results directed to the images embedded in
the resources.

[0035]  The user devices 106 receive the search results pages e.g., in the form of one or
more web pages, and render the pages for presentation to users. In response to the user
selecting a link in a search result at a user device 106, the user device 106 requests the
“resource identified by the link. The web site 104 hosting the resource receives the request for
the resource from the user device 106 and provides the resource to the requesting user device

106.
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[0036] Search queries 109 submitted during user sessions are stored in a data store such
as the historical data store 114. Selection data specifying actions taken in résponse_to search
results provided dﬁring the user sessions are also stored in a data store such as the historical
data store 114. These .actions can include whether a search result was selected and/or a
“dwell time” associated with th_e selection (i.e., a time period between the selection and a
subsequent selection. The data stofed ih the histoﬁcal data store 114 can be used to map
search queries 109 submitted during user sessions to resources that were identified in search
results 111 and the actions taken by users, e.g., an ordered list of resources that were selected
for presentation during the user session.
[0037] A user session is a period during which data specifying actions taken with respect
to resources are associated with a common session identifier. The period of a user session
can be measured by time, a number of actions taken or some other delineation of user actions.
For example, a user session can include user actions with respect to resources over a minute,
an hour, a day, or any other time period. Similarly, a user session can include a threshold
number of user selections of resources.
[0038] Eéch user session can be associated with a unique session identifier. The unique
- session identifier can be generated, for example, based on one or more of a user device
identifier, a time indicator for the user session and other_ data indicative of the context of the
user session (je‘.g., geographic region from which the user session originates). The user
device_identiﬁer can be, for example, an anonymized identifier, such as a cookie that has
been anonymized (i.e:, an anonymized string of text that serves as an identifier for the user
session) that is associated with a user device 106 to which the user session corresponds.
Thus, actions occurring during a user session can be disassociated from the particular user
device 106 from which the action originated.
[0039] Actions, such as selections of imﬁges, that occur during a particular user session
are associated with the same unique -session identifier. Additionally, each action occurring
during the particular user session can be associated with additional time data indicating a
time at which the action occurred. The time can be an absolute time, such as the Greenwich
Mean Time at which the action took place, or a time relative to a start of the user session or a

~ time relative to another user action.
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[0040]  User session data specifying the actions that occurred during each user session
can be. stored in a data store such as the historical data 114. The user session data can be
used to-identify images that were sequentially selected during a particular user session and
identify imagés that belong toa common topic based on their sequential selection.

[0041] The search system 110 includes an image classification subsystem 120. In some
implementatidns, the image classification subsystem 120 includes one or more processors
configured to classify an image to a topic based on user session data. The image
classification subsystem 120 analyzes the user session data to identify images that were
selected subsequent to selection of a reference image. The reference image is an image that
is pre-classified with a known topic, e.g., an image having a label that specifies a topic to
which the reference image belongs. Images that are selected subsequent to selection of a
reference image during a particular user session are referred to as co-selected images for the
reference image. | V

[0042] The images selected by a user dliring a particular user session are generally more
likely to beiong‘ to the same topic. Therefore, co-selected images for a reference image are
more likely to belong to the same topic as the reference image than images that are not co-
selected images for the reference image. For example, images that are co-selected images for
a pornographic reference image are more likely to be pornographic images than images that
are not co-selected images for a pornographic image. Similarly, images that are co-selected
for a non-pornographic reference image are more likely to be ﬁon-pomographic images.
Thus, images that are frequently co-selected images for a reference. image or a set of
reference images can be classified as belonging to the same tbpic as the reference image with
a high degree of confidence. |

[0043] In some implementations, the image classification subsystem 120 generates a
topic score that represents the likelihood that a co-selected image belongs to the same topic
as the reference image. The topic score for a co-selected irhage can be generated, for
example, based on a frequency with which the image is co-selected with the reference image
and a proximity of the co-selection (e.g., time or actions between the selections) of the image
relative to selection of the reference image. Methods of generating a topic score are

‘described with reference to FIG. 2 and FIGS. 6-7, respectively.



WO 2010/139091 PCT/CN2009/000618

[0044] Co-selected images having a threshold topic score are identified as belonging to
the same topic as the reference imége. The threshold topic score can be speéiﬁed, for
example, as an absolute topic score, or a highest N percentage of topic scores among other
thresholds (e.g., imagés having a highest M topic scdres).

[0045]. The image classification subsystem 120 can label éo-selected iniages that are
identified as belonging to the same topic as the reference image with textual data
corresponding to the topic. Alternatively, a topic flag represented by a data bit can be set
indicating that the co-selected image belongs to the topic can be set and stored at a memory
location associated with the co-selected image in the indexed cache 112. In turn, the co-
selected image can be identified as a new reference image for the topic such that selection of
other images subsequent to selection of the new reference image will be an indication that the
other imagesl aiso_ belong to the topic. This classification process can propagate through a
corpus of images until a threshold numbér ‘of the images or all of the images have been
classified.

10046} In some implementations, image. search results 111 responsive to search queries
109 can be filtered or reordered for presentation based on the classification by the image
claésiﬁcation system 120. For example, classification data (e.g., labels or topic flags)
identifying the images that are identified as pornographic images can be made available to
thé search system 110. The search system 110 can use the classification data to analyze
image search results responsive to a search query 109 to determine whether any of the
images that are referenced by the image search results are pornographic images. References
to pornographic images can be removed or presented at less prominent positions of the search
results to increase the quality of the search results. Such modifications can be subject to user
preferences. |

[0047) Similarly, the image search results that are generated for a search query 109 can
exclude or select images to reference in the image search results based on the label. For
example, the search system 110 can use label data stored at a memory .locations associated
with the images in the indexed cache 112 to obtain images that are relevant to the search
query 109. Iméges that are associated with a label that is more relevant to the search query
109 can be identified as more relevant to the search query 109 than images that are associated

with images that are less relevant to the search query 109.
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[0048] " For example, if the image élassiﬁcation Subsystem 120 labeled an image of Babe
Ruth with the textual data “baseball,” the image of Babe Ruth would be more relevant to a
search query 109 for “baseball” than a search query 109 for “pig movie.” Thus, a reference
to the image of Babe Ruth could appear higher in irﬁage search resu1t§ for “baseball” and .
may not appear in image search results for the search query “pig movie.” |
[0049] FIG. 2 is a flow chart of an examplé process 200 for classifying images to a topic.
The process 200 can be implemented, for example, by the image classification subsystem
120 of FIG. 1.

[0050] A reference label is obtained for a reference image (202). In some
implementations, the reference label is a label that specifies a reference topic to which the
reference image belongs. The reference label can be, for example, a textual label or a topic
flag that is indi_cative of the reference topic. For example, a reference label cofresponding to
the reference topic may be represented by a data bit corresponding to the reference topic
being set to a specified binary value. Alternatively, the reference label can be textual data
corresponding to the reference label. For example, a pornographic image can be labeled with
the text “explicit” or “pornographic.”

[0051] In some implementations, human evaluators can identify a pornographic image
and label the pornographic imége with a reference label that identifies the image as a
pornographic image.- In other implementations, the pornographic image can be identified by
a machine and labeled with a reference label accordingly. In turn, the reference label can be
verified for accuracy by the evaiuatoré.

[0052] Reference labels can be obtained from a data store storing labels corresponding to
images, or generated based on data associated with the image. Labels for images éan be
generated using irhage processing techniques to determine whether visual characteristics of
the image aré indicative of a pornographic image and/or textual analysis to determine
whether text associated with the image is indicative of a pomographic,image.

[0053] The reference labels for a reference image can be generated, for example, based
on image processing techniques. In some implémentations, visual characteristics (i.e., color
and/or texture) of an image can be compared to visual characteristics of images that have
been previou_siy labeled with the reference label or otherwise identified to belong to the topic

represented by the reference label (é.g., identified as a pornographic image). For example,
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one r'nethod Qf identifying pornographic images is to identify a portion (e.g., number or
percentage) of the pixels for the image that are “skin pixels” (i.e., prxels having a color value
corresponding to a skin tone). When the portion of pixels exceeds a threshold, the image can
be identified as a pornographic image and labeled with a reference label that corresponds to a
pornographlc tOplC |

[0054] The reference label can also be- generated for example, based on textual data
located near the reference i image on a web page with which the reference image is presented.
For example, text appearing within a threshold number of pixels of the reference image can
be analyzed to identify topics that may be relevant to the reference image. The reference
label can also be g'enerated based on other text that is associated with the reference image.
. For example, a reference label can be generated based on text that is included in a file name
for the reference image, anchor text of a link to the image, or text that is explicitly associated -
with the reference image.

[0055] - Text can be explicitly associated with a reference image by publishers to facilitate
identification of theiimage as reievant to search queries for a particular topic. For example, a
publisher can specify the text “baseball” with an image of a baseball player to increase the
likelihood that thevimage is identified in response to a search query including the term
“baseball.” |

[0056] In some implern_entations, a reference label for a reference image is required to
have a threshold likelihood of accurately describing the content of the reference image. The
accuracy of a label for an image can be determined, for example, based on label feedback.
Label feedback is data obtained from users that specifies a reference label for an image or
provides a measure of relevance between a label and the reference image.

[0057] Label feedback can be received from a user that has been requested to label
images or confirm ex1st1ng labels for i images. Alternatively, label feedback can be received
from anonymous users that are provided images and requested to select topics to which the
images are most relevant and/or least relevant. For example, nsers can be provided with an
image and a list of M topics. The users can select one of the M topics that is most relevant to
the image or most accurately describes the content of the image. User selections of topics
that are most relevant to the content of the image can be aggregated to determine the topic to

which the image belongs.. For example, if a threshold percentage of users selected a
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particular tdpic as b_éing most relevant to the image, the particular topic cén selected as the
topic to which the image belong’s; | | _

[0058] Label feedback can also be analyzed to determine a likelihood that an existing
label for the reference image is accurate. The likelihood that the existing label for the image
is accurate can be based on a portion of user feedback that identifies the existing label as an
accurate label for the image. For example, if a threshold percentage of the usér feedback
indicates that the éxi_sting label is an accurate label for the image, then the existing label can
be identified as a reference label for the_fefcrence image. In turn, the reference image can be
identified as belo_ﬁging to the topic specified by the reference label. |

[0059] In some implementations, the portion user feedback identifying the image as
belonging to the topic specified by the reference image can be used as a méasure of the
strength of the reference image to the topic. For example, the likelihood that the label is
accurate can be used as a probability that the imagé is a reference image belonging to the
topic specified by the label. The likelihood that the image is a reference image can, in turn,
be used as a weight identifying the strength of the image as a reference image for the topic
specified by the label. The strehgth of ‘the image as a reference image can be used when
generating topic scores for other images, as discussed below with reference to FIG. 4.

[0060] A user session during which the. reference image was selected for presentation is
identified (204). The user session during which the image was selected for presentation can
‘be identified by identifying unique session identifiers that are associated with selection data
for the reference image. For example, selection data stored in the historical data 114 of FIG.
1 can be obtained for the reference irhage.-' In turn, unique session identifiers associated with
the selectiori data can be analyzed to identify a user session during which the reference image
was selected for presentation. Generation of selection data for a user session is described in
more detail with reference to FIG. 3.

[0061] - Co-selectéd images for the reference image that were. selected for presentation
during the user session are identified (206). In some implementations, the co-selected
images can be identified based on selection data for images that are associated with the
unique session identifier for the user session. For example, selection data in the historical
data 114 of FIG. 1 that is associated with the unique session identifier for the reference image

can be obtained. The selection data is analyzed to identify images that were co-selected with
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the reference image.' For example, time data included in the selection data for an image can
be analyzed to determine whether the image was selected for presentation prior to or
subsequent to selection of the reference image. Images that were selected for presentation
subsequent to the selection of the reference image are 1dent1f1ed as co-selected i images.
[0062] A determmatlon is made whether the reference i 1mage was selected dunng another
user session (208). The determination can be made, for example, by determlmn_g whether
selection data for the reference image is associated with another unique session identifier.
The reference image can be identified as being selected during another user session when
selection data for the reference image is associated with another unique session identifier. If
the reference image was selected during_ another user session, .co-selected irnages for the
reference image that were selected for presentation during the user session are identified
(206). ‘
[0063] When the reference image was not selected during another user session or after all
additional user sessions have been identified, a topic score is generated for each co-selected
image based on the selections of the co-selected images relative to selection of the reference
image (210). 'Ijn some implementations, the topic score is a measure of relevance of the co-
selected image to the topic. Each selection of a co-selected image subseqnent to selection of
the reference image increases the likelihood that the co-selected image is relevant to the
reference image, and, therefore belongs to the same topic as the reference image. For
example, a co-selected image that is selected more frequently following selection of the
reference image than another co-selected image is likely more relevant to the same topic as
the reference image than the less frequently selected co-selected image.
[0064] The likelihood that a oo-selected image is relevant to the reference image can also
be based on a dwell time associated with the selections of a co-selected image. For example,
a co-selected image having a longer dwell time than another co-selected‘iimage is more likely
relevant to the same topic. as the reference image because the user spent more time viewing
the co-selected image with the longer dwell time.
[0065] The likelihood that a co-selected image is relevant to the reference image can also
" be based on a proximity of the selection of the co-selected image to selection of the reference
image. The. prox1m1ty of selection can be measured in units of time, number of user actions,

or any other delineation of a-user session.
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[0066] For example, a co-selected image that is the first image selected following
selection of the reference image is more likely relevant to the same topic as the referencé
image than another cb-‘selected’ image that is the fourth image selected folIowihg selection of
the reference image. Therefore, the co-selected image sele:cted first following selection of
the reference image is more likely to belong to the same topic as the reference image than
later selected co-selected images.
[0067] In some implementations, an image must be selected within a threshold time
period relative to the selection of the reference image in order to be identified as a co-
selected image. For example, when a duration of a user session is longer than the period
within which Subsequently selected iméges are identified as co-selected images, the threshold
time period can be used to determine whether an image selected following selection of a
reference image is a co-selected image for the reference image.
10068} In some impleﬁlentations, the topic score for a co-selected image can be the result
of a‘function of the frequency and/or proximity of the selections of the co-selected image |
relative to selection of the reference image. For example, thé topic score can be a sum of the
total select‘ibns for the co;selected image following' selection of the reference image.
Similarly, the topic score can correspond to a number of reference images relative to which
| the image is co-selected. For example, an image that is a co-selected image for ten reference
images  can have a topic score of “10,” while an image that is a co-selected image for five
reference images can have topic score of “5.” '
[0069] | Each selection of the co-selected image can be weighted by a factor indicative of
the proximity of the selection relative to selection of the reference image. For example, each
selection can be weighted by the factor 1/(selection number) such that selection of the co-
selected image immediately following selection of the reference image will havé a weight of
1 (i, 1/1). Similarly, the second and third co-selected images vf(_')llowing selection of the
reference image willAhave weights of 12 and 1/3; respectively. The weight factor described
is provided for example purposes. The weight factor can be any ratio or function of the
proximity of co-selected image selection relative to selection of the reference image.
[0070] In some implementations, generation of the topic scores for the co-selected
images can be facilitated by using weighted graph to map selections of co-selected images

relative to selection of the reference image. The reference image and co-selected images are
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represented by nodes in the weighfed graph ahd edges representing sequential selections of
the co-selected images connect the nodes. Generation of a weighted graph is deséribed in
more detail with reference to FIGS. 4-5.
[0071] Co-selécted images having topic scores that satisfy a threshold topic score are
labeled (212). In some implementations, the threshold topic score is satisfied when the topic
~ score meets or exceeds the threshold topié score. The threshold topic score can be speéiﬁed,
for example, as an absolute topic score, or a highest N percentage of topic scores among
other thresholds (e.g., images havihg a highest M tbpic SCorés).
[0072]  In some implementaﬁons, the co-selected images are labeled to identify the co-
selected images as belohging to the same topic as the reference image. For example, textual
data matching the referencé label for the reference image can be associated with the co-
selected imageé. Altemaﬁvely, a topic flag for the co-selected image can be set to identify
the co-selected irﬁage as belonging to the same topic as the reference image. The label can
be stored at a memory location associated with the co-selected image and made available for
- other systems or subsystems, such as a search system. '
[0073] FIG. 3 is an example environment 300 in which user session data is genérated and
indexed. 'The image classification subsystem 120 and the search system 110 are represented
in FIG. 3 as communicating directly, but the image classification subsystem 120 and the
search system 110 can be implemented to communicate over the network 102..
[0074] A user session is generally initiatgd by a user device 106. For example, the user
device 106 can submit an image search quefy or another request for search results over the
network. 102. The request can be associated with a unique session identifier and processed,
fof example, by the search engine 110. The search engine 110 provideé the user device 106
with image search results 302 responsive to the search query. The image search results 302
include result images 302-1 — 302-N that are references (e.g., thumbnails) to images that
have been identified by the search system 110 as being relevant to the search query.
[0075] - User session déta identifying the search query and the images referenced by the
image search results are associated with a unique session identiﬁer.for the user session and
stored in the hiétdrical data 114. The user session data can include time data that indicates a
time at which the user session was initiated (e.g., a time when the search query was received)

and/or a time at which the search results 111 were provided to the user device 106.
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[0076] A usér of the ti_ser device 106 can select one or more of the result images 302-1 -
302-N from the image search results 302. Each selection of result images 302-1 — 302-N
generates a request for a resource location that is specified by the selected result image. For
example, a selectivon of result ifnage 302-1 éan generate a request for a web page with which
~ the image referenced by the result image 302-1 is presented. In turn, the web page can be
provided to the user device 106 for presentation.
[0077] | Each selection of a result imége 302-1 — 302-N is provided to the image search
system 110 through the network as selection data 304. The selection data 304 includes data
specifying tﬁe unique session identifier (e.g., ID1, ID2, ... , ID3) that identifies the user
session that corresponds to the selections. The selection data 304 also includes data
identifying the images (é.g., IS11; IS12, ..., ISIN) that were selected for presentation, for
example, based on selections of image results 302-1 - 302-N. The selection data 304 can
further include time data specifying when each of the images were selected fdr presentation.
[0078] The selection data 304 is obtained by the search system 110 over the network 102
and stored at memdry locations of the historical data 114 that are associated with the unique
session identifier. Selection data 304 can be obtained for each user device 106 that requests
images and ovér the duration of each user session. Thus, selection data for each image that is
selected by user devices 106 during multiple user sessions is accessible from the historical
data 114. |
[0079] In some impleme_ntations, the image classification subsysterh 120 uses the
selection data to construct a'weighted graph 400 to map aggfegéte selections of co-selected
images relative to selections of a reference image. In turn, the weighted graph 400 can be
used to classify co-selected images. ‘ | _
[0080] FIG. 4 is an illustration of a weighted graph 400 generated using selection data.
In some implementations, the weighted gréph 400 is generated by the imagé classification
system 120. For example, 'lth-e image classification system 120 can obtain selection data from
the historical data 120 that specifies selections of a reference image and selections of co-
selected images for fhe reference image over multiple user sessions. The image classification
subsystem 120 defines nodes in the weighted graph 400 that represent the reference image
and the co-selecfed images. In turn, the image classification subsystem 120 generates and

increments evdge weights between nodes representing subsequently selected nodes based on
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the selection data. Once the weighted graph 400 is gcnerated, it can be used to classify co-
selected images based on the weighted edges connected to the nodes representing the co-
selected images to other co-selected nodes and to the reference image.
[0081] The _Wéighted graph 400 includes a reference node 402 that represents a reference
~ image for w_hi_ch co-selected images are being identified. In some implementations, the
reference node 402 represents. an image that is identiﬁed as a pornographic image, for
example, because the image is identified as belonging to a pornographic topic. The topic to
which a reference image belongs can be identified, for example, based on a reference label or
another topic indicator that is associated with the refe_renée image, as discussed above with
reference to FIG. 2. - | _
[0082] The weighted graph 400 can include additionalireference images 460 and 480.
When the additional reference images 440 and 460 are identified and included in the
weighted. graph, co-selected images are identified for each of the reference images 402, 460
and 480 and edgés to co-selected images are weightéd based on selections of the co-selected
images relative to each of reference images. The additional reference images 460 and 480
can represent images that are also identiﬁéd as belonging to the reference topic (e.g.,
pornographic images) or images that are identified as not belonging to the reference topic
(e.g., not pornographic images). o
[0083] The w¢ighted graph also includes nodes 410-420 that represent co-selected
images for the reference image. For example, each of the nodes 410-420 represent an image
that is ‘a co-selécted-image‘fdr the reference'image 402.
[0084] Nodes represénting sequentially selected images are connected by edges in the
weighted graph. For example, edge 450 connects the node 402 to the node 410 representing
sequential user selections of the reference image and the co-selected image represented by
the node 410. Similarly, edge 451 represents sequential selection of the co-selected image
represented by the node 411 subsequent to the selection of the co-selected image represented
by the node 410. | . | '
[00.85] " The node from which an edge originates is referred to as the source node and the
node at which the edge terminates is referred to as the destination node. Continuing with the
example above, the source node for the edge 450 is the reference inode 402 and the

destination node is node 410. Similarly, node 410 is the source node for the edge 451, while
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node 411 is the destination node. Each edge in the weighted graph 400 is represented by an
arrow that points to fhe destination node.

[0086] A bidirectional edge is indicative of reciprocal sequehtial selections of the images
represented by the nodes. For example, the reference node 402 and node 418 are connected
by a bidirectional edge 460. The bidirectional edge 452 is indicative of a user selection of
the reference image, followed by selections of the co-selected image represented by node 418
and a second selection of the reference image. Alternatively, a pair of unidirectional edges
can be used instead of a bi-directional edge. | '

[0087] Each of the edges can have a wéight that is indicative of the number of sequential
selections of the images represented by the source and destination nodes, respectively. For
example, if the image represented by node 410 is selected 10 timés following selecﬁon of the
re‘ference image, the edge 450 can have a weight corresponding to the ten selections.

[0088] The weight of an edge may be increased, for example, by a constant incremental
amount in response to each identified selection or the weight may be increased based on a
function of the number of selections. For example, the weight of an edge can correspond to
the number of sequentialxsclectioné of images represented by the source and destination
nodes or the weight can be a logaﬁtluﬁic function or an exponential of the number of
sequential selections. | . ' |

[0089]  Selection of a co-selected image imﬁ1ediately following selection of thé reference
image may b‘é more indicative of an image that is relevant to‘ the reference image than an
image that is selected following selection of one or more other co-selected images. For
example, node 412 represents a co-selected image that was selected following selections of
the reference irhage 402 and the co-selected imagé represented by node 410. Therefore, the
selectioh of the image represented by node 412 may be less indicative of the relevance of the
image to the reference image 402 than the selection of the image represented by node 410
due to the intervening action of selecting the image represented by node 410.

[0090] In some implementations, the weight of each edge can be adjusted based on its
proximity to. the reference image. For example, edge weights can be boosted by a boost
factor based on the_if proximity to the reference node 402. The boost factor can be highest,
for exarﬁple, for edges thét connect the reference node 402 to nodes representing co-selected

nodes 510, 417, 418 and 419. The boost factor can be reduced for edges that are less
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proximate to the reference node 402, for example, based on a number of nodes between the
edge and the referencé node. | _
[0091] In some implcmentations;_ the weight of an edge or the amount by which an edge
weight is increased in response td a selection can be based on a reference weight of the
reference node for the co-selected image. The reference weights are factors that normalize or
otherwise adjust the importance of an image selection following selection of the reference
image. The reference weights can be based on an analysis of the label feedback for the
reference images to determine the likelihood that the reference images are accurately
~ identified as bélonging to the reference topic. .
[0092] . For eXample, based on the label feedback, reference image 402 may be identified
as a pornographic image with a probability of 0.7 (e. g., 70% of the label feedback identified -
reference ifnag_e 402 as a pornographic image), while reference image 460 may be identified
as a pombgraphic image with a probébility of 0.6. Therefore, reference image 402 can be
assigned a reference weight of 0.7, while reference image 480 can be assigned a reference
weight of 0.6. |
[0093] = The referenc¢ weights can be used, for example, to adjust the incremental amount
by which an edge weight to-a co-selected image is increased. Adjusting_ the incremental
.amount by which an edge weight is increased based on the likelihood that the reference .
image belongs to thé topic facilitates direct comparison of edge weights for co-selected
images for different reference images having different likelihoods of belonging to the
reference topic.
[0094] Continuing with the example above, reference image 402 has a higher likelihood '
of being a pornographic image than reference image 460. Therefore, selection of an image
immediately following seléction‘o'f reference image 402 is more indicative that the selected
image is a pornographic image than seleétion of .another image immediately following
selection of reference image 460. Accordingly, a weight of an edge (e.g., 452) for a co-
selected image (e.g., 418).for reference image 402 will increase more in response to a single
selection than the Weight of an edge (e.g., 570) for a co-selected image (e.g., 560) for
reference image 460 in response to a single selection. These increases in edge weight are
representative of {he relative likelihood thét each of these reference images 402 and 460 are

accurately identified as pornographic images.

19



WO 2010/139091 PCT/CN2009/000618
20

[0095] In some implementations, once a graph is constructed, each of the nodes is
assigned an _iniﬁal weight based on a machine process that identifies the likelihood that the
image représent'ed. by the node belongs to the reference topic. The initial weights are then
adjusted based on co-selection data. |
[0096] As described above, the likélihoo_d that each of the images belong to the reference
topic czin be determined based on analysis of vthé visual characteristics of the images, text
associated with the image and other data indicative of the tbpic to which the image belongs.
In these implémentations, edges for which a node is a source can be weighted based on the
reference Weight of the node in a manner similar to that described above.
[0097] FIG. 5 is a flow chart of an example process 500 for generating a weighted graph.
The wéighted graph is used to identify relationships between images based on image
selection order and proximity with which images are selected during a common user session.
The weighted graph is generated to include reference nodes that represent reference images
and nodes representing co-selected images. The weighted graph inclﬁdes edges that
represent sequential selections of images during a common user session. Selection data for
many different user sessions can be aggregated and repfesented in the weighted graph. The
process 500 is described with reference to a single reference image, but can be implemented
with many-different_referénce images. The process 500 can be implemented, for example, by
the image classification subsysfem 120 of FIG. 1. 4
[0098] A reference iinage is represented as a reference node in a weighted graph (502).
In some implementations, the reference image is an image that is identified as belonging to a
referenée topic. For example, the reference image can be an image that is identified as a
pornographic image based 6n a reference label corresponding to a pornographic topic being
associated with th_e reference image. The reference image can be ideﬁtiﬁed, for example,
from a data store storing images and labelé corresponding'to the image. Throughout the
'descﬁption- of the process 500, nodes that represent images can be characterized by the same
. characteristics (e.g.,' reference labels and selection data) as the images that they represent.
Therefore, nodes that represent the images and the images themselves are referred to
interchangeably.
. [0099] A user session, during which the reference image was selected, is identified (504).

‘In some implementations, the user session can be identified based on selection data for the
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reference image. For example, a selection of the reference image can be identified from
selection data for the reference image. In turn, the uriique' sessionvidentiﬁer that is associated
with the selection data for the reference image can be used to identify other images having
selection data associated with the same unique session identifier. The selection data for the
reference image can be obtained, for éxample; from the historical data store 114.

[00100] - Once the user session in which the reference image was selected has been
identified, subsequenf selections of co-selected iméges during the user session are identified
(506). As described above, the subsequent selections of co-selected images can be identified
based on selection data associated with the same unique session identifier as the reference
image. The selection data for a user session can include time data that specifies.- when
selection of a co-selected image occurred relative to selection of the reference image.
Therefore, the time data can be used to identify co:-s‘elected images as the images that were
selected at timés following selection of the reference image during a common user session.
[00101] For example, if the reference image was selected at 12:00 am on January 1, 2009,
then each image having selection data associated with the same unique session identifier as
the reference image and having time data specifying another time that is later than 12:00 a.m.,
January 1, 2009 is a co-selected image for the reference image.

.[0'0102] In some implémentations, only co-selected images that were selected within a
threshold time period following sélec_tion of the refercnée image are identified as co-selected
images for the reference imége. The threshold time period facilitates use of selection data
obtained for user sessions having a duration that is longer than the time period over which
co-selected images are to be identified.

 [00103] For example, selection data may have been obtained for a user session having a
duration of an hour. However, in a particular application co-selection images may be defined
as only those images that were selected within 10 minutes of the selection of the reference
image. In this situation, the thréshold time period caﬂ be used to determine whether an image
selected during the one hour user session can be identified as a co-selected image for the
reference image.. For example, the time between selection of the image and selection of the
reference image can be compared to the threshold time period.v. If the time between the
relative selections is less than or equal to the threshold, the image is identified as a co-

selected image for the reference image.
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[00104] In some implementations, the selection data for a pa-rticular.user session can
include a list of images that were selected during the user session. The list can be ordered,
for. example, in the order in. which the images were selected during the user session.
Therefore, once selection of the reference image is identified in selection data for a user
sessidn, every image referenced after the reference image can be identified as a co-selected
image. | _ ' |
[00105] - A node representing the co-séiected image is identified (508). In some
implementations, the node representing the co-selected image is defined in response to the
first identified selection, for example, in a computer memory. In these implementations,
after the node representing the co-selected image is defined in the computer memory, the
node can be identified from the computer memory location at which the node is defined. For
example, the node can be defined in the weighted graph in response to the initial identified
selection aind then identified in the weighted graph for subsequent identified selections of the
co-selected image. In othér iinplementations, each image in a corpus of images is initially
représént_ed by a node in the weighted graph, regardless of whether the image is a co-selected
image. |

- [00106] When selections of the co-selected image are identified, the node can be identified,
for example; based on a unique identifier (e.g., URL) corresponding to the co-selected image
and associated with fhe'nodé. For example, a unique image identifier can be generated for

| each co-selected image and associated with the image and its corresponding node. When a
selection‘ of the co-selected image is identified, the node that is associated with the unique
identifier can be identified as representing the co-selected image. Each of the co-selected
images are represented iby independent nodes in the weighted graph and the nodes in a
weighted graph can represent co-selected irnages for reference images during a single or
multiple user sessions. , |
[00107] An edge weight is incremented. for the co-selected iinage (510). In some
implementations, when the weighted graph is generated, the edge weight between each node
can be initialized to zero (i.e., no edge exists between the nodes). Therefore, the first
sequential selection of a co-selected image will generate an edge having a weight
corresponding- to one standardized unit (e.g., a weight of 1). Additional sequential selections

the co-selected image will similarly increment the weight of the edge connecting the nodes
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by an incremental amount corresponding to the stalidardized unit. As described above,
weight by which the edge weight is incremented can be adjusted based on a boost factor, a
reference weight of a node of another factor for adjusting. the relative importance of the
selection for which the edge 'Weight is being incremerted. _ ' |

[00108] A determination is. made whether additional selections of co-selécted' images
remain for the user session (512). The additional selections can be selections immediately
following selection of the reference image or selections subsequent to selections of other
images. The additional selections can be identified, for example, based on the selections
being associated with a unique session identifier that corresponds to the user session.

[00109] When additional selections of co-selected images remain for the user session, a
node representing another co-selected image is identified (508). When additional selections
of co-selected images do not remain for the user session, an optional determination is made
whether the reference image was selected during another user session (514). Another
selection of the reference image can be identified, for example, based on selection data for
the reference image, as .desc_ribed above. When another selection of the reference image is
identified, a subsequent selection of a co-selected image during the user session is. identified
(506). When another selection of the reference image is not identified, the process 500 ends
(516). | | |

[00110] Once a weighted graph is generated, it can be updated to represent additional
selcctiohs of reference images and co-selected images for the additional reference images.
The weighted graph can be updated periodically based on an update condition being satisfied.
The update condition can be, for example, a specified amount of time, user actions, user
sessions, or other measure since the last update. . |

[00111] Topic scores can be generated for co-selected images based on the edges that are
connected to the nodes representing the images in the weightéd graph. In some
implementations, the topic score for a particular> image can be a sum of edge weights that are
connected to a node representing the image, as described with reference to FIG. 2. When the
topic score for an image satisfies a threshold topic score, the image is labeled as belonging to
the topic. In turn, the image can be identified as a new reference image and defined as such

in the weighted graph.
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[(00112] In other implementations, a topic score can be iteratively generated for each of the
images represented .by nodes in the v@)eightéd graph until a stop condition occurs. The topic
scores are iteratively generated to facilitate propagation of ‘topic scores throughout the
weighted graph, as described below. A | | ‘
[00113] The stop condition can occur, for example, when a change in the topic score for
each of Athe images over ‘one' or more iterations is less than a threshold change (i.e.,
converges). In‘these ifnplementétion's, the topic scores can be iteratively generated based on
the likelihood that reference iméges and/or other imagés belong to the reference topic and co-
selection data for the images. The likelihood that each of the images belongs to the reference
topic can be -repfesented as a vector of topic scores. The initial topic scores can correspond,
for example, to the reference weights described above. '
[00114] FIG. 6A is an example table 600 in which the topic scores for a set of images can
be stored and tracked. The table 600 includes a column 602 in which node identifiers that
identify each of the nodes in a weighted graph. The table 600 also includes a column 604 in
which topic scores c_drresponding to the nodes identified in column 602 are stored. The topic
scores provided in the table 600 are initial topic scores for nodes corresponding to the node
identifiers 702a-702e, respcctfvely. |
[00115] The initial ‘topic scores represent an initial likelihood that each of the images
represented by the nodes identified in column 602 belongs to the reference topic. The topic
scores can be values from 0.00 to 1.00, where an image having a topic score of 0.00 is an
image that is known to not belong to the reference topic and an image having a topic score of
1.00 is an image that is known to belong io the reference topié. _
[00116) In some implementations, each of the initial topic scores for images that are
identified as belonging to the reference topié (i.e., reference images) can be initially set to 1.0,
while the initial topic scores for other imagés are set to 0.0, or some other default value.

- Through the iterative .process described below, final topic scores can be computed for each of |
thé images that were not initially identified as belonging to the reference topic.
[00117] In ‘other implementations, an initial topic score is specified for each of the images
based on its initial likelihood of belonging to the reference topic.. The initial likeiihood that

each of the images belong to the reference topic can be determined, for example, based on
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label feedback, image analysis techniques, and textual analysis techniques -each of which is
described above with reference. to FIG. 2. | o _
[00118] In sonie ir’r__iplementations? the co-selection data for images can define a co-
selection matrix for images that Were co-selected during one or more user sessions. For
example, the co-selection data foreach pair of images can be a value in an NxN co-selection
matrix, where N is the number of images selected during the one or more user sessions.
[00119] The co-selection data for a pair of images can specify, for example, a sequential
selection rate of the one of the images following selection of the other image or another
selection metric for the'pai'r of images (e.g. total sequential selections). The co-selection data
can be d1rectiona1 or un1d1rect10na1 In some implementations, the co- selectlon data for a pair
of 1mages can correspond to the weight of an edge connecting the pair of nodes representing
the images in a weighted graph. .
[00120] FIG. 6B is an example table 650 in which co-selection data defining a co-
selection matrix can be stored. The table 650 includes a row and a column for each node
(e.g., 702a — 702¢) that was selected during one or more user sessions. The co-selection data
for each pair of irnages (e.g., node 702a and node 702c) is occupies a cell corresponding to
each of the images of the pair When co-selection data is not available for a pair of images, a
value of “0.00” can be entered in the cell corresponding to the pair of nodes that represent the
images.  The co-selection data for the pairs of images can be identified, for example based
on selection data for user sessions, as described above with reference to FIG. 2.
[00121] The topic scores from table 600 and the co-selection data from the co-selection
matrix 650 can be used to identify final topic scores for images that have been co-selected in
one or more user sessions. For example, a product of the topic scores for the nodes and the
co-selection matrix can be iteratively computed until the stop condition occurs.
[00122] FIGS 7A-7D are example weighted graphs at different points of an iterative topic
. score generation process. The iterative process can be performed, for example, by the image
classification subsystem 120 of FIG. 1. FIGS. 7A-7D illustrate identification of a single
topic score for the images relative to a'single reference topic. However, topic scores‘for
~ other reference topics _mey be computed in the weighted graph 700 or another graph having

nodes corresponding to nodes in the weighted graph 700.
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[ﬂ0123] Referring to FIG. 7A, weighted graph 700 iS generated by the image classification
subsystem 120 including initial topic scores for the nodes 702a-e that correspond to the initial
topic scores of FIG. 6A. For example, the weighted graph 700 includes the initial topic
scores of “0.00” and “1.00” for the nodes 702a and 702b, respectively. The nodes 702c-e
each have iﬁitidl topic scores of “0.50.” Similarly,vthe edges between each pair of nodes
| have weights corresponding to the co-selection data specified in the table. 650 of FIG. 6B.
Using these initial topic scores and co-selection data the image classification sﬁbsystem 120
can generate updated topic scores for each of the images that are represented by the nodes
702a-702¢, for example, based on a product of the initial topic scores and the co-selection
data. } :
[00124]  Referring to FIG. 7B, the weighted graph 700 shows the updated topic scores for
each of the nodes 7025-6 after one iteration of the iterative topic score generation procesé. In
this exaniple, the topic scores of the nodes 702a-b are fixed at “0.00” and “1.00” respectively.
The topic s’coré of node 702a is fixed at “0.00” because the image fepresented by node 702a
was initially identified as not belonging to the reference topic. The topic score for node 702b
is fixed at “1.00” because the image represented by the node 702b was initially identified as
belonging to the reference topic (i.e., a reference image for the reference topic).
[00125] The updated topic scores of the nodes 702c-e are now “0.25,” “0.73,” and “0.53,”
respectively based, for exafnple, on values of a vector resulting from the product of the co-
selection matrix and the initial topic scores. .The relatively high magnitude (“0.7”) of the co-
selection data for the nodes 702a and 702c as compared to other nodes contributes to the
updated topic score (“0.25”) of node 702¢ being closer to the topic score of the node 702a
(“0.00”) than the initial topic score (“0.5”) for node 702c. Similarly, the relatively‘ high value
(“0.7”) of the co-selection data for the nodes 702b and 702d as compared to other nodes
gives the node 702d a topic score (“0.73”) that is closer to the topic score of the node 702b
(*“1.00”) than the topic scores of other nodes. The value (“0.5”) of the co-selection data for
node 702e and each of the nodes 702b and 702d is slightly highef than the value (“0.4”) of
the co-selection data for node 702e and each of the nodes 702a and 702¢c. Therefore, the
updated topic score for node 702e increases slightly towards the topic scores of nodes 702b

and 702d.
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[00126] In Some implementations,' the image classification sﬁbsystem‘ 120 réplaces the
initial topic scores for the nodes 702a-e with the updafed topic scores of FIG. 7B. For
example, the updated topic scores can be used to overwrite the initial topic score values that
were stored ini the table 600 of FIG. 6B. The updated topic scores and fhe co-sele‘ctipri data
are then used to generate additiohal updated topic scores for the nodes, for éxample, by
computing a product of the updated topic scores and the co-selection data. |
[00127] Refein'ng to FIG. 7C, the weighted graph 700 shows the updated topic score for
the hodes 702a-e-after two iterations of the iterative topic score generation process by the
image classification éubsystem 120. The updated topic score of the node 702c has increased
by “0.01” to “0.26.” The updated topic score of the node 702d has ‘increased by “0.01” to
“0.74.” The updated topic score of the node 702¢ has increased by “0.01” to “0.54.” In |
some implementations, the image classification subsystem 120 stops the iterative topic score
.generation when the change in each updated topic score between subsequent iterations is
below a particular threshold, such as “0.01.”

[00128] Referring to FIG. 7D, the weighted graph 700 shows the updated topic scores for
the nodes 702a-¢ after _four iterations of the iterative topic score generation process by the
image classification subsystem 120. The updated topic score of the node 702d has increased
by “0.01” to “0.75.” The updated topic score of the nodes 702a-¢ have each converged
within “0.01” following the fourth iteration. Therefore, the image classiﬁcatidﬁ subsystem
120 stops the iterative topic s'cbre generation process and oufputs the topic scores for the
images represented by the nodes 702a-¢.

[00129]  Alternatively, the image classification subsystem can stop the iterative process
after a threshold number of iterations. The threshold number of iterations can be a function,
for example, of a number of nodes between two particular nodes in the weighted gfaph.
[00130] FIG. 8 is an example process 800 for iteraﬁvely generating topic scores. The
process 800 can be implemcntéd, for example, by the image classification subsystem 120 of
FIG. 1. | |

[00131] Ihitial topic ‘scores are obtained for a group of images (802). In some
implementations, the group of images include images that were co-selected during one or
more user sessions. The initial topic score for each image is a value specifying of a

likelihood that the image belongs to a reference topic. The initial topic scores can be
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obtained, for examplé, based on analysis of the images, text associated with the images
and/or label feedback data for the images, as described with reference to FIG. 2.

[00132] The initial topic scores can be specified for each of the images of a subset of the
iniages. ‘When initial topic scores are specified for each of the images, the values can be
between “0.00” and “1.00,” where a value of “0.00” is indicative of an image that is known
to not belong to the reference topic and a value of “1.00” is indicative of an.image that is
known to belong to the reference topic. o _

[00133] When initial topic Scores are specified for a subset of the images, the subset of
images can include only those images that are known to belong to the reference topic. For
example, each of the images that is known to belong to the reference topic (i.e., a ;eference
image for the feference topic), can have an initial topic value of “1.00” while every other
image has an initial topic value of “0.00.” The initial topic scores can be used to define a
vecfor of tbpid scores, where each initial topic score is a component of the vector.

[00134]  Co-selection data for the group of images is obtained (804).' In some
implementations, the co-selection data specifies a relative selection rate for each pair of
images in the group of images. For example,' if a particular image is selected eight times out
of every 10 selections of anothér image, fhe relative seiect_ion rate for the particular image
relative to the other image can be specified as “0.8.” The co-selection data can be obtained,
for example, based on selection data for user session, as described with reference to FIG. 2.
The co-selection data can be used to define a co-selection matrix, as described above with
reference to FIG. 6B. | _

[00135] Updated topic scores are computed for the group of images (806)'. In some
implementations, the topic score for each image is a reSult of a function of the topic scores
and the co-selection data. For ‘example, a product of a topic score vector and a co-selection
matrix can be computed to generate a topic score vector that specifies updated topic scores
for each of the images. |

[00136] A determination is made whether a stop condition has occurred (808). In some
implementations, the stop condition occurs when changes to each of the updated topic scores
is below a threshold change (i.c., the topic scores converge). The changes to the updated
topic scores can be relative to the topic scores in one or more previous iterations. For

example, the absolute change to each topic score over one iteration or a windowed average
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change over multiple iterations. In other implementations, the stop condition can be the
completion of a threshold number of iterations, as described above. ' |

[00137] When the stop condition has occurred, the group of images are classified based on
the updafed topic scores (810). In some implementations, the images having at least a
threshold topic score are classified as belongihg to the reference topic. In other
implementations, a threshold number of images having topic scores that are among a highest
portion of topic scores are classified as belonging to the reference topic. The highest portion
of topic scores can be, for example, an integer number of highest topic scores or a highest
percentage of topi'c'scores'.

[00138] Images that are classified as belonging to the reference topic are associated with a
label correspondihg to the reference topic (812). In some implementations, the label is
textual data cOrresponding to the reference topic. For ‘éxample, images that are identified as
porndgraphic images can be associated with the text “explicit” or “pornographic.” In other
implementations, images that are identified as belonging to the reference topic can have a
data flag set to a binary value indicating that the image belongs to the topic.

[00139] Several example values for nodes have been described above. - For example,
nodes representing images tha_t belong to the reference topic can be assigned a value of “1.0,”
while nodes representing images that do not belong to the reference class can be assigned an
initial value of “0.0.” Additionally, nodes can be assigned a value that corresponds to the
likelihood that the image represented by the node belongs to the reference topic. While these
values have been provided for purposes of example, other values can be assigned to nodes
that represent images. For example, nodes that represent images belonging to the reference
topic can be assigned a value of “1.0,” while images that do not belong to the reference topic
can be assigned a value of “-1.0.” Si_milarly, alternative values can be assigned to nodes
representing a likelihood that the iinage belongs to the réference topic. The description
above is equally applicable for any‘ manner in which values are assigned to nodes. .

[00140] Embodiments of the invention and all of the functional operations described in
this specification can be implemented in digital electronic circuitry, or in computer software,
firmware, or hardware, including the structures disclosed in this specification and their
structural.equivalents,» or in combinations of one or more of them. Embodiments of the

invention can be implemented as one or more computer program products, i.e., one or more

29



WO 2010/139091 PCT/CN2009/000618
30

modules of computer program instructions encoded on a computer-readable bmedium for
execution by, or. to control the operation of, data processing apparatus.  The
computer-readable medium can be a machine-readable storage device, a machine-readable
storage substrate, a memory device, a composition of matter effecting a machine-readable
'propagated signal, or a _c‘ombination of one or more of them. The term “data processing
apparatus” encompasses all apparatus, devices, and machines for processing data, including
by way of exam"ple' a pfogramrriable processor, a computer, or multiple processors or
computers. The apbaratus can include, in addition to hardware, code that creates an
execution environment for .the computer program in question, e.g., code that constitutes
processor firmware, a protocol stack, a database management system, an operating system, or
a combination of one or more of them. AA propagated signal is an artificially generated signal,
e.g., a machine-generated electrical, optical, or electromagnetic signal, that is generated to
encode information for transmission to suifable receiver apparatus. |

[00141] A computer program (alsd known as a program, software, software application,

script, or code) can be written in any form of programmmg language including compxled or
interpreted languages, and it can be deployed in any form, 1nclud1ng as a stand-alone
program or as a module, component, subroutine, or other unit suitable for use in a computing
environment. A é’omputer program does not necessarily correspond to a file in a file system.
A program can be stored in a portion of a file that holds other programs or data (e.g., one or
more scripts stored in a markup language document), in a single file dedicated to _the program
in question, or in multiple coordinated files (e.g., files that store one or more modules,
sub-programs, or portions of cc;de). A computer program can be deployed to be executed on
one computer or on multiple computers that are located at one site or distributed across
multiple sites and interconnected by a communication network.

[00142] The processes and logic flows described in this spemﬁcatlon can be performed by
one or more programmable processors executing one or more computer programs to perform
functions by operating on input data and generating output. The processes and logic flows
can also be performed by, and apparatus can also be implemented as, épecial purpose logic
circuitry, e.g., an FPGA (field programmable gate array) or an ASIC (application-speciﬁc

integrated circuit).
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[00143] * Processors suitable for the execution of a corriputer program inélude, by way of
example, both general and special purpose microprocessors, ahd any one Or more processors
of any kind of digital .computer. Genefallyv, a processor will receive instructions and data
from a read-only memory or a random access memory or both. The essential elements of a
computer are a processor for performing instructions and one or more memory devices for
storing instructions and data. Generally, a computer will also include, or be operatively
coupled to receive data from or transfer data to, or both, one or more mass storage devices
for storing data, e.g., magnetic, magneto-optical disks, or optical disks. However, a
compufer need not have such devices. Moreover, a computer can be embedded in another
device, e.g., a mobile telephone, a personal digital assistant (PDA), a mobile audio player, a
Global Positioning System (GPS) receiver, to.name just a few. Computer-readable media
suitable for storing computer program instructions and data include all forms of non-volatile
memory, media and memory devices, including by way of example semiconductor memory
devices, e;g., EPROM, EEPROM, and flash memory devices; magnetic disks, e.g., internal
hard disks or removable disks; magneto-optical disks; and CD-ROM and DVD-ROM disks.
The processor and the mémory can be supplemented by, or incorporated in, special purpose
logic circuitry. | | ‘

[00144] To provide for interaction with a user, embodiments of the inventiori can be
implemented on a computer having a display device, e.g., a CRT (cathode ray tube) or LCD
(liquid crystal display) monitor, for displaying information to the user and a keyboard and a
pointing device, e.g., a mouse or a trackball, by which the user can provide input to the
corhputer. Other kinds of devices can be used to provide for interaction with a user as well;
for example, feedback provided to the user can be any form of sensory feedback, e.g., visual
feedback, auditory feedback, or tactile feedback; and input from the user can be received in
any form, including acohstic, speech, or tactile input. ' 7
[00145] Embodiments of the invention can be implemented in a computing system that
includes a back-end component, e.g., as a data server, or that includes a middleware
component,.€.g., an application server, or that includes a front-end component, e.g., a client
computer having a graphical user interface or a Web browser through which a user can
interact with an implémentation of the invention, or any combination of one or more such

back-end, middleware, or front-end components. The components of the system can be

31



WO 2010/139091 PCT/CN2009/000618
32

interconnected by any form or medium of digital data communication, e.g., a communication
network. Examples of communication networks include a local area network (“LAN”) and a
wide area network (“WAN”), e. g.; the Internet.
[00146] The computing system can include clients and servers. A client and server are
generally remote from each other and typically interact through a communication network.
The relationship of client and server arises by virtue of computer programs runmng on the
A respective computers and having a client-server relationship to each other
[00147] While this specification contains many specifics, these should not be construed as
limitations on the scope of the invention or of what may .be claimed, but rather as
descriptions of features specific to particular embodiments of the invention. "Certain features
that are described in this specification in the context of separate embodiments' can also be |
implemented in combination in a single embodiment. Conversely, various features that are
described in the context of a single embodiment can also be implemented in multiple
~ embodiments separately ‘or in any suitable subcombination. Moreover, although features
may be desoribe(i above as acting in certain combinations and even initially claimed as such,
one or more features from a claimed combination can in some cases be excised from the
combination, and the claimed combmation may be directed.to a subcombmatlon or variation
of a subcombination.
[00148] Similarly, while operations are depicted in the drawings in a particular order, this
should not be understood as requiring that such operations be performed in the particular
order shown or in sequential order, or that all illustrated operations be performed, to achieve
desirable results. In certain circumstances, multitasking and parallel processing may be
advantageOus. Moreover, the separation of various system components in the embodiments
described above should not be understood as requiring such separation in all embodiments,
and it should 'be understood that the described program components and systems can
generally be integrated together in a single. software product or packaged into multiple
software products.
[00149_] Thus, particular embodiments of the invention have been described. Other
embodiments are within the scope of the following claims. For example, the actions recited

in the claims can be performed in a different order and still achieve desirable results.
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CLAIMS

What is claimed is: -
1. A computer-implemented method, comprising: _

obtaining a reference label for a reference image, the reference label being a label that
spéciﬁes a first topic to which the reference image belongs;

identifying, in a data processing system, user sessions duringv which the reference
image was selected for presentation, each user session being a period for which selections of
images are associated into a session set;

identifying, in the data processing system, co-selected images for the reference image
that were selected for presentation during the user sessions, a co-selected image being an
image that is selected subsequent to selection of the reference image;

for each co-selected image, generating, in the data processing system, a topic score -
based on a frequency of selection of the co-selected imagé for the reference image, the topic
score representing a measure of relevance of the co-selected image to the first topic; and

labeling co-selected images having topic scores that satisfy a threshold topic score as

belonging to the first topic.

2. The method of claim 1, further comprising:

identifying, for a user session, a first time of selection for the reference image;
identifying subsequent times of selection for co-selected images selected during the user
session; and

identifying, as co-selected images, only images having subsequent times of selection
that are within a threshold time period relative to the first time of selection, wherein the user

session has a session time period and the threshold time period is less than the session time

period.

3. The method of claim 1, wherein identifying the co-selected images comprises:

33



WO 2010/139091 PCT/CN2009/000618
34

representing, in the data processing system, the reference image and the co-selected
images as nodes in a weighted graph; each node being connected to other nodes by weighted
edges representing sequential selections of the images represented by the node and the other
nodes; and . o ' ’ | _

wherein the topic score for each co-selected image is generated based on thé weighted -

edges..

4. The method of claim 3, wherein a weighted edge connecting a pair of nodes has a weight
that is indicative of a number of sequential selections of images represented by the pair of

nodes.

5. The method of claim 4, wherein each weighted edge has directional components indicating
a source image and a destination image, the source image being an image that was selected

for presentation prior to the destination image being selected for presentation.

6. The method of claim 5, wherein each directional component of a weighted edge is

independently weighted.

7. The method of claim 3, wherein generating a topic score comprises:
for each co-selected image, identifying a weighted edge that connects a node
representing the reference image to a node representing the co-selected image; and

generating the topic score based on a weight of the weighted edge.

8. The method of claim 3, wherein generating a topic score comprises:'

for each co-selected image, identifying two or more weighted edges that connect a
node representing the referencé image to a node representing the co-selected image through
one or more additional nodes; and }

generating the topic score based on a function of edge weights corresporiding to the

weighted edges.
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9. The method of claim 8, wherein generating the topic score based on a function of edge
weight comprises generating the topic score based on a function of edge weights, each edge
weight being scaled based on a number of nodes between the weighted edge and the node

representing the reference image.
10. The method of claim 1, wherein the topic is indicative of pornographic content.

1 1 The method of claim 1, further comprising:

receiving image search results responsive to a query that is classified as belonging to
a second topic that is different than the first topic; and | |

filtering the image search results to remove references to images having labels that

indicate that the images belong to the first topic.

12. The method of claim 1, further comprising:.

receiving image search results responsive to a query that is classified as belonging to -
~ a second topic that is different than the first topic; and
reordering the image search results when the image search results include references

to images having labels that indicate that the images belong to the first topic.

13. The method of claim 1, wherein generating a topic score comprises:

obtaining'initiél'topic scores for the co-selected images, each initial topic score being
an initial relevance measure of the image to the first topic; V

obtaining co-selection data for the co-selected images, the co-selection data

, specifyirig selections of the co-selected images relative to selections of the reference image

or other co-selected images;

computing an updated topic score for the co-selected images based on a function of
the initial topic scores and the co-sélection da_ta;

determining whether a stdp condition has occurred;

when the stop condition has not occurred, computing additional updated topic scores

based on the co-selection data and previously computed updated topic scores;
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‘when the stop condition has occurred, classifying the co-selected images based on the
updated topic scores; and

wher_e_in. the vlabeling_ is based on the updated topic scores.

14. A system, comprising: -

a data store storing a referénce label for a reference image and user session data for a
plurality of ﬁser sessions, the reference label beihg a label that specifies a first topic to which
the reference image belongs, the user session dafa specifying selections of images during the
plurality of user sessions; and -

an.image classification subsystefn comprising at least one processor configured to
identify co-selected images for the reference imagé, generate topic scores that represents a
measure of relevance for each of the co-selected images to the topic, and label the co-selected
images having topic scores that satisfy a threshold topic score as belonging to the first topic,
the co-selected images being images that were selected for presentation subsequent to
selection of the reference image during the user sessions and the topic scores being based on

frequencies of selection of the co-selected images.

15. The system of claim 14, wherein the image classification subsystem is further configured
to identify, for a user session, a first tirﬁe of selection for the reference image and subsequent
times of selection for co-selected images, wherein the co-selected images are only images
having subsequent times of selection that are within a threshold time period relative to the

first time of selection.

16. The system of claim 14, wherein the image classification subsystem is configured to
identify co-selected images based on a weighted graph in which the image classification
subsystem represenfs"the reference image and the co-selected images as nodes in the
weighted graph, .each node being conhected to other nodes by weighted edges representing
sequential selectibn_s of the images represented by the nodes connected by the Weighted

edges.
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17. The system of claim 16, wherein the image classification subsystem generates the topic
scores for the co-selected images representéd by nodes in the weighted graph based on the

- weighted edges for the nodes representing the co-selected images.

18. The system of claim 16, wherein each weighted edge connecting a pair of nodes has a
weight indicative of a number of sequential selections of images represented by the pair of

nodes.

19. The system of claim 18, wherein each weighted edge has a directional component
indicating a source image and a destination image, the source image being an image that was

selected for presentation prior to the destination image being selected for presentation.
20. The system of claim 14, wherein the topic is indicative of pornographic content.

21. The system of claim 14, wherein the image classification subsystem is further configured
to receive image search results responsive to a query identified as belonging to a second tOpié
different than the first topic and filter the image search results to remove references to images

having labels that indicate that the images belong to the first topic.

22. The system of claim 14, wherein the image classification subsystem is further configured
to receive image search results responsivé to a query identified as belonging to a second topic
different than the first topic and adjust a presentation position in which images having labels

corresponding to the first topic are referenced.

23. A computer readable medium encoded with a computer program comprising instructions
that when executed operate to cause a computer to perform operations: '

obtaining a reference labél for a reference image, the reference label being a label
that specifies a first topic to which the reference image belongs;

identifying, in a data processing system, user sessions during which the reference -
image was sel_ected'.fér presenfation, each user session being a period for which selections of

images are associated into a session set;

37



WO 2010/139091 PCT/CN2009/000618
38

identifying, in the data processing system, co-selected images for the reference image
that were selected for presentation during the user sessions, a co-selected image béing an
image that is selected subsequent to selection of the reference image;
for each co-selected image, generating, in the data processing system, a topic score
- based on a frequency of selection of thé co-selected image for the reference image, the topic
score representing a measure of relevance of the co-selected image to the first topic; and
labeling co-selected images having topic scores that satisfy a threshold topic score as

belohging.to the first topic.

24. The computér readable medium of claim 23, wherein the operation generating a topic
-~ score includes the operations: , |
| obtaining initial topic scores for the co-selected images, each initial topic score being

an initial relevance measure of the image to the first topic; -

obtaining co-selection data: for the co-selected images, the co-selection data
specifying selections of the co-selected images relative to selections of the reference image
or.other co-selected images; |

computing an updated topic score fd_r the co-selected images based on a function of
the initial_t_opic scores and the co-seleqtion data;

determining whether a stop condition has occurred;

when the stop condition has not occurred, computing additional updated topic scores
based on the co-selection data and previously computed updated topic scores;

when the stop condition has occurred, classifying the co-selected images based on the
updated topic scores; and

wherein the labeling is based on the updated topic scores.
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