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ABSTRACT

A system and method as described for compiling feedback in
command statements that relate to applications or services
associated with spatial objects or features, pointing at such
spatial object or feature order to identify the object of interest,

and

executing the command statements on a system server

and attaching feedback information to their representation of
this object or feature in a database of the system server.
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SYSTEM AND METHOD FOR INITIATING
ACTIONS AND PROVIDING FEEDBACK BY
POINTING AT OBJECT OF INTEREST

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application is a continuation of U.S. patent
application Ser. No. 12/645,231, entitled “System and
Method for Initiating Actions and Providing Feedback by
Pointing at Object of Interest”, filed Dec. 22, 2009, which
claims the benefit under 35 U.S.C. §119(e) to U.S. Provi-
sional Application No. 61/139,843, filed Dec. 22, 2008
entitled “System and Method for Providing Feedback by
Pointing at Object of Interest,” the entire contents of which
are incorporated herein by reference.

FIELD OF INVENTION

[0002] The present invention relates generally to systems
and methods for providing feedback relating to spatial
objects, elements, or functional artifacts related to spatial
objects, and controlling actions or services that are performed
in a functional dependency of the spatial object. More spe-
cifically, the present invention relates to distributed systems
and methods that initiate or manipulate activities and ser-
vices, bookmark, or attach comments, hyperlinks, ratings, or
multimedia to representations of the spatial objects in data-
base systems, by pointing at the spatial object or feature of
interest in the real-world.

BACKGROUND OF THE INVENTION

[0003] Geotagging and Geoblogging are increasingly
popular techniques for attaching location information to vari-
ous types of media. Geotagging, sometimes also referred to as
Geocoding, is the process of adding geographical identifica-
tion metadata to media such as websites, RSS (“Rich Site
Summary”) feeds, or images, typically, in the form of geospa-
tial metadata. However, there are some differences between
Geotagging and Geocoding. Generally, Geotagging informa-
tion associated with a location consists of latitude and longi-
tude coordinates, which also may include altitude, bearing,
and place name information. Geocoding, on the other hand,
refers to the process of taking non-coordinate based geo-
graphical identifiers, such as a postal address, and assigning
geographic coordinates to them (or vice versa).

[0004] Geotagging media assists system users to find a
wide variety of location-specific information. For example, a
system user can find images taken near a given location by
entering latitude and longitude coordinates into a Geotag-
ging-enabled image search engine. Geotagging-enabled
information services also can potentially be used to find loca-
tion-based news, websites, or other resources.

[0005] Geoblogging, in contrast to geotagging, attaches
specific geographic location information to blog entries. The
geographic location information is typically identified by
geotags, which usually consist of latitude and longitude infor-
mation. Searching a list of blogs and pictures tagged using
geotag technology allows system users to select areas of
specific interest to them on interactive maps.

[0006] Similar to geotagging and geoblogging, the use of
“pointing at” technology allows system users to point out
spatial objects and features in order to retrieve information
related to them stored in a database. This technology is
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becoming increasingly popular predominantly in domains,
such as location-based services (“LBS”) or gaming.

[0007] The current generation of handheld devices, such as
cellular phones and personal digital assistants (“PDAs”),
include all of the components and sensors required to derive
the system user’s position and direction of pointing, as well as
the modules for wireless communication with information
storing databases. These components, together with a three-
dimensional representation of the environment in a database,
enables the identification of spatial objects or features simply
by pointing at them.

[0008] Generally, conventional pointing technology meth-
ods retrieve information about the object being pointed at;
however, there is no two-way communication between the
system user and spatial objects. Establishing a bi-directional
communication channel between a system user and spatial
objects will allow interaction between the system user and the
environment, and lead to more efficient and effective use of
information and services associated with spatial objects or
features in the environment around the system user of a hand-
held or other device.

SUMMARY OF INVENTION

[0009] The system and method of the present invention is
directed to compiling feedback and/or command statements
that relate to applications or services associated with spatial
objects or features, pointing at spatial objects or features in
order to identify the object of interest, and executing a com-
mand statement on a system server or attaching the feedback
to the representation of the object or feature in a system
database on a system server.

[0010] Feedback, according to the present invention,
includes all forms of system user input, including, but not
limited to, hyperlinks, comments and anecdotes, ratings, tags,
keywords, images and sketches, audio or voicenotes, and
videos that relate to the spatial object or feature of interest.
Command statements, according to the present invention,
include all types of actions, as long as such actions relate to
appliances, applications, or services on the system server
used to relate information to and with the spatial object or
feature of interest. Command statements include, but are not
limited to, bookmarking objects of interest, launching appli-
cations or services related to the object or feature, or configu-
ration statements that relate to the state of any application or
appliance associated with the object or feature. Applications
as used herein, include but are not limited to, information
systems, database management systems, web applications,
dedicated and embedded applications, and any other tool that
functions and is operated by a computer. Appliances as used
herein, include but are not limited to, automated teller
machines, meters, automated systems for doors, lights and
displays, household devices, and other electrical and
mechanical instrument or apparatus designed or used as a
means to a specific end. And services as used herein, include
but are not limited to, web services, bookmarking and regis-
tration services, electronic counter services, automated teller
services, vending and ticketing services, and any other soft-
ware system designed to support interoperable machine-to-
machine interaction over a network.

[0011] According to the present invention, an object of
interest is identified by a system user by pointing at it. By
doing this, the system user’s position and direction of point-
ing are used to create a ray in three-dimensional space, which
is then intersected with a two-dimensional projection of the
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system user’s current scene. In this scene, the object being
pointed at is subsequently identified and used as a dispatcher
to associate functional units on the system server. The two-
dimensional projection of the current scene is generated from
a representation of the environment stored in a database on
the system server. This representation of objects or features
that define the environment on the system server is linked to
information, applications, services, appliances, and other
functional units that relate to individual objects or features.

[0012] The system client according to the present invention
consists of a user interface that allows the system user to
select command statements or compile feedback in any form,
such as hyperlinks, ratings or comments, or multimedia.
Feedback may be provided for any object, feature, service, or
function as long as it is associated with corresponding objects
or features existing in geographic space. Examples of feed-
back include comments about museums, photos of monu-
ments, videos of buildings, bridges, roads, etc., but also audio
tags for food or service in a restaurant, notes of problems
associated with some traffic element (hidden highway speed
sign), or even personal comments about experiences or hap-
penings associated with other spatial objects or features.
Feedback also may be tailored to suit specific sites or exhibi-
tions that are displayed only for a short period of time, but
wish to collect feedback about performance or preference of
displayed items or artists.

[0013] Command statements may be presented for selec-
tion to a system user in various forms, such as, for example,
buttons on a user interface or menu items. Command state-
ments may be addressed directly to appliances, applications,
or services linked with spatial objects or features in the real-
world through corresponding associations with the represen-
tations of these spatial objects or features on the system server
or in the system database. Examples of command statements
of'this type are (i) switching on and off the light of a building
by simply pointing at the building in the real-world, (ii) reg-
istering the real-world object with a social bookmarking ser-
vice by pointing at the object in the real-world, or (iii) start-
ing, stopping, or pausing a virtual service running on a system
server, but associated with the representation of the spatial
object or feature by pointing at the spatial object or feature in
the real-world.

[0014] A system client, typically a mobile device, is
adapted for wireless communication with a virtual system or
database that contains spatial objects and features represent-
ing the system user’s environment and links to associated
functional units. In order to identify the spatial object or
feature of interest on the system server, the system client
includes modules for acquiring position information, e.g.,
GPS for outdoor positioning or WLAN (“wireless local area
network™) triangulation for indoor positioning, as well as
directional information, i.e., electronic compass, pitch, and
yaw.

[0015] In operation, the system user points at the spatial
object or feature of interest in order to collect current position
and direction information. This information is then, together
with the command statement or system user-generated feed-
back and contextual information, sent to the system server. At
the system server, it is separated into appropriate segments.
These segments are used to (i) identify the spatial object or
feature of interest, (ii) identify the type of command or feed-
back, and (iii) dispatch the command to the associated execu-
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tion unit or attach the feedback to the representation of the
spatial object or feature of interest stored in the system data-
base.

[0016] The following are representative examples of the
present invention:

[0017] As a first example, if Person A is having dinner in
Restaurant C and the dinner is delicious, Person A may want
to share the experience with others. Currently, Person A’s
options are limited to (i) informing the restaurant owners
about the great dining experience by orally telling them, or
sending letter or e-mail, (ii) accessing the Internet at home or
somewhere else and posting a comment about the great dining
experience at Restaurant C, for example, by looking up the
Restaurant C’s webpage and posting a comment in the guest-
book, or (iii) posting a blog about the experience.

[0018] The present invention enables system users, such as
Person A, to stand in front of the restaurant, like Restaurant C,
type comments or a note on their handheld device about the
great dining experience, and point at Restaurant C in order to
submit the comments or note to the system server. At the
system server, the message containing the comments or note
is separated into pointing information from which the object
is identified, and the system user’s comments or note are then
attached to the spatial object or feature of interest. The infor-
mation about the spatial object or feature of interest is subse-
quently available for everybody consulting the web or point-
ing at this object or feature in the field in order to retrieve
information about the object or feature.

[0019] A second example relates to real estate and home
shopping. Person K is exploring a neighborhood in search of
a new home. While exploring the neighborhood, Person K
keeps notes on homes that are for sale. Some of the homes are
more interesting than others and in order to keep notes and
prepare for meetings with various real estate agents, Person K
tediously writes down the corresponding addresses, along
with the phone numbers of agents. Using the present inven-
tion, Person K would simply point at the building of interest
and register it with a bookmarking service, without having to
write down anything at all. Back at home, Person K could use
the bookmarking service to generate a list of addresses for the
bookmarked homes or a list of phone number of agents that
are in charge of the bookmarked homes.

[0020] The present invention combines pointing, geotag-
ging, and geoblogging in order to define a novel system and
method, which enables system users to add information or
media to a spatial object or feature in the database, rather than
just attaching geographic location information to media. As
such, the present invention differs from geotagging and geob-
logging in anumber of ways, these include, but are not limited
to, not attaching location information to specific media, but
attaching the media to the representation of the spatial object
or feature in the database simply by pointing at the spatial
object or feature in the real-world. Moreover, the present
invention extends geotagging and geoblogging by allowing
system users to address objects or features within the system
user’s field of view by pointing at the reference object or
feature, and attaching information about this object or feature
to its representation stored in a system database.

[0021] The present invention further extends social book-
marking services by a method that allows bookmarking
objects or features within the system user’s field of view
simply by pointing at the object or feature. The present inven-
tion extends spatial interaction with real-world objects or
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features by a pointing mechanism enabling interaction
between system users and representations of real-world
objects or features.

[0022] The present invention enables system users to
execute commands associated with the representations of
spatial objects or features on a system server by pointing at
their counterpart in the real-world. The present invention
extends remote control of services or appliances by allowing
the control and management of appliances, applications, or
services by pointing at the object or feature in the real-world.
[0023] The present invention will be described in greater
detail in the remainder of the specification referring to the
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0024] FIG. 1 shows a block diagram of a representative
system for carrying out the present invention.

[0025] FIG. 2 shows a representative flow diagram for car-
rying out the method of the present invention.

[0026] FIG. 3 shows a representative user interface for a
system client for providing feedback about a specific spatial
object or feature of interest.

[0027] FIG. 4 shows a representative diagram relating to
HERE and THERE locations.

[0028] FIG. 5 shows a representative example of a visual
scene which system users may use to provide feedback by
pointing.

[0029] FIG. 6 shows a representative example of levels
associated with spatial objects and features to which system
user-generated feedback may be attached.

[0030] FIGS. 7A and 7B show representative examples of
pointing at different elements of a building for attaching
system user-generated feedback information.

[0031] FIG. 8 shows a representative example of elements
of a building to which system user-generated feedback may
be attached.

DETAILED DESCRIPTION OF THE INVENTION

[0032] The system and method of the present invention are
for compiling feedback or command statements that relate to
applications or services associated with spatial objects or
features, pointing at spatial objects or features in order to
identify an object or feature of interest, and executing the
command statement on a system server or attaching the feed-
back to a representation of this object or feature in a system
database on a system server.

[0033] FIG. 1, generally at 100, shows a general overview
of'the system of the present invention. FIG. 1 also shows the
general information data flow among the elements of the
system of the present invention. Further, FIG. 1 shows the
basic workflow according to a method of the present inven-
tion, which will be described in greater detail subsequently.

[0034] Referringto FIG. 1, system 100 of the present inven-
tion is shown in relation to the real-world 102. The real-world
102 represents a visual scene that would be viewed by the
system user. System 104 includes system client 106, system
server 108, and storage and execution environment 110. As
shown at 102, System User 124 will be located in environ-
ment 122 and will see visual scene 120 which is part of
environment 122. Visual scene 120 includes one or more
spatial objects 126 that may be pointed at by System User
124.
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[0035] As stated, system 104 includes system client 106,
system server 108, and storage and execution environment
110. System User 124 interacts directly with system client
106 that includes User Interface and Feedback Editor 132,
and Positioning and Pointing Modules 134. System User 124
principally interacts with system client 106 at User Interface
and Feedback Editor 132. When System User 124 points
system client 106 at spatial object 126, Positioning and Point-
ing Modules 132 can determine the position of the specific
spatial object or feature being pointed at and supplies this
information to User Interface and Feedback Editor 132 for
display to System User 124 that will relate to the identifica-
tion of the pointed at object or feature.

[0036] System server 108 receives mapped information
relating to environment 122 in which System User 124 is
located. More specifically, system server 108 at 136 receives
three-dimensional (3-D) representation information about
environment 122 based on the location and pointing direction
of system client 106. The geographic location may be pro-
vided to system server 108, by, for example, a GPS sensor
associated with system client 106. Other methods of deter-
mining environment scene may be used and still be within the
scope of the present invention.

[0037] The three-dimensional representation of environ-
ment 122 at 136 is provided to Scene Generator and Object
Identification 140. User Interface and Feedback Editor 132
sends system user requests for identification of spatial objects
or features of interest being pointed at by System User 124 to
Command Parser and Feedback Processor 138. Command
Parser and Feedback Processor 138 determines if the request
is a command statement only or whether there is a feedback
statement as part of the request. Command Parser and Feed-
back Processor 138 transmits command statements to User
Information and Interaction Engine 142 and feedback state-
ments to Scene Generator and Object Identification 140.

[0038] Scene Generator and Object Identification 140 pro-
vides the identity and likelihood of the accurate identification
of objects or features of interest to Feedback Linker and
Command Dispatcher 144. The purpose of Feedback Linker
and Command Dispatcher 144 is to dispatch system user
generated feedback or actions to the executing instance for
objects or features of interest in Storage and Execution Envi-
ronment 110, and/or to generate feedback for the separate
system user in case of inaccurate object or feature identifica-
tion. Feedback Linker and Command Dispatcher 144 sends
system user-generated feedback to system database 146 for
linking with stored information relating to spatial objects or
features, and commands to be executed by appliances, appli-
cations, and services at 146. Feedback Linker and Command
Dispatcher 144 also sends information to Command Parser
and Feedback Processor 138 and informs User Information
and Interaction Engine 142 of the performance of the object
identification process, and the success, failure, or state of
dispatching and linking system user generated feedback and
commands to the corresponding instance. User Information
and Interaction Engine 142 sends information about the out-
come of object or feature identification, and/or dispatch and
linking operations to User Interface and Feedback Editor 132.
Certain of this information will be displayed on the user
interface of User Interface and Feedback Editor 132. For
example, User Interface and Feedback Editor 132 may dis-
play the success or failure of object or feature identification,
state of feedback linking, and/or progress of command execu-
tion. Other information may be sent from User Information
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and Interaction Engine 142 to User Interface and Feedback
Editor 132 for the display and still be within the scope of the
present invention.

[0039] As stated, Feedback Linker and Command Dis-
patcher 144 sends system user-generated commands and, if
necessary, the object or feature identity information to appli-
ances, applications, and services 148. By way of example
only, appliances, applications, and services, include, but are
not limited to, electronic-mechanical devices controlled
within the scope of the object or feature of interest (e.g.,
automated door opener), software applications associated
with the object of interest (e.g., electronic meters), and dedi-
cated or generic bookmarking or registering services. Other
appliances, applications, and services may apply and still be
within the scope of the present invention.

[0040] It is understood that the elements of system server
108 may be separate modules or integrated into one or more
modules and still be within the scope of the present invention.
Itis also understood that the elements of client serve 106 may
be separate modules or integrated into one or more modules
and still be within the scope of the present invention. It is
further understood that the elements of Storage and Execu-
tion Environment 110 may be separate modules or integrated
into one or more modules and still be within the scope of the
present invention.

[0041] Referring to FIG. 2, shown generally at 200, the
steps of the method of the present invention will be described.
In describing the steps of the present invention according to
FIG. 2, reference also will be made to FIGS. 1 and 3.

[0042] Generally, Step 1 at 202 is for inputting pointing
information for object or feature identification along with
command statements or feedback associated with a spatial
object or feature of interest. This is performed by the system
user selecting a command statement or generating feedback
by entering specific information using user interface (“UI”)
of system client 106, such as in User Interface and Feedback
Editor 132 (FIG. 1). The UI is adapted such that the system
user can insert multiple or just specific types of commands or
feedback. Examples of command statements are (i) “start,”
“stop,” “pause applications or services,” (ii) “bookmark
items,” or (iii) configuration statements. The purpose of com-
mand statements with regard to appliances, applications, or
services is to control, manipulate, and/or inform these enti-
ties. The command statements that are provided are by way of
example and not of limitation. It is understood that other
command statements may be used and still be within the
scope of the present invention. Examples of feedback include,
but are not limited to, hyperlinks or URLSs, ratings, comments,
tags, keywords, or all types of media items, or a combination
thereof, depending on the scope and purpose of the situation.
[0043] Preferably, command statements may be selected by
the system user from drop down lists or menu items placed on
the UI, or typed by the system user on a console interface on
system client 106. Feedback generation, however, is prefer-
ably carried out using an application-specific system user
interface. An example of an application-specific system user
interface for feedback generation is shown in FIG. 3 generally
at 300.

[0044] Referring to FIG. 3, a preferable application-spe-
cific system user interface is shown at 300 for providing
feedback about specific spatial objects or features. Applica-
tion-specific system user interface 300 will enable the system
user to add different types of feedback. In FIG. 3, the interface
titled “Feedback by Pointing” is shown at 302. This interface

Oct. 2,2014

is shown with four sections. The first is hyperlink section 306;
the second is rating section 308; the third is comment section
310; and the fourth is multimedia section 312. It is understood
that there may be more or less than four sections associated
with the interface and still be within the scope of the present
invention.

[0045] At the bottom of the system user interface 300 is
button 304 for uploading to system server 108, system user
generated feedback relating to the spatial object or feature
being pointed at. The activation of this button will be
described in greater detail subsequently.

[0046] Referring to hyperlinked section 306, the system
user can enter hyperlinks with regard to the spatial object or
feature being pointed at. For example, if the system user is
reading the menu posted outside of a restaurant where the
system user has enjoyed a meal, system user could enter the
hyperlink ofthe restaurant on the menu in hyperlinked section
306. In FIG. 3, there are four spaces provided for entering
hyperlinks. It is understood that there may be a more or less
and than four spaces provided for entering hyperlinks and still
be within the scope of the present invention.

[0047] At rating section 308, the system user can enter
ratings about an object or service based on his/her experience.
It is noted that rating section 308 provides spaces for rating an
object or service with a “Rating A,” “Rating B,” or “Rating
C.” It is understood that more than these three ratings may be
used and still be within the scope of the present invention.
[0048] Comment section 310 is used by the system user to
input any comments he/she has relating to the spatial object or
feature. The comments may be confined to the area provided
or unlimited with a scrolling screen to capture the full extent
of'the system user’s comments.

[0049] Multimedia section312is used by the system user to
input multimedia associated with the object of interest. This
may include lists of pictures, videos, voice notes, or other
multimedia sources of information that may be available that
relate to the object or feature. In order for the system user to
add pictures, he/she will activate button 314 for picture down-
load. Similarly, the system user would activate button 316 for
adding videos and button 318 for adding voice notes. If there
are other types of multimedia source information to be added
via the interface, there would be a button made available on
interface for that purpose. Although only three buttons for
adding multimedia information are shown for adding multi-
media information, namely buttons 314, 316, and 318, it is
understood that more or less than three buttons for adding
multimedia information may be available on interface and
still be within the scope of the present invention.

[0050] After system user has entered the feedback informa-
tion about the spatial object using interface 300, and wants to
link it to a representation of the spatial object or feature in the
system server database, he/she points at the object or feature
of'interest and activates point@it button 304. This will upload
the feedback information to system server 108. It is also
understood that the system user can point the device having
application-specific system user interface 300 at the object of
interest before compiling the feedback data and it will still be
in the scope of the present invention.

[0051] Referring to FIG. 1, when point@it button 304 is
activated, system client 106 connects to Positioning and
Pointing Module 134 and extracts system client 106’s (i)
position in latitude, longitude, altitude, or according to X, v,
and z positioning in an X, y, and z coordinate system, and (ii)
direction in yaw and pitch. These measurements together



US 2014/0294234 Al

with the system user feedback or command statement are then
submitted as a “request” to the system server for further
processing. The request that includes the system user gener-
ated feedback or command statement and is sent from system
client 106 to system server 108. Preferably, the request will
include at least the following components that are in BNF
(“Backus Naur Form™) notation:

<Request™> ::=
<Context>
(<Feedback> | <Command__Statement>)
(<HERE__Location> | <THERE_ Location>)
<Context> ::=
<Personal>
<Infrastructure>
<Environmental>
<Temporal>
<Personal> ::=
<Infrastructure> :: =
<Environmental> :: =
<Temporal>:

‘User ID, Name, Age, Gender, Interests, etc.’
‘Type of network, bandwidth, etc.”

‘Weather, Noise, other sensory input’

‘Date, Time, User’s path to this location, etc.’

<Feedback> ::
<URI> [<URI>] |
<Comment> [<Comment>] |
<Tag> [<Tag>] |
<Keyword> [<Keyword>] |
<Rating> [<Rating>] |
<Multimedia> [<Multimedia>]
<URI>:= ‘any URI”
<Comment> ::= ‘any Comment or application-specific
scheme-based Comment’
<Rating> 1= ‘any Rating or application-specific
scheme-based Rating’
<Tag> = ‘any Tag that is associated with the object’
<Keyword> ::= ‘any Keyword that is associated with the

object’
<Multimedia> ::= ‘any list of multimedia items or files’
<Command__Statement> ::=
<Command > <Option> [<Option>]]

[
[<Command > [<Option> [<Option>]]]
<Target> [<Target>]
<Command> ::= ‘any command associated with object, e.g.,

start, stop, pause, configure’

<Option> ::= ‘any option associated with command, e.g.,
time stamp’

<Target> ::= ‘target appliance, application, or service, e.g.,
bookmarking service’

<HERE Location> ::= ‘user’s current position identifying feature of

interest’
‘pointing data for identification of object of
interest’

<THERE Location> ::=

[0052] Referring to the feedback statement shown above,
there are three principal components of the statement. These
components are the (i) Context, (ii) Feedback or Command
Statement, and (iii)) HERE or THERE Location.

[0053] The Context component sets forth a set of properties
that describe the identity and interests of the system user, as
well as the personal, infrastructure, environmental, and tem-
poral characteristics under which the feedback statement was
compiled and submitted to system server 108.

[0054] The Feedback component of the feedback statement
consists of any URL, comment, rating, document, multime-
dia, or other piece of information that the system user wants
to attach to the object of interest. Preferably, the Command
Statement component is a three-valued statement that
includes information about what target appliance, applica-
tion, or service that needs to be manipulated when pointing at
anobject or feature, and related options. In referring to related
options, it is understood to mean optional commands for
refining parameters or attributes, such as additional command
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attributes (e.g., user name), control parameters (e.g., safe
execution only), or time-dependent execution (e.g., now or a
specific date/time).

[0055] The HERE or THERE Location component
includes information that is required for identifying an object
or feature of interest. A HERE Location refers to a spatial
object or feature located at the system user’s current location.
A THERE Location refers to a spatial object or feature that is
located at a distant position. This is shown graphically in FIG.
4.

[0056] Referring to FIG. 4, generally at 400, HERE and
THERE Locations will be described in detail. System User
402 is standing at system user position 406. This position
would have a latitude, longitude, and altitude. A predeter-
mined distance around a system user’s position defines
HERE Location 404. If a spatial object, such as stop sign 408,
is located at the HERE Location 404, it could be identified by
the system server as an object at the HERE Location. It is
understood that the definition of the size of the HERE Loca-
tion may be larger or smaller and cover a shape that is differ-
ent from what is shown in FIG. 4 and still be within the scope
of the present invention.

[0057] Againreferring to FI1G. 4, if system user 402 desires
to identify a distant object or feature of interest, such as
building 414, system user 402 at HERE Location 404 would
point system client 106 in direction 410 toward building 414.
Distant building 414 would be located at THERE Location
412.

[0058] Again referring to FIG. 2, Step 2 at 204 provides for
the generation of a two-dimensional (2-D) representation of
the system user’s visual scene from the three-dimensional
(3-D) model of the environment surrounding the system user.
In contrast to HERE Location 404 in FIG. 4, THERE Loca-
tion 412 uses a different method for identification. The
method by which distant objects of interest are identified is to
generate a 2-D digital scene from the representation of the
environment stored in the system database 146 of storage and
execution environment 110 (FIG. 1). This digital scene will
represent the system user’s current field of view. Within the
scene, the system and method of the present invention will
intersect a ray defined by the system user’s current position
and pointing direction with the spatial object or feature within
the scene. This will result in the identification of objects or
features of interest.

[0059] Referring to FIG. 2, Step 3 at 206 of the present
invention will be described. At Step 3, the object or feature of
interest is identified. If, for example, there is a single object
spatially dispersed from other objects to which system client
106 is being pointed, then the 2-D scene that is generated only
shows that object or feature, and it can be correctly identified
from information stored in the system database. However, to
the extent that the identification of any spatial object or fea-
ture of interest cannot be carried out with a sufficient level of
accuracy and confidence, the system user is informed by the
system of'this, and asked to resubmit the request or choose the
select object from a list of possible objects. This method
identification will be described in more detail referring to
FIG. 5.

[0060] Referringto FIG. 5, generally at 500, the description
foridentifying an object or feature of interest where there may
be more than one object in the pointing direction of system
client 106 will be provided. Pointing system 502 is based on
X, V, Z coordinate system 504. Based on coordinate system
504, system user 506 will have a latitude, longitude, and
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altitude. By pointing system client 106 in a specific direction,
yaw and pitch associated with system user’s position will be
generated. As shown in FIG. 5, by the system user pointing in
direction 516, there is generation of 2-D visual scene 508. In
that visual scene, are building 510 and silo 512. As shown in
real-world representation 518, building 510 and silo 512 are
different objects that are spaced apart but in 2-D visual scene
508 they are overlapping. Without any additional informa-
tion, it could not be determined with any confidence whether
system user 506 is pointing at building 510 or silo 512.
[0061] According to the method of the present invention,
object or feature identification is carried out using statistical
methods and error propagation principles in order to assess
the reliability of pointing. Examples of the statistical methods
and error propagation principles are the following t-test for
correspondence of pointing direction and likely target objects
or features, and—geodetic methods for assessing propaga-
tion of GPS and compass errors in a visual scene. There also
may be default reliability criteria set for the system which if
not met will notify the system user of same and require
additional information before identification can be made and
confirmed.

[0062] Referring to FIG. 2, at decision point 208, the sys-
tem and method of the present invention determines whether
or not identification of the object of interest has been made
with sufficient accuracy according to system settings. If the
answer is “No,” then the system and method will move to Step
7 at 220 and inform the system user that identification could
not be made without additional information. If the answer is
“Yes,” then the system and method will proceed to Step 4 at
210.

[0063] Referring to Step 4 at 210 in FIG. 2, preparation of
context information will be described. As discussed above
with respect to feedback data that is provided by the system
user using system client 106, there are three main components
of'the feedback statement submitted to the system server; one
of them is Context (contextual) information.

[0064] When contextual information is input by the system
user into system client 106, it is processed to be added as part
of the command statement or feedback statement submitted
to system server 108. The accurate capture of the Context
information is important to ensure the quality of the data
attached to a spatial object or feature. For example, if system
user A and system user B are rating the “fear factor” they both
experienced in crossing a park, the context of their crossing
will have impact on their rating of the park. If system user A
crosses the park during daylight and rates the park as open and
friendly, that rating will reflect the time of day of the crossing.
However, if system user B across the park at night and rates
the park as dark and scary due to many missing lights, this
context is very different than the one experienced by system
user A. Therefore, if the contextual information of each cross-
ing is attached to the rating, the differences in these ratings
could clearly be understood and explained. As such, the con-
textual information stored with each feedback item provides
insights about the circumstances under which the system user
feedback was generated.

[0065] Referring again to FIG. 2, Step 4 at 210 provides
examples of personal contextual data that may be included.
This information may include system user data such as the
system user’s name, age, gender, or other personal informa-
tion. Infrastructure contextual data may be the type of system
client device being used, such as a phone, PDA, or other
device. The environmental contextual data may include
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weather conditions or other environmental conditions or fac-
tors. Temporal contractual data may include the time of day.
The above examples are not meant to be of limitation and it is
understood that other information may be provided and still
be within the scope of the present invention.

[0066] At decision point 212, the present invention deter-
mines whether or not what is submitted to system server 108
is a command statement or a feedback statement. This will be
carried out by the system server at Command Parser and
Feedback Processor 138. If it is determined at decision point
212 that what is received by system server 108 from system
client 106 is a feedback statement, then the present invention
will proceed to Step 5 at 214. However, if what is received by
system server 108 from system client 106 is a command
statement, the present invention will proceed to Step 6 at 216.
[0067] Before discussing Step 5 at 214 in greater detail,
generally, Step 5 is directed to linking the individual feedback
information generated by the system user to the spatial object
or feature of interest identified at Step 3 at 206. These spatial
objects or features may be any element that is perceived,
visually or otherwise, by the system user and mapped into the
system database. These spatial objects or features will also be
identified by means of a HERE Location, the system user’s
current location, or a THERE Location, objects or feature at
which the system user is pointing. Spatial objects or features
of'this type include, but are not limited to, rural objects, urban
objects, and even indoor objects. By way of example, urban
objects include, but are not limited to, water objects like lakes
or ponds; generic city objects like buildings or bridges; city
features like crosswalks or traffic lights; or city object groups
like districts.

[0068] An ontology of geographic space that may serve as
a base for the feedback system is represented in the class
diagram shown in FIG. 6, generally at 600. This ontology of
geographic information is meant to serve only as an example,
and is understood to be an incomplete ontology. It is further
understood that information may be added to this ontology to
make it complete and it would be within the scope of the
present invention.

[0069] Referring to FIG. 6 at 602, the component informa-
tion associated with any spatial object or feature is shown in
what is referred to as “Legend” 601. These components are
the contents of the system database at 604 and the system
user-generated feedback at 606. These two components will
be used to find and define a spatial object or feature. In order
to obtain the information set forth in Legend 601, it is neces-
sary to link the information that is accumulated at 606, which
is shown as

{(Feature))
spatialObject’

Class instances include different class levels to which feed-
back information attaches. For example, one class level
would be the feature class, that includes ReliefFeature 634,
Site 642, WaterObject 636, CityObjectGroup 644, Generic-
CityObject 638, TransportationObject 646, and CityFeature
640. This feature class would inherit all the properties of
spatialObject 606. For purpose of example, referring to FIG.
6, an urban object will be described which is intended to be a
feature of interest.

[0070] At a first class level, an object may be rural object
622, urban object 624, indoor object 626, or other object 628.
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Rural object 622 may be further defined by other subfeatures
such as shown in phantom at 630. Similarly, indoor objects
626 may be further defined by the subfeatures shown in
phantom at 632.

[0071] Urban object 624 is shown with possible subfea-
tures. At this second or sub-level, the possible defining sub-
features are relief feature 634, site feature 642, water object
636, city object group 644, generic city object 638, transpor-
tation object 646, or city feature 640. Urban object 624 would
include at least one of these features. For purpose of example,
the feature of interest is a particular art museum, and the
feature could be a general city object such as 638. Information
about this museum that is stored in a system database will be
transmitted to 608 where information relating to the 3-D
geometric features and a type and function of the museum
would be provided that relate to this feature.

[0072] Next, user feedback information is generated at 610
based on system user information at 612, comments provided
by system users at 614, rating information about the museum
at 618, media information, such as images, audio, or video
information, at 620, or other information at 616. This system
user feedback is attached to spatial object at 606. The com-
bination of this information at 606 and 608 will generate
Legend 601 that includes database content 602 and a system
user generated input 604.

[0073] According to the foregoing, the feedback statement
generated at 610 by the system user based on system user
input s attached to the spatial object information based on the
level of granularity of the feature classes. The level granular-
ity of spatial objects or features may be based on system
settings or determinations by the system user. As an example,
system settings may provide that the finest granularity for
spatial objects is the level of building blocks, so that when a
system user points at some ornament that is part of the build-
ing, it will result in attaching the feedback to the building. On
the other hand, if the system settings are such that the orna-
ments of a building define the highest granularity level, then
feedback will be attached to an ornament rather than to the
building block itself. Therefore, the defined class level will
determine where information will attach. This will be
explained in greater detail referring to FIGS. 7 and 8.

[0074] Referring to FIG. 7A, generally at 700, it shows at
first representation 702 of a scene where the pointing location
is the building. Referring to FIG. 7B, generally at 701, it
shows a second representation 703 of the same scene where
the pointing location is the front door of the building. Refer-
ring to FIGS. 7A and 7B, they each show a 2-D representation
of the scene that includes building 704 and silo 706. In FIG.
7A, pointing location 708 is building 704 or the front of the
building 704. In this case, the class level of granularity would
be building blocks or the level right below building blocks
(the front of building 704). As such, the feedback statement
information would attach to building 704 or the front of
building 704. In FIG. 7B, the pointing location is front door
712. This will mean that the level of granularity would be
ornaments of building 704 or features of the front of building
704. Therefore, the feedback statement information would
attach to front door 712 as a feature of the building or the front
of the building.

[0075] Referring to FIG. 8, generally at 800, features of
building 704 to which feedback information may attach are
shown. For example, feedback information may attach to (i)
Class Level 1: the solid form of the building at 802, (ii) Class
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Level 2: fagade 1 at 804 or fagade 2 at 806, or (iii) Class Level
3: window 808 on fagade 2 or front door 712 on fagade 2.
[0076] If at decision 212, it is determined that the context
information that is provided from Step 4 at 210 is a command
statement without a feedback statement, the present invention
will proceed to Step 6 at 216. The purpose of Step 6 is to parse
and execute command statements.

[0077] As set forth above, command statements are pro-
cessed by system server 104 at 138 and command statement
information is transmitted to User Information and Interac-
tion Engine 142 for processing. User Information and Inter-
action Engine 142 processes the command information and
sends instructions to User Interface and Feedback Editor 132
of'system client 106 (FIG. 2). The command information that
is parsed from the command statements and sent may include,
but not be limited to, “start,” “stop,” “pause applications or
services,” “bookmark items,” or configuration statements.
These statements are launched from User Information and
Interaction Engine 142 for execution by Appliances, Appli-
cations, and Services 146 associated with the object or feature
of interest using Feedback Linker and Command Dispatcher
144 as the intermediary between the system user, object of
interest, and executing entity.

[0078] In more detail, according to Step 6, an incoming
command statement is parsed and associated with the spatial
object or feature of interest in order to engage an associated
appliance, application, or service. This is carried out by a
synchronized process involving Command Parser 136, Scene
Generator and Object Identification 140, User Information
and Interaction Engine 142, and Feedback Linker and Com-
mand Dispatcher 144.

[0079] In parsing the command statement, it is parsed into
the core command, the options that accompanying this com-
mand, and the target appliance, application, or service at 148
addressed by the command statement. This information is
transmitted to User Information and Interaction Engine 142
which forwards the parsed command to Feedback Linker and
Command Dispatcher 144. This information is then for-
warded to appliances, applications, and services in Storage
and Execution Environment 110 for execution (FIG. 1). The
execution engine at 148 will then engage the target applica-
tion or service associated with the object or feature of interest
and this causes these applications or services to behave as
requested by the system user. The following is an example of
the operation of the system of the present invention with
respect to command parsing and execution.

[0080] The following example will be directed to a point-
ing-based dialing service for real estate agency. Convention-
ally, when exploring a neighborhood for a new home, a sys-
tem user would have to find the telephone number of the agent
that manages the house of interest and dial the number in
order to call the agent. In the case of a pointing-based dialing
service, the system user would simply point the system client
device, such as a cell phone, at the real estate of interest, and
hit the “Dial by pointing” button on the screen. The command
statement, for example, would include a core command, e.g.,
“Start,” the target application, e.g., “Call Agent,” and the
referenced object, which provides the execution engine at 148
enough information to automatically launch the call at 142.
Once a call is launched, control is handed back to the system
user for further handling using the user interface at 132.
[0081] According to the method of the present invention,
once there is processing according to either Step 5 at 214 or
Step 6 at 216, the method proceeds to Step 7 at 220. At Step
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7, there is generation of system feedback and user informa-
tion. The system feedback is feedback information that is
generated based on a system user’s input and intended to
inform the system user of the success or failure at Steps 3 at
206, 4 at 210, 5 at 214, and 6 at 216.

[0082] When the object or feature of interest is identified at
Step 3 with sufficient reliability, the command is executed
according to Step 6 or the feedback is linked to the spatial
object or feature according to Step 5, and the system user is
notified about the success of the operation at Step 7. In situ-
ations when the spatial object of interest cannot be identified
with sufficient reliability, system bypasses Steps 4, 5, and 6
and the system user is notified of the identification failure. In
situations where there is a failure, the system server is pro-
vided with a list of likely spatial objects or features. These
objects or features are displayed on a system client 106,
which provides the system user with an opportunity to select
the correct spatial object or feature and resubmit the request.
The present invention also provides an additional option
through system client 106. This option is for the system user
to point at the object or feature of interest a second time and
resubmit the request.

[0083] Thefeedback system may also be adapted to be used
for educational purposes either outdoors or indoors. Typi-
cally, educational systems take user input, such as the result of
a multiple choice test or other type of results, assess this
feedback with respect to the correct answers, and provide
appropriate feedback to the system user. The present inven-
tion is contemplated to be adapted to incorporate these types
of educational systems. More specifically, the present inven-
tion may be configured such that applications which require
testing system user feedback against predetermined values
may be implemented. As an example, a professor may decide
to take his/her class on a field trip to a historic site or museum.
Instead of going back to the classroom to examine the stu-
dents, he/she may want to test their knowledge in the field.
The feedback system of the present invention can implement
this type of educational activity and provides all of the com-
ponents required to set up the system for this specific purpose.

[0084] It is understood that the elements of the systems of
the present invention may be connected electronically by
wired or wireless connections and still be within the scope of
the present invention.

[0085] The embodiments or portions thereof of the system
and method of the present invention may be implemented in
computer hardware, firmware, and/or computer programs
executing on programmable computers or servers that each
includes a processor and a storage medium readable by the
processor (including volatile and non-volatile memory and/or
storage elements). Any computer program may be imple-
mented in a high-level procedural or object-oriented pro-
gramming language to communicate within and outside of
computer-based systems.

[0086] Any computer program may be stored on an article
of manufacture, such as a storage medium (e.g., CD-ROM,
hard disk, or magnetic diskette) or device (e.g., computer
peripheral), that is readable by a general or special purpose
programmable computer for configuring and operating the
computer when the storage medium or device is read by the
computer to perform the functions of the embodiments. The
embodiments or portions thereof, may also be implemented
as a machine-readable storage medium, configured with a
computer program, where, upon execution, instructions in the
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computer program cause a machine to operate to perform the
functions of the embodiments described above.

[0087] The embodiments or portions thereof, of the system
and method of the present invention described above may be
used in a variety of applications. Although the embodiments,
or portions thereof, are not limited in this respect, the embodi-
ments, or portions thereof, may be implemented with
memory devices in microcontrollers, general purpose micro-
processors, digital signal processors (DSPs), reduced instruc-
tion-set computing (RISC), and complex instruction-set com-
puting (CISC), among other electronic components.
Moreover, the embodiments, or portions thereof, described
above may also be implemented using integrated circuit
blocks referred to as main memory, cache memory, or other
types of memory that store electronic instructions to be
executed by a microprocessor or store data that may be used
in arithmetic operations.

[0088] The descriptions are applicable in any computing or
processing environment. The embodiments, or portions
thereof, may be implemented in hardware, software, or a
combination of the two. For example, the embodiments, or
portions thereof, may be implemented using circuitry, such as
one or more of programmable logic (e.g., an ASIC), logic
gates, a processor, and a memory.

[0089] Various modifications to the disclosed embodi-
ments will be apparent to those skilled in the art, and the
general principals set forth below may be applied to other
embodiments and applications. Thus, the present invention is
not intended to be limited to the embodiments shown or
described herein.

1. A computer-implemented method for identifying an
object in a real-world scene by pointing at the object with an
electronic pointing device and electronically linking informa-
tion to the object in a digital representation of the object
stored in system storage, comprising the steps of:

(A) mapping a three-dimensional representation of a real-
world scene containing at least one object and transmit-
ting the three-dimensional representation of the scene to
a system server,

(B) generating a two-dimensional representation of the
three-dimensional representation with the system
server;

(C) pointing the pointing device at the at least one object
and collecting a current geodetic position and pointing
direction for the pointing device and creating a ray that
intersects with a two-dimensional representation
according to the geodetic position and pointing direction
of the of the pointing device;

(D) selecting at the pointing device command statements
and compiling feedback associated with the at least one
object for identifying the at least one object;

(F) transmitting from the pointing device to the system
server at least three segments of information, with the
three segments including (1) the geodetic position and
pointing direction of the pointing device, (2) command
statements, and (3) compiled feedback;

(G) the system server separating the segments and (1) using
the current position and pointing direction of the point-
ing device to identify the at least one object, (2) identi-
fying the types of commands and compiled feedback,
and (3) dispatching the command statements for execu-
tion and attaching the compiled feedback to the at least
one object;
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(H) identifying the at least one object of interest at the
system server and transmitting the identity of the object
of interest to the pointing device, with the command
statements being executed respect to the at least one
object of interest, and the compiled feedback being
attached to the at least one object of interest.

2. The method as recited in claim 1, wherein command
statements include actions that relates to appliances, applica-
tions, or services on the system server relate information to
the at least one object.

3. The method as recited in claim 2, wherein appliances
include at least automated teller machines, meters, automated
door systems, lights, displays, devices, or electrical/mechani-
cal instruments.

4. The method as recited in claim 2, wherein applications
include at least information systems, database management
systems, web applications, dedicated and embedded applica-
tions, or any tool that functions and is operated by a computer.

5. The method as recited in claim 2, wherein services
include web services, bookmarking and registration services,
electronic counter services, automated teller services, vend-
ing and ticketing services, or any software system for sup-
porting interoperable machine-to-machine interaction over a
network.

6. A computer-implemented method for identifying an
object in a real-world scene by pointing at the object with an
electronic pointing device and electronically linking informa-
tion to the object in a digital representation of the object
stored in system storage, comprising the steps of:

(A) inputting from the pointing device to a system server a
geodetic position and pointing direction of the pointing
device with command statements generated by the sys-
tem user on the pointing device and feedback associated
with the at least one object of interest;

(B) mapping a three-dimensional representation of a real-
world scene containing at least the one object and trans-
mitting the three-dimensional representation of the
scene to a system server,
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(C) generating a two-dimensional representation of the
three-dimensional representation with the system
server;

(D) identitying with the system server the at least one
object and transmitting an identity of the at least one
object to the pointing device and if a predetermined level
of accuracy in identifying the at least one object of
interest is not achieved, then step (A), otherwise step
(E);

(E) inputting from the pointing device to the system server
contextual information;

(F) determining if what was input at step (A) was a com-
mand statement or feedback and if what was input at step
(A) was a command statement then step (G), otherwise
step (H);

(G) the system server parsing and executing the command
statement with respect to the at least one object; and

(H) linking the feedback to the at least one object and
storing the feedback in the system database with respect
to the at least one object.

7. The method as recited in claim 6, wherein command
statements include actions that relates to appliances, applica-
tions, or services on the system server relate information to
the at least one object.

8. The method as recited in claim 7, wherein appliances
include at least automated teller machines, meters, automated
door systems, lights, displays, devices, or electrical/mechani-
cal instruments.

9. The method as recited in claim 7, wherein applications
include at least information systems, database management
systems, web applications, dedicated and embedded applica-
tions, or any tool that functions and is operated by a computer.

10. The method as recited in claim 7, wherein services
include web services, bookmarking and registration services,
electronic counter services, automated teller services, vend-
ing and ticketing services, or any software system for sup-
porting interoperable machine-to-machine interaction over a
network.



