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(57) ABSTRACT 

A system and associated method provides for a wireless 
local area network (WLAN) that permits mobile units to 
communicate with an external, wired network. Nodes in the 
WLAN include multiple components, such as a base mod 
ule, antenna module, and one or more wireless modules. 
Indeed, this system can employ two or more wireless 
modules that employ different short-range wireless proto 
cols, such as IEEE 802.11-type and Bluetooth protocols. The 
nodes may perform self-discovery to determine modules 
within the node and associated functionality, as well as 
identify neighboring nodes to thereby establish a mesh-type 
network. Nodes can be configured to provide connectivity to 
the wired network, while others (access points) communi 
cate wirelessly with mobile devices. The nodes may then be 
interconnected wirelessly, or via wires. 
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SELF-CONFIGURING, SELF-OPTIMIZING 
WRELESS LOCAL AREANETWORK 

SYSTEM 

CROSS-REFERENCE TO RELATED 
APPLICATION(S) 

0001. This application is a continuation of co-pending 
U.S. patent application Ser. No. 14/029.354 filed Sep. 17, 
2013, which is a continuation of U.S. patent application Ser. 
No. 13/245,254 filed Sep. 26, 2011, now U.S. Pat. No. 
8.559,410, which in turn is a continuation of U.S. patent 
application Ser. No. 12/775,175 filed on May 6, 2010, now 
U.S. Pat. No. 8,027.324, which in turn is a continuation of 
U.S. patent application Ser. No. 10/549,342 filed Feb. 5, 
2007, now U.S. Pat. No. 7,733,833, which in turn is a U.S. 
national stage entry under 35 U.S.C. 371 of International 
Application No. PCT/US2004/009237 filed Mar. 24, 2004, 
which in turn claims the benefit of U.S. Provisional Patent 
Application No. 60/457.529, filed Mar. 24, 2003. All of 
these listed applications are incorporated herein by reference 
in their entirety for all purposes. 

BACKGROUND 

0002 Wireless telecommunications networks employ 
nodes or access points within a geographic area or space to 
provide wireless coverage for users. An access point (AP) is 
typically a physical edge device that allows wireless user 
devices to access network resources, and is sometimes 
referred to as a node. Wireless local area networks (WLAN) 
typically employ existing protocols such as those under 
IEEE 802.11, which is a specification that defines WLAN 
data link and physical layers. The 802.11 specification 
includes a media access control (MAC) sublayer within the 
data link layer, and two Sublayers of the physical layer 
(PHY)-orthogonal frequency division multiplexing 
(OFDM) and a direct-sequence spread-spectrum (DSSS) 
modulation scheme. The Bluetooth specification (IEEE 802. 
15) uses a frequency-hopping spread spectrum (FHSS) 
modulation scheme. 

0003. The FHSS technique modulates a data signal with 
a narrow band carrier signal that “hops' in a predictable 
sequence from frequency to frequency as a function of time 
over a wide band of frequencies. Interference is reduced 
because a narrow band interferer affects the spread-spectrum 
signal only if both are transmitting at the same frequency 
and at the same time. The transmission frequencies are 
determined by a spreading hopping) code. The receiver 
must be set to the same hopping code and must listen at the 
incoming signal at the proper time and frequency to receive 
the signal. OFDM splits a wide frequency band into a 
number of narrow frequency bands and sends data across the 
Sub-channels. DSSS combines a data signal at the sending 
station with a higher data rate bit sequence, which often is 
referred to as a "chip sequence.” A high processing gain 
increases the signals resistance to interference. 
0004 Various IEEE 802.11 protocols exist, including 
802.11a, 802.11b, 802.11g, 802.11e, 802.11i and others. 
These and other protocols are often referred to as “WiFi.” 
which is short for wireless fidelity. Other short-range wire 
less protocols include Hiperlan, which has been adopted by 
the European Telecommunications Standards Institute 
(ETSI). Other short range wireless protocols and technolo 
gies include Bluetooth (IEEE 802.15.1), ultrasonic, infrared, 
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etc. Overall, creating and implementing networks of short 
range wireless embodies many difficulties. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0005 FIG. 1A is a diagram of a wireless local area 
network or WLAN showing one physical configuration of an 
embodiment of the invention that provides wireless services 
to various users and a connection with a conventional wired 
network. 
0006 FIG. 1B is a block diagram of a suitable computer 
for employing aspects of the invention. 
0007 FIG. 2. is a schematic diagram illustrating an 
example of a “node, a number of which can be used to build 
a wireless network such as that of FIG. 1A. 
0008 FIG. 3 is a block diagram of software present in 
each node of the WLAN of FIG. 1. 
0009 FIG. 4 is a block diagram of software pertaining to 
"Bluetooth' wireless functions. 
0010 FIG. 5 is a state table that describes finite state 
machine logic applied by the Software in each processor 
equipped module of a node to determine its own character 
istics (“self discovery’) and its role in the WLAN (whether 
it acts as an “access point' or as a “backhaul’ module). 
0011 FIG. 6 is a logic table showing an intra-stack 
self-discovery process. 
(0012 FIG. 7 is a logic table for a PENDING state under 
FIG. 6. 

0013 FIG. 8 is a state table that describes finite state 
machine logic followed by Software in processor-equipped 
modules, which have determined their roles to be that of a 
“backhaul’ module. 
0014 FIG. 9 is an example of a lookup table that can be 
used in a calculation of a best combination of round trip 
delay and signal strength. 
0015 The headings provided herein are for convenience 
only and do not necessarily affect the scope or meaning of 
the claimed invention. 
0016. In the drawings, the same reference numbers and 
acronyms identify elements or acts with the same or similar 
functionality for ease of understanding and convenience. To 
easily identify the discussion of any particular element or 
act, the most significant digit or digits in a reference number 
refer to the FIG. number in which that element is first 
introduced (e.g., element 04 is first introduced and discussed 
with respect to FIG. 2). 

DETAILED DESCRIPTION 

0017. A wireless local area network system described 
below solves problems of providing wireless connectivity 
for a large number of users at low costs for installation and 
management, with multiple radio-frequency technologies, 
and high levels of performance, security, robustness and 
flexibility. It employs a network of “nodes' each of which 
contains an appropriate set of functional modules to provide 
at that node the required connectivity services (which can be 
wired or wireless) and a processor or processors to run the 
controlling Software. The software ensures that nodes are 
intelligent, self-contained, and act to discover their neigh 
bors. Acting together by means of their distributed intelli 
gence the nodes establish a network of connections that 
carry data traffic. The software adopts a “mesh' topology for 
the connections and ensures that routing is optimized, auto 
matically, upon initiation and at frequent intervals thereafter. 
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Thus the system can adjust itself automatically when nodes 
are added, removed or fail, and the software contains 
mechanisms that preserve security even in these cases. Other 
details and aspects are described below. 
0018. In a broad sense, aspects of the invention include a 
system and associated method provides for a wireless local 
area network (WLAN) that permits mobile units to commu 
nicate with an external, wired network. Nodes in the WLAN 
include multiple components, such as a base module, 
antenna module, and one or more wireless modules. Indeed, 
this system can employ two or more wireless modules that 
employ different short-range wireless protocols, such as 
IEEE 802.11-type and Bluetooth protocols. The nodes may 
perform self-discovery to determine modules within the 
node and associated functionality, as well as identify neigh 
boring nodes to thereby establish a mesh-type network. 
Nodes can be configured to provide connectivity to the 
wired network, while others (access points) communicate 
wirelessly with mobile devices. The nodes may then be 
interconnected wirelessly, or via wires. 
0019. The invention will now be described with respect 
to various embodiments. The following description provides 
specific details for a thorough understanding of, and 
enabling description for, these embodiments of the inven 
tion. However, one skilled in the art will understand that the 
invention may be practiced without these details. In other 
instances, well-known structures and functions have not 
been shown or described in detail to avoid unnecessarily 
obscuring the description of the embodiments of the inven 
tion. 
0020. The terminology used in the description presented 
below is intended to be interpreted in its broadest reasonable 
manner, even though it is being used in conjunction with a 
detailed description of certain specific embodiments of the 
invention. Certain terms may even be emphasized below: 
however, any terminology intended to be interpreted in any 
restricted manner will be overtly and specifically defined as 
such in this Detailed Description section. 
0021 FIG. 1A shows an example configuration of a 
wireless local area network (WLAN) system that embodies 
aspects of the invention. Many different configurations are 
possible using the same methods and principles described 
here. Wireless users may be making use of various types of 
personal computers 101 equipped with wireless connectivity 
or portable wireless digital devices 102. Another class of 
user that the system is intended to accommodate is made up 
of Small groups of users who have personal computers with 
wired ethernet connectivity. Such a group is called a work 
group and an example is shown at 103. Numbers of each of 
various types of network nodes such as those shown at 104. 
105, 106, 107, 108 and 109 form a wireless network. Each 
node is an assembly of modules containing the electronics 
and software that implement the functions described below. 
0022. The wireless network is intended to connect with a 
conventional main or backbone wired network system illus 
trated here by the application servers 110 and their wired 
ethernet connections 111. The personal computers 101 and 
portable devices 102 connect wirelessly into the network 
through nodes serving as access points 104, 105 and 106 by 
means of standard digital wireless technology, of which 
there are several types in general use, and as described 
below. The access point used by a particular personal 
computer or device will ordinarily be the closest one that 
Supports the wireless technology used by the personal com 
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puter or wireless device. Workgroup computers such as 
those shown at 103 are connected to their access point nodes 
such as 107 by means of ethernet cables. 
0023. A connection by a user or client to a node such as 
101, 102 or 103 is known as an Access Point (AP) connec 
tion. Access Point nodes also connect back to the main 
backbone wired network system. If the connection back to 
the main backbone wired network system is wireless it is 
known as a “Backhaul” (BH) connection. Some access point 
nodes in a system, such as that shown here as 104, may 
connect back to the main backbone wired network system 
via another access point node acting as a relay Such as that 
shown here at 105. Other access point nodes, such as those 
shown here at 105 and 107 connect back wirelessly via 
nodes acting as Network Controllers (NC), shown here at 
108 and 109. Yet other access point nodes, such as 106, may 
connect back through an ethernet wire, 112, via a network 
controller node such as 109. 
0024 Networks may contain more or fewer nodes than 
are shown in this example and many other combinations of 
wired and wireless data communication functions in par 
ticular nodes are possible. Every such network will contain 
at least one access point for wireless user connection, at least 
one main network connection by wired ethernet, and at least 
one network controller for management Subsystem services. 
0025. Unless described otherwise herein, the blocks and 
elements depicted in FIG. 1A and the other FIG.S are well 
known or described in detail in the above cross-referenced 
provisional patent application. Indeed, much of the detailed 
description provided herein is explicitly disclosed in the 
above provisional patent application; much of the additional 
material of aspects of the invention will be recognized by 
those skilled in the relevant art as being inherent in the 
detailed description provided in Such provisional patent 
application, or well known to those skilled in the relevant 
art. Those skilled in the relevant art can implement aspects 
of the invention based on the FIG.S and the detailed descrip 
tion provided in the provisional patent application. 
0026 FIG. 1B and the following discussion provide a 
brief, general description of a suitable environment in which 
aspects of the invention can be implemented. Although not 
required, aspects of the invention are described below in the 
general context of computer-executable instructions, such as 
routines executed by a general-purpose computer, e.g., a 
server computer, wireless device or personal computer. 
Those skilled in the relevant art will appreciate that the 
invention can be practiced with other communications, data 
processing or computer system configurations, including: 
Internet appliances, hand-held devices (including personal 
digital assistants (PDAs)), wearable computers, all manner 
of cellular or mobile phones, multi-processor systems, 
microprocessor-based or programmable consumer electron 
ics, set-top boxes, network PCs, mini-computers, mainframe 
computers and the like. Indeed, the terms “computer. 
“host' and “host computer are generally used interchange 
ably, and refer to any of the above devices and systems, as 
well as any data processor. 
0027 Aspects of the invention can be embodied in a 
special purpose computer or data processor that is specifi 
cally programmed, configured or constructed to perform one 
or more of the computer-executable instructions explained 
in detail herein. As described below, aspects of the invention 
can be practiced in distributed computing environments 
where tasks or modules are performed by remote processing 
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devices, which are linked through a communications net 
work, such as a Local Area Network (“LAN), Wide Area 
Network (“WAN”) or the Internet. In a distributed comput 
ing environment, program modules may be located in both 
local and remote memory storage devices. 
0028 Aspects of the invention may be stored or distrib 
uted on computer-readable media, including magnetically or 
optically readable computer discs, hard-wired or prepro 
grammed in chips (e.g., EEPROM semiconductor chips), 
nanotechnology memory, biological memory, or other data 
storage medium. Indeed, computer implemented instruc 
tions, data structures, screen displays, and other data under 
aspects of the invention may be distributed over the Internet 
or over other networks (including wireless networks), on a 
propagated signal on a propagation medium (e.g., an elec 
tromagnetic wave(s), a Sound wave, etc.) over a period of 
time, or may be provided on any analog or digital network 
(packet switched, circuit switched or other scheme). Those 
skilled in the relevant art will recognize that portions of the 
invention reside on a server computer, while corresponding 
portions reside on a client computer Such as a mobile or 
portable device, and thus, while certain hardware platforms 
are described herein, aspects of the invention are equally 
applicable to nodes on a network. 
0029 Referring to FIG. 1B, one aspect of the invention 
may be performed on a computer. Such as the personal 
computer 101, or other computer, which typically employs 
one or more processors 120 coupled to one or more user 
input devices 122 and data storage devices 124. The com 
puter is also coupled to at least one output device Such as a 
display device 126 and one or more optional additional 
output devices 128 (e.g., printer, plotter, speakers, tactile or 
olfactory output devices, etc.). The computer may be 
coupled to external computers. Such as via a network con 
nection 130, a wireless transceiver 132, or both. 
0030 The input devices 122 may include a keyboard 
and/or a pointing device Such as a mouse. Other input 
devices are possible Such as a microphone, joystick, pen, 
game pad, Scanner, digital camera, video camera, and the 
like. The data storage devices 124 may include any type of 
computer-readable media that can store data accessible by 
the computer 101. Such as magnetic hard and floppy disk 
drives, optical disk drives, magnetic cassettes, tape drives, 
flash memory cards, digital video disks (DVDs), Bernoulli 
cartridges, RAMs, ROMs, smart cards, etc. Indeed, any 
medium for storing or transmitting computer-readable 
instructions and data may be employed, including a connec 
tion port to a network Such as a local area network (LAN), 
wide area network (WAN) or the Internet (not shown in FIG. 
1B). 
0031 FIG. 2 illustrates an example implementation of a 
node such as that shown at 104 in FIG. 1. In a typical 
embodiment each node is an assembly, or "stack” of mod 
ules each of which contains the hardware and software 
required to implement its designated function. 
0032. In its role as a network access point the node 104 
may be required to communicate user data by means of two 
different standard wireless technologies and to perform 
Some network system functions. Therefore this access point 
example of a node is shown as a stack of functional modules 
including 1) a Wireless Module B 214, which has the 
radio-frequency components and other electronics to imple 
ment a standard wireless data communication technology 
such as that described in IEEE specification 802.11b; 2) an 
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embedded computer including processor and memory; and 
3) logic to connect with the modules above and below it. 
Another module in the stack, shown as Wireless Module A 
215, has the radio frequency components and other elec 
tronics to implement another wireless data communication 
technology such as that described in IEEE specification 
802.11a, but it is otherwise identical with 214. The two 
modules 214 and 215 share an antenna module 213, and 
their embedded computers each execute the software 
described herein in order to perform the network system 
functions and wireless communications via the antenna 
module. A base module 216 supplies power to the upper 
stack modules 213, 214 and 215. 
0033. Thus each of the nodes in the wireless network 
local area network system contains the electronics compo 
nents necessary to implement the data communications 
functions required of it and at least one embedded computer 
or processor to execute the Software, the same software 
being used in every node. These characteristics of the 
physical implementation of the nodes can be met by many 
variations on the example given here, using well-known 
methods. 

0034. With reference to FIG. 3, which is a diagram of the 
Software used by each processor in each node (Subject to the 
exception noted below with reference to FIG. 4), the soft 
ware executes on a processor hardware platform 322, which 
is of a well-known type. The software is loaded into the node 
processor hardware platforms from the main wired network 
by well-known means. The software is organized into 
groups shown in FIG. 3. Software Group 321 is of well 
known type including an operating system kernel, board 
support required by the particular hardware platform, 322. 
software for Ethernet connections according to IEEE stan 
dard 802.3, for the wireless protocols specified in IEEE 
standards 802.11a, 802.11b. 802.11g, and for point-to-point 
protocols generally used in network systems. IP Suite or 
Group 320 is a set of software of well-known type for 
Internet protocols, including Internet protocol routing, 
Transmission Control Protocol, Internet Protocol, User Data 
Protocol, a Simple Network Management Protocol agent, a 
web server, Telnet virtual terminal protocol and a Command 
Line Interface. Management Suite 318 contains software of 
well-known type including a Simple Discovery Protocol to 
Support the logic of node discovery described elsewhere, an 
Object Request Broker, of a class known as lightweight 
because of its compactness and basic functionality, for 
certain standard network services, and inter-process mes 
saging for linking software processes for each particular 
type of hardware platform. 
0035) A Finite State Machine (FSM) Suite 317 contains 
several Software components or blocks whose functions are 
described below. A FSM coordinator 326 is a main state 
machine that oversees other components in the Suite 317. A 
Discovery Process 327 implements intra-stack discovery 
logic described in detail later. A Unit Type FSM323 includes 
logic followed by each node stack to determine roles of the 
modules that contain processors, as also described in detail 
later. An AP selection FSM 324 is a process by which a 
backhaul module determines to which access points it con 
nects wirelessly with the shortest round trip delay, as 
described later, operating at startup and constantly thereafter 
in background seeking the best set of nearby APs. A Net 
work Controller (NC) selection FSM 325 includes logic 
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through which an AP selects the NC through which it will 
connect with the main wired network system, described 
later. 

0036) A Wireless (WiFi) Suite 319 contains software that 
implements several wireless communications functions. A 
WiFi Data Handling program 328 of well-known type 
handles encapsulation and de-encapsulation of the wireless 
data frames and the interface to the data path of the operating 
system. Dynamic Frequency Algorithm software 329 of 
well-known type scans all available wireless channels for 
possible connections to APs and builds and maintains a 
record of Received Signal Strength Indicator (RSSI) values 
which each AP uses to select an operating channel that has 
the least co-channel interference, thus helping to maximize 
network performance. A Background Channel Scanning 
software routine 330 builds and periodically updates a list of 
nearby APs with their associated RSSI and Round Trip 
Delay (RTD) values, which is used by the AP Selection FSM 
324 to seek and maintain the best set of APs. A WiFi 
Backhaul (BH) software task 331 of well-known type man 
ages routine aspects of the Backhaul connections including 
their association and monitoring. A WiFi Dynamic Func 
tionality Selector/Activator software block 332 of well 
known type is responsible for carrying out the Unit Type 
FSM 323 decisions, described later, by initializing the 
respective Backhaul and AP modules according to the deci 
sions. A WiFi AP software block 333 of well-known type 
measures and reports the Round Trip Delay (RTD) values. 
0037. With reference to FIG. 4, a module which supports 
wireless communication according to IEEE specification 
802.15.1, known as a Bluetooth module, requires in addition 
to the software shown in FIG. 3, a suite as shown. In FIG. 4 
which is of well-known type. For convenience it may be 
loaded into every processor-equipped module, but it is used 
only by each Bluetooth module. The Bluetooth suite shown 
in FIG. 4 consists of a Point-to-Point Protocol, Radio 
Frequency Communication software, a Bluetooth Simple 
Discovery Protocol, a Logical Link Control and Adaptation 
Protocol, a Host Control Interface, and a Universal Serial 
Bus Interface. The Bluetooth module also uses components 
shown in FIG. 3, namely the hardware platform 322, soft 
ware Group 321, IP Suite 320 and Management Suite 318. 
The Bluetooth module does not use the Wireless (WiFi) 
Suite 319 nor FSM Suite 317 as shown in FIG. 3. 

0038. By means of the software described here a wireless 
mesh is automatically established and maintained even as 
nodes are added, removed or fail. The mesh is “partial 
because not all possible connections between nodes are 
selected for use, only the minimum necessary to enable the 
data traffic to be routed between all users and the external 
main backbone wired network. Control is distributed by 
means of processing and Software present in each node, 
which operates independently according to programmed 
rules to discover itself and other nodes and to select con 
nections, thereby becoming integrated into an effective 
network. Furthermore, selected connections are those that 
the nodes themselves determine consistently to have the best 
combination of round-trip delay (RTD) and signal strength, 
namely the combination that achieves the highest data 
communication rate, as described below. Thus routing is 
optimum in the sense that the system automatically seeks 
and uses the fewest, best routes. Because the routing process 
operates continuously and takes only a few seconds or less 
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to execute, the system quickly restores optimum routing in 
response to changes such as adding or removing nodes, or 
node failure. 
0039 Node/Module Initialization & Maintenance 
0040. When a new node and its associated stack of units 
or modules is powered up, each processor-equipped wireless 
module goes through intra-stack discovery (self-discovery), 
which determines its type and role or mode within the node, 
which may be as an Access Point or, except in the case of a 
Bluetooth module, a Backhaul, which is an infrastructure 
role. This is followed by AP Selection, after which the node 
will wait for (Dynamic Host Configuration Protocol) DHCP 
inquiry to complete. DHCP is a method for dynamically 
assigning IP addresses to devices on a network, whereby IP 
addresses are automatically issued within a specified range 
to devices such as PCs when they are first powered up. The 
device retains the use of the IP address for a specific license 
period defined by a system administrator. 
0041. The following rules are applied to determine if any 
of the modules on the stack will be a backhaul (BH) and if 
so which module on the stack will be the backhaul. In order 
for a wireless module, such as module 214 or 215, to 
determine its role in a stack, the wireless module uses the 
following three criteria: 
0042 (1) Position on the stack, 
0043 (2) Knowledge of other modules in the stack, and 
0044 (3) How the DHCP was obtained wirelessly or 
via wired Ethernet 

0045 Based on the DHCP source wireless backhaul or 
wired Ethernet) and the functions of other stack modules, a 
role change from backhaul to access point might take place 
at this point. Provision by well-known means is made in the 
software so that if the DHCP source changes at any later 
time between wireless backhaul arid wired Ethernet, the 
module role will change between backhaul and access point 
using the same criteria. Such a change may occur, for 
example, if an Ethernet cable is connected to or discon 
nected from a node. It should be noted that a module that is 
to function as a Network Controller (NC) is most conve 
niently directed to do so by means of an indication in 
hardware by well-known means Such as code in a read-only 
memory. 

0046 FIG. 5 is a table of a type known as a State 
Transition Table. The column headings correspond with 
states of the unit type FSM 323 and the row headings 
correspond with system events input to the FSM. The entry 
at each intersection of a column and a row shows the result 
of the input event named in the row heading on the state 
named in the column heading. The result may be a particular 
action or actions, transition to another state, or both, or no 
effect, as specified for the particular intersection. 
0047 FIG. 6 is of a type known as a Truth Table. It shows 
the logic variables evaluated in the self-discovery tests by a 
module capable of wireless data communication, namely: 
whether it supports IEEE specification 802.11 (iam802.11), 
whether it is the only such module in the stack (only radio), 
whether it is the bottom (iambottom Radio) or top (iamTo 
pRadio) such module in the stack respectively, whether a 
module Supporting wireless communication according to 
IEEE specification 802.11a is above it (11A aboveMe), and 
whether it Supports communication according to IEEE 
specification 802.11b (iam11b). The Results column shows 
the outcomes for the possible combinations of TRUE and 
FALSE values of the variables. An X in FIG. 6 indicates that 
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the value of the particular cell has no effect on the outcome. 
“AP in the Results column means that the module will 
operate as an Access Point Supporting wireless communi 
cation according to IEEE specification 802.11. “AP/B 
means that it will operate as an access point according to 
IEEE specification 802.15.1, known as “Bluetooth” technol 
ogy. “PENDING” means that a decision on whether the 
module will operate as an access point or backhaul must be 
made according to the logic in FIG. 7. 
0048 FIG. 7 is also of a type known as a Truth Table. It 
shows logic variables evaluated by tests for whether DHCP 
was enabled in the configuration of the module (DHCP 
enabled) and whether a connection was found to a main or 
backbone network (gateway/server Found). A prescribed 
time is allowed for the test, which determines the value of 
gateway/server Found. If the prescribed time has been 
exceeded, the variable Force BH Timer timeout is TRUE, 
otherwise Force BH Timer timeout is FALSE. The Results 
column shows the outcomes for the possible combinations 
of TRUE and FALSE values of the variables. An Xindicates 
that the value of the particular table entry or cell has no effect 
on the outcome. “BH' in the Results column means that the 
module will operate as a Backhaul. “AP means that it will 
operate as an Access Point. “TRY AGAIN’ means that the 
test for whether a connection was found to a main or 
backbone network (gateway/server Found must be 
repeated. Well-known means, such as a decrementing coun 
ter, limit the repetitions of the test to a suitable number. 
When the limit has been reached the software assigns the 
module to operate as a Backhaul. 
0049. Examples of possible paths through the FSM states 
in FIG. 5 follow. Further, the entries in FIG. 5 can be 
understood from the following key (where numbers in the 
columns indicate next states) 
0050 radioinfo: a report containing the unit radio (or 
wireless) type and the allowed operation modes as saved in 
the board configuration (physical hardware); 
0051. Force BH Timer: a safety timer applied to DHCP 
response from the backbone; 
0052 next: internal event generated by the FSM to sim 
plify the implementation; 
0053 intraStackRprt: a report containing the stack topol 
ogy discovered by the unit (what other modules are in a 
given stack); 
0054 DHCP(b) Rprt: indicates that DHCP has been 
established via a wireless port: 
0055 DHCP(e) Rprt: indicates that DHCP has been 
established via an Ethernet port; 
0056 apQualified: internal event (result of Stack Logic 
FIG. 6) that indicates the ability of the unit to operate as an 
AP: 
0057 bhOualified: internal event (result of Stack Logic 
FIG. 6) that indicates the ability of the unit to operate as a 
BH; 
0058 Pending: internal event (result of Stack Logic FIG. 
6) that indicates the ability of the unit to operate as a BH and 
AP: 
0059 init: initialize state machine; 
0060 rsi: read self information; 
0061 saf: set DHCP Flag: 
0062 intra stack logic: execute MODULE INTRA 
STACK LOGIC, FIG. 6 
0063 pndLogic: execute PENDING LOGIC, FIG. 7 
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EXAMPLE 1. 

0064 Under this example through the Tables, a module 
executes software, whose functionality is described here, to 
automatically determine that the associated module has the 
role of an Access Point. 
0065. 1) When power is applied hardware configuration 
information including the type of wireless communication 
Supported and permitted modes is Supplied automatically as 
a radiolnfo event input while the FSM 323 is in the self 
discovery (SELF DISC) state (column 0), which causes the 
FSM to initialize the local states (init), read self information 
(rsi), and initiate the next event. 
0.066 2) In reaction to a next event while in the SELF 
DISC state, the FSM 323 changes state to the next state. In 
this case the next state is stack discovery (STACK DISC, 
column 1). 
0067 3) In the STACK DISC state (column 1) if the 
FSM 323 receives intraStackRprt event the FSM executes 
the intra-stack tests and logic (intra Stack logic) described in 
connection with FIG. 6. MODULE INTRA-STACKLOGIC 
and starts the Force BH Timer. It can be seen that the 
intra-stack tests and logic will result in changing state to 
AP/B, AP, BH or PENDING based on the discovered stack 
topology. 
0068 4) A DHCP(e) Rprt event while in the PENDING 
state, signifying completion of the DHCP enquiry via wired 
ethernet causes the FSM to change state to AP (column 4). 
Under the PENDING LOGICTABLE of FIG. 7, the module 
determines that a gateway/server is found (TRUE value in 
second column), and thus the Result in the fourth column is 
“AP. 

EXAMPLE 2 

0069. Under this example through the Tables, a module 
executes software, whose functionality is described here, to 
automatically determine that the associated module has the 
role of a Backhaul. 
0070 1) When power is applied hardware configuration 
information including the type of wireless communication 
Supported is Supplied automatically as a radiolnfo event 
input while the FSM 323 is in the self-discovery (SELF 
DISC) state (column 0), which causes the FSM to initialize 
the local states (init), read self information (rsi), and initiate 
the next event. 
(0071) 2) In reaction to a next event while in the SELF 
DISC state, the FSM changes state to the next state. In this 
case the next state is STACK DISC (column 1). 
(0072 3) In the STACK DISC state (column 1) if the 
FSM receives intraStackRprt event the FSM executes the 
intra-stack tests and logic (intra stack logic) described in 
connection with FIG. 6. MODULE INTRA-STACKLOGIC 
and starts the Force BH Timer. It can be seen that the 
intra-stack tests and logic will result in changing state to 
AP/B, AP, BH or PENDING based on the discovered stack 
topology. 
(0073. 4) While in the PENDING state (column 2), failure 
to complete a DHCP enquiry will cause “Force BH Timer' 
timeout which will result in the FSM changing state to the 
BH state (column 4). 
(0074 5) A DHCP(b) Rprt event while in BH state, 
signifying completion of the DHCP enquiry via wireless 
communication causes the FSM to change state to BH FI 
NAL (column 5). 
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0075 6) A DHCP(e) Rprt event while in the BH state, 
signifying completion of the DHCP enquiry via wired eth 
ernet causes the FSM to change state to AP (column 4). 
0.076 AP Selection 
0077. An AP selection process by a backhaul module 
determines to which access point the backhaul module will 
connect to with station service as defined in IEEE specifi 
cation 802.11 and have a shortest round trip delay time. In 
general, the access point (AP) may be connected to the wired 
network system wirelessly, i.e., the access points being a 
“backhaul node' (e.g., the access points 105 and 107, as 
shown in FIG. 1a and disclosed in Paragraph 0023 of the 
filed application, are “backhaul nodes’). Alternatively, the 
AP may be connected to the wired network system through 
a wired connection (e.g., the access point 106 as shown in 
FIG. 1a and disclosed in Paragraph 0023 of the filed 
application). Therefore, a scenario described below may be 
applied to both wireless or wired connection of the AP to the 
wired network system. After powering up and performing 
the intra-stack discovery explained above, a node module 
will then go through the following steps. 
0078 (1) AP Selection, 
0079 (2) Wait for DHCP request reply, and 
0080 (3) Inter-stack discovery. 
The following discussion describes the process. 
0081. When an access point module receives a DHCP 
request reply with gateway IP address, it will send ping 
messages to the gateway to determine the latency or round 
trip delay. Each module will perform learning bridge func 
tions by well-known means and the messages between an 
AP and gateway may be routed in multiple wireless hops 
depending on the topology of an actual network. It is 
assumed that all AP modules that will receive a DHCP reply 
do not have a backhaul Using protocol described in IEEE 
specification 802.11 the access point will broadcast a unique 
code sequence message as part of the ping messages or 
beacon with the round trip delay time for it to reach the 
gateway. The unique code may be an unused information 
element (e.g. id 215) in a probe response packet in order to 
advertise the AP round trip delay. 
0082. During this process all other nodes that have a 
backhaul module will start to scan the wireless neighbor 
hood for the unique code sequence message. If a backhaul 
module receives only one unique message, it will connect to 
the AP sending the unique message. If it receives more than 
one unique code sequence message it will execute a com 
parison process to determine the access point it needs to 
connect to. Information needed to determine this is: 
I0083 (1) AP to Gateway round trip delay (RTD) time. 
I0084 (2) Received Signal Strength Indicator (RSSI) 
value of the access point signal strength. 
0085. Using the RSSI values of the multiple access 
points, the backhaul module will determine an estimated 
roundtrip delay for connecting through the different access 
points from which it received the unique code sequence 
message. It will then effectively add the value to the round 
trip delay time for that access point. From this calculation 
the backhaul will determine the AP it needs to connect to for 
the shortest roundtrip delay. This calculation process is an 
ongoing activity. 
I0086 Specifically, to determine the RTD value (typically 
in microseconds), the access point converts the RSSI into an 
estimated link bit rate using a lookup table, such as that 
shown in FIG. 9. Referring to FIG. 9, the first column lists 
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the wireless technologies, the second column shows the 
number of different data rates supported by each technology 
(Maxlindex), and the remaining columns show the standard 
data rates in each case, in Mbits/second. 
I0087 Assuming that the RSSI is within a range of 0-60 
the access point uses RSSl/Maxlindex as an index to FIG. 9 
to retrieve the estimated link bit rate. The access point then 
estimates the RTD over the proposed link using a 1500 Byte 
frame using the following formula: 

Predicted RTD=AP RTD+1500*8*2/(Estimated bit 
rate). 

I0088. The preferred AP is the AP with the lowest Pre 
dicted RTD. 
I0089. An example of possible paths through the access 
point FSM 324 states in FIG. 8 follows. The entries in FIG. 
8 can be understood from the following key. 

0090 init: initialize state machine; 
0091 S: selected AP: 
0092 C. candidate AP: 
0.093 N: new AP: 
0094 i C. cntr: increment candidate confidence coun 

ter; 
0.095 C cntr-: decrement candidate confidence coun 

ter; 
0.096 ST: selection timer, when expired force sel 
event is generated; 

0097 stopST: stop selection timer; 
0.098 PosInfo: report generated by discovery protocol 
containing stack name: 

0099 setStkName: set the stack name: 
0.100 Rcv rport: result of wireless scanning posted; 
0101 rcV logic: process wireless scanning report and 
generate new event; 

0102 rcv SEL AP: selected AP has the highest score 
in the Scanning report; 

(0103 rcv NEW AP: a new AP has the highest score in 
the scanning report; 

0.104 rcV CAN AP: candidate AP has the highest 
score in the scanning report; 

01.05 Next: internal event: 
0106 link lost: indication of wireless link lost; 
0.107 force sel: safety selection timer multiple APs 
may have the same score; 

0.108 max: assigned maximum value of the variable. 
0109 Example. AP selection FSM 
0110 1) In response to a Posnfo event while in Down 
state, the FSM will initialize local states, counters and record 
the stack name to avoid possible loops. 
0111) 2) In response to a Rcv rport event while in Down 
state, the FSM will execute a Next event and perform the 
rcV logic which will parse the report and generate one of the 
following events: 
rcv SEL AP, rcv NEW AP or rcV CAN AP. Since there is 
no candidate AP at this point rcv NEW AP event will be 
generated. 
0112 3) A Next event while in Down state will cause the 
FSM to change state to AP DETECTED (column 1) and 
start the selection timer ST. 
0113 4) In response to a rev NEW AP event while in 
AP DETECTED state the FSM will abort any current 
candidate AP, adopt the new AP as a better candidate and set 
the candidate confidence counter (C. cntr) to 1 whatever its 
Current State. 
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0114 5) In response to a RcV rport event while in 
AP DETECTED state the FSM will perform the rev logic 
which will generate arcV CAN AP event. 
0115 6) In response to arcV CAN AP event while in the 
AP DETECTED State the FSM will increment the candidate 
confidence counter and check for completion, namely if 
i C. cntr—max. If i C cntr—max the FSM will generate a 
Next event 
0116. 7). In response to arcv SEL AP event while in the 
AP DETECTED state, the FSM will clear the candidate 
confidence counter. 
0117 8) In response to a Next event while in the AP DE 
TECTED state, the FSM will select the candidate AP as the 
selected AP, S, change to the AP SELECTED state and stop 
the selection timer ( stopST). 
0118 Failure or removal of an AP module will result in 
a link lost event which will cause the BH to follow the 
process described above to AP SELECTED with a newly 
discovered best choice of AP. 
0119 With respect to completing the mesh by integration 
of network controllers (NC), of which there must be at least 
one and there may be more in order to provide redundancy 
in case of failure, each AP will measure the round trip delay 
(RTD) to each NC by means of the well-known ICMP (ping) 
protocol and collect the result or results into an NC RTD 
report. From the Round Trip Delay (RTD) report value for 
each network controller (NC) the wireless module will 
conclude if a network controller (NC) received is a candi 
date NC (NCC), namely one that has the best (i.e. least) 
roundtrip delay time. If the RM receives the same NC as a 
candidate NC, a number X times in a row (e.g., 3) then that 
NC is selected as the new NC (NC S). The number (x) is a 
configurable value. Each node may periodically perform at 
least some of the functions described in this section. 
0120 Backhaul Security 
0121 The backhaul connection uses an AES (Advanced 
Encryption Standard) static encryption key for all user data 
transmissions. (For example, the backhaul module may use 
the Atheros AR5001AP chipset, which includes AES keys.) 
Each AP (access point) maintains a common key table of 
enterprise keys, namely a common table consisting of a key 
table for the WLAN users and an additional key for the 
WLAN Backhaul modules. In addition, on the encryption 
key table an otherwise unused key is defined as a unique key. 
This unique key is present in the software used by all 
wireless modules. The purpose of this unique key is to allow 
temporary non-secure limited connections to be made 
between an existing module stack and a new stack that has 
been introduced to the network but not yet configured with 
the enterprise encryption keys. 
0122) When a new stack with a backhaul module powers 
up without any security keys configured, it still needs to 
connect to the existing system before it can be configured 
with the enterprise security keys. A connection with 
restricted capabilities is achieved by using the unique key 
that is present on all wireless modules. The new stack will 
connect with the unique key to a suitable AP and the AP will 
permit WLAN infrastructure management services, but it 
will not be able to forward any user data traffic to or from 
the AP. By making use of this connection with restricted 
capabilities, the network administrator can either allow the 
new stack to make a secure connection or disconnect it as an 
unknown stack. If the new stack is a valid new entrant to the 
system it will be configured by the administrator with the 
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correct security keys and it will reset its connection to create 
a secure backhaul link. In the restricted mode, the AP will 
allow traffic from/to Strix devices only, based on a OUI 
(Organizationally Unique Identifier) filed in the MAC layer. 
I0123. It is further noted according to an embodiment of 
the present invention that the wireless module may be 
configured to use a first type of encryption for communica 
tion with a wireless mobile unit within the wireless local 
area network, and to use a second type of encryption of data 
traffic provided to a selected access point, such that the 
wireless mobile unit is configured to exchange data with the 
wireless module without compromising a security of the 
data traffic provided between the wireless module and the 
selected access point under the second type of encryption. 

CONCLUSION 

0.124 Aspects of the invention are particularly useful in 
providing communications with mobile wireless units or 
devices within a picocellular system. A picocellular system 
typically refers to a wireless system having wireless base 
stations with extremely low power designed to cover an 
extremely small area, Such as one floor of an office building. 
Indeed, short range wireless communication as described 
herein generally refers to an effective range of 500 meters or 
less (and with Bluetooth, often less than 100 meters), 
although some systems may reach up to 1 kilometer depend 
ing upon the wireless transmission protocol and power level. 
Access points, nodes or base station units described herein 
are generally fixed relative to a given location. The location 
may be any stationary building or geographic space (such as 
a parking lot or park). Alternatively, the node may be fixed 
relative to a movable object such as a vehicle (e.g., train, 
ship or plane). 
0.125 Unless the context clearly requires otherwise, 
throughout the description and the claims, the words "com 
prise.” “comprising,” and the like are to be construed in an 
inclusive sense as opposed to an exclusive or exhaustive 
sense; that is to say, in the sense of “including, but not 
limited to.” Additionally, the words “herein,” “above.” 
“below' and words of similar import, when used in this 
application, shall refer to this application as a whole and not 
to any particular portions of this application. When the 
claims use the word 'or' in reference to a list of two or more 
items, that word covers all of the following interpretations of 
the word: any of the items in the list, all of the items in the 
list and any combination of the items in the list. 
0.126 The above detailed description of embodiments of 
the invention is not intended to be exhaustive or to limit the 
invention to the precise form disclosed above. While specific 
embodiments of, and examples for, the invention are 
described above for illustrative purposes, various equivalent 
modifications are possible within the scope of the invention, 
as those skilled in the relevant art will recognize. For 
example, while processes or blocks are presented in a given 
order, alternative embodiments may perform routines hav 
ing steps, or employ systems having blocks, in a different 
order, and some processes or blocks may be deleted, moved, 
added, subdivided, combined, and/or modified. Each of 
these processes or blocks may be implemented in a variety 
of different ways. Also, while processes or blocks are at 
times shown as being performed in series, these processes or 
blocks may instead be performed in parallel, or may be 
performed at different times. Where the context permits, 
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words in the above Detailed Description using the singular 
or plural number may also include the plural or singular 
number respectively. 
0127. The teachings of the invention provided herein can 
be applied to other systems, not necessarily the system 
described herein. For example, while much of the above 
Detailed Description discusses the IEEE 802.11 and Blu 
etooth standards, aspects of the invention may be imple 
mented using other wireless standards, protocols or frequen 
cies, such as CDMA, GSM, and IEEE 802.1 and 802.20. The 
elements and acts of the various embodiments described 
above can be combined to provide further embodiments. 
0128. All of the above patents and applications and other 
references, including any that may be listed in accompany 
ing filing papers, as well as patent application Ser. No. 
10/549,342, filed Mar. 24, 2004, entitled “Self-Configuring, 
Self-Optimizing Wireless Local Area Network System': 
U.S. patent application Ser. No. 10/139,609, filed May 2, 
2002, entitled “Wireless Base Station To Base Station Syn 
chronization. In A Communication System, Such AS A Sys 
tem. Employing a Short-range Frequency Hopping Or Time 
Division Duplex Scheme'; and Application No. PCT/US03/ 
28840, filed Sep. 12, 2003, entitled “Network Access Points 
Using Multiple Devices', all commonly assigned, are incor 
porated herein by reference. Aspects of the invention can be 
modified, if necessary, to employ the systems, functions, and 
concepts of the various references described above to pro 
vide yet further embodiments of the invention. 
0129. These and other changes can be made to the 
invention in light of the above Detailed Description. While 
the above description details certain embodiments of the 
invention and describes the best mode contemplated, no 
matter how detailed the above appears in text, the invention 
can be practiced in many ways. Details of the node place 
ment routine may vary considerably in its implementation 
details, while still be encompassed by the invention dis 
closed herein. As noted above, particular terminology used 
when describing certain features or aspects of the invention 
should not be taken to imply that the terminology is being 
re-defined herein to be restricted to any specific character 
istics, features or aspects of the invention with which that 
terminology is associated. In general, the terms used in the 
following claims should not be construed to limit the inven 
tion to the specific embodiments disclosed in the specifica 
tion, unless the above Detailed Description section explicitly 
defines Such terms. Accordingly, the actual scope of the 
invention encompasses not only the disclosed embodiments, 
but also all equivalent ways of practicing or implementing 
the invention under the claims. 

0130. While certain aspects of the invention are presented 
below in certain claim forms, the inventors contemplate the 
various aspects of the invention in any number of claim 
forms. For example, while only one aspect of the invention 
is recited as embodied in a computer-readable medium, 
other aspects may likewise be embodied in a computer 
readable medium. Accordingly, the inventors reserve the 
right to add additional claims after filing the application to 
pursue such additional claim forms for other aspects of the 
invention. 

We claim: 
1. An apparatus, comprising: 
a base module positioned within a stack, said stack being 

associated with a node of a wireless local area network, 
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and said wireless local area network being configured 
to communicate with an external network; 

an antenna module positioned within the stack; and 
one or more wireless modules positioned within the stack 

and coupled to the base and antenna modules, 
wherein a first wireless module of the wireless modules is 

configured to 
identify other wireless modules in the stack, 
determine whether the first wireless module is a back 

haul module or an access point module, and 
responsive to determining that the first wireless module 

is a backhaul node, determine an access point with 
which to connect. 

2. The apparatus of claim 1, wherein to determine whether 
the first wireless module is a backhaul module or an access 
point module, the first wireless module is configured to 
determine whether a Dynamic Host Configuration Protocol 
is being received wirelessly or via a wired ETHERNET 
connection. 

3. The apparatus of claim 1, wherein the first wireless 
module comprises a finite state machine configured to 
determine an access point with which to connect. 

4. The apparatus of claim 1, wherein at least two of the 
one or more wireless modules employ different short-range 
wireless protocols. 

5. The apparatus of claim 4, wherein the different short 
range wireless protocols comprise at least two different 
IEEE 802.11-type protocols, or a combination of at least one 
of the at least two different IEEE 802.11-type protocols and 
a BLUETOOTH protocol. 

6. The apparatus of claim 1, wherein the apparatus is 
configured to communicate wirelessly with one or more 
mobile units within the wireless local area network. 

7. The apparatus of claim 1, wherein the apparatus is 
configured to provide connectivity to the external wired 
network. 

8. The apparatus of claim 1, wherein the first wireless 
module is configured to automatically perform discovering 
backhaul connectivity to the external wired network by: 

determining one or more wireless communication paths to 
one or more access points connected to the external 
wired network wirelessly or through a wired connec 
tion, 

identifying a shortest communication path of the one or 
more wireless communication paths to a selected 
access point, and 

establishing a communication path using the shortest 
communication path with the selected access point to 
provide communications between the first wireless 
module with the wired network via the selected access 
point. 

9. The apparatus of claim 8, wherein, to identify the 
shortest communication path to the selected access point, the 
first wireless module is further configured to determine 
round trip delay times for communicating with the first 
wireless module using a return signal strength indicator from 
each of the one or more access points. 

10. The apparatus of claim 8, wherein at least one of the 
wireless modules is configured to use a first type of encryp 
tion for communicating with at least one wireless mobile 
unit within the wireless local area network, and to use a 
second type of encryption for data traffic provided to the 
selected access point, Such that the wireless mobile unit is 
configured to exchange data with said at least one of the 
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wireless modules without compromising a security of the 
data traffic provided between the said at least one of the 
wireless modules and the selected access point under the 
second type of encryption. 

11. The apparatus of claim 8, wherein the selected access 
point of the one or more access points is a backhaul node 
connected wirelessly to said external wired network wire 
lessly. 

12. The apparatus of claim 1, wherein determining an 
access point with which to connect includes considering a 
return signal strength indicator from each of candidate 
access points. 

13. A method, comprising: 
performing, by a first wireless module of a plurality of 

wireless modules comprised in a stack associated with 
a node of a wireless local area network, an automatic 
self-discovery by identifying other wireless modules in 
the stack, 

automatically determining whether the first wireless mod 
ule is a backhaul module or an access point module, 

responsive to determining that the first wireless module is 
a backhaul node, determine an access point with which 
to connect, 

wherein the stack further comprises a base module and an 
antenna module to which the one or more wireless 
modules are coupled. 

14. The method of claim 13, wherein to determine 
whether the first wireless module is a backhaul module oran 
access point module, the first wireless module is configured 
to determine whether a Dynamic Host Configuration Pro 
tocol is being received wirelessly or via a wired ETHER 
NET connection. 

15. The method of claim 13, wherein the first wireless 
module comprises a finite state machine configured to 
determine an access point with which to connect. 

16. The method of claim 13, wherein at least two of the 
one or more wireless modules employ different short-range 
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wireless protocols and the different short-range wireless 
protocols comprise at least two different IEEE 802.11-type 
protocols, or a combination of at least one of the at least two 
different IEEE 802.11-type protocols and a BLUETOOTH 
protocol. 

17. The method of claim 13, further comprising automati 
cally discovering connectivity to the external wired network 
by at least one of said wireless modules or each of said 
wireless modules by performing: 

determining one or more wireless communication paths to 
one or more access points connected to said external 
wired network wirelessly or through a wired connec 
tion; 

identifying a shortest communication path of said one or 
more wireless communication paths to a selected 
access point of the one or more access points; and 

establishing a communication path using said shortest 
communication path with the selected access point to 
provide communications between the first wireless 
module with the wired network via the selected access 
point. 

18. The method of claim 17, further comprising deter 
mining round trip delay times for communicating with the 
first wireless module using a return signal strength indicator 
from each of the one or more access points to identify the 
shortest communication path to the selected access point. 

19. The method of claim 17, wherein determining the one 
or more communication paths to the one or more access 
points is performed periodically to continuously provide 
optimal data traffic routing and to reroute the data traffic to 
a new access point of said one or more access points if the 
one selected access point fails. 

20. The method of claim 13, wherein determining to 
which access point to connect includes considering a return 
signal strength indicator from each of candidate access 
points. 


