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(57) ABSTRACT 

An apparatus and method for automatically optimizing a 
Strategy of a decision management System. More specifi 
cally, a computer-implemented decision management Sys 
tem applies a Strategy to determine actions to be taken, 
monitors performance based on the taken actions, and 
refines the Strategy in accordance with the monitored per 
formance. An end user of the System Selects a part of the 
Strategy for optimization, and Selects criteria for optimizing 
the Selected part of the Strategy. The decision management 
System then automatically optimizes the Selected part of the 
Strategy in accordance with the Selected criteria. The end 
user can decide whether or not to implement the optimized 
Strategy in production. 
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DECISION MANAGEMENT SYSTEM WITH 
AUTOMATED STRATEGY OPTIMIZATION 
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BACKGROUND OF THE INVENTION 

0008 1. Field of the Invention 
0009. The present invention relates to a decision man 
agement System for creating and applying Strategies to 
manage clients, Such as customers, accounts, or applicants, 
of an organization. More Specifically, the present invention 
relates to a decision management System having automated 
Strategy optimization capabilities. 

0010) 2. Description of the Related Art 
0.011) A typical organization maintains a significant 
amount of information about its clients, where “clients' 
refers to the customers, accounts or applicants for Services 
or products of the organization. This information can be used 
effectively, for example, to increase productivity and reduce 
costs, while achieving the goals of the organization. Such 
goals may be to improve profitability and maximize cus 
tomer value. 
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0012 For example, a company may sell various products 
to its customers, and may maintain a significant amount of 
information relating to its customers. This information can 
be used to improve many critical interactions with the 
customers, Such as marketing communications, Sales calls, 
customer Service, collections, and general relationship man 
agement activities. 
0013 Consider the following examples. 
0014 Assume that a diversified financial services com 
pany is trying to leverage its customer base by cross-selling 
its various products. It currently uses limited internal cus 
tomer information and credit bureau information to identify 
existing customers for croSS-Sell campaigns. For example, 
they might Send “invitations to apply’ for a home equity 
loan to those customers who own a mortgage with the 
company, and meet a minimum credit bureau Score thresh 
old. Imagine how much more powerful their cross-selling 
efforts would be if they could use information from all of the 
customers accounts to offer pre-approved home equity 
loans to customers where the likelihood of a Sale was high, 
the probability of default was low, and the financial value of 
that Sale was high. 
0015. As another example, assume that a regional bell 
operating company is currently applying only age-based 
criteria (e.g., "days past due') to its accounts receivable 
portfolio to identify candidates for its collections department 
and to handle those customers. The content of the outbound 
collection notices and phone calls is driven Solely by the age 
and amount of a customer's unpaid balance, Imagine if the 
company had a tool that helped it Select and prioritize 
collection accounts based on the likelihood of a customer 
interaction making a bottom line difference. Instead of 
calling or writing all overdue accounts, they could focus 
resources on those where the customer interaction would 
make the greatest difference. In addition, they would Save 
the expense and ill will generated by calling customers who 
would pay without a collections contact. 
0016. As a still further example, assume that a manager 
of a large telephone customer Service center for a Super 
regional bank has been given only hard-line corporate policy 
to make decisions about fee and rate concessions. While her 
Service repS attempt to Stay to the company line, she is 
deluged with requests from good customers to talk to the 
manager. She uses her judgment based on the incomplete 
information available to her to decide which concessions are 
appropriate to prevent attrition of profitable customers. Just 
imagine if the Service repS had guidelines that were specific 
to each customer, based upon customer data that indicates 
their value to the organization, likelihood of attrition, risk 
level, and other characteristics. The manager could stand by 
these guidelines with confidence. There would be no con 
cessions made to unprofitable customers, fewer manager 
overrides, Shorter calls, and reduced attrition of the custom 
ers they want to keep. 
0017 AS diverse as the above examples appear on the 
Surface, they share Several common characteristics. Each 
involves a large customer base and a high Volume of 
customer interactions. Each organization has a Substantial 
amount of accumulated data regarding the characteristics, 
purchasing/behavior patterns, and profitability of customers 
(though the data may not yet be well organized or analyzed). 
Each organization has an opportunity to improve perfor 
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mance Substantially by treating different customers and 
customer groups differently, due to diversity in customer 
relationships and their potential. In each case, there are 
desired outcomes that could result from alternative customer 
interactions (e.g., customer purchases a product, pays an 
outstanding bill, increases deposit balances), and those out 
comes can readily be identified, quantified, and tracked. 
0.018. Therefore, each of the above examples depicts a 
busineSS Situation that currently is not fully benefiting from 
decision Support and therefore is yielding less than optimal 
results. 

0019. There are software based decision management 
Systems in the marketplace which can organize information 
to make more effective decisions. Generally, a Software 
based decision management System applies Strategies to 
determine actions to be taken, monitors performance based 
on the taken actions, and refines the Strategies in accordance 
with the monitored performance. 
0020 FIG. 1 is a diagram illustrating the general concept 
of a Software-based decision management System. Referring 
now to FIG. 1, a software based system 10 receives infor 
mation from operational and/or customer information SyS 
tems 20, Such as, for example, billing Systems, account 
management Systems, credit bureau Systems and data ware 
houses. Software based system 10 prioritizes and tailors 
customer interactions based on predictive information, Spe 
cific busineSS rules, and continually evolving decision Strat 
egies. Software based system 10 then determines an appro 
priate action which is to be taken by an action-taking System 
30. An appropriate action to be taken could include, for 
example, a call to a customer, a specific collections proce 
dure or a specific marketing action. 
0021. A decision management system as in FIG. 1 can 
provide Superior results, Such as increased revenue genera 
tion, improved cost-effectiveness and enhanced customer 
relationships. 
0022. For example, the American Management Systems 
(AMS) StrataTM decision support system release 3.0 (here 
inafter Strata"M release 3.0) is a software based decision 
management System which applies predictive modeling 
techniques to customer data, to thereby generate dramatic 
improvements in the effectiveneSS and profitability of cus 
tomer interactions. 

0023 For example, FIG. 2 is a diagram illustrating the 
functional flow of a decision management System, Such as 
that in Strata TM release 3.0. Referring now to FIG. 2, in step 
140, an inbound event is a trigger that is received from one 
or more external Systems to identify that a particular client 
event has occurred. Here, a client refers to people or entities 
which interact with, or do busineSS with, an organization. 
For example, clients include customers, accounts or appli 
cants for Services or products of the organization. Each 
client has associated attributes Such as, for example, client 
age, client balance, etc., which are maintained by the System. 
An attribute is a data element passed into the decision 
management System from an external Source and/or derived 
by the decision management System through its own evalu 
ation and processing. 
0024. From step 140, the system moves to step 150, 
where clients are assigned to different Segments. A Segment 
is a grouping of clients based on a characteristic by which 
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the clients will be separated for applying different rules. 
Generally, a Segment is a high-level Segregation of clients 
for the purpose of associating largely independent high-level 
Strategy. Thus, Segments are separate groups of clients, for 
which a unique Set of evaluation procedures have been 
defined. For example, a telecommunications company might 
have a Segment for residential customers and another for 
busineSS customers. Each Segment can have, for example, a 
Separate manager who is the only one with Security rights to 
Setup or modify the evaluation procedure for that Segment. 
0025. From step 150, the system moves to step 155, 
where each Segment is further divided into categories. A 
category is typically a grouping of clients as defined by the 
organization Such that it aligns client interaction/value man 
agement objectives. In other words, categories represent 
groups of clients based on how the organization views the 
clients. For example, a bank may divide clients (such as 
credit card holders) into the categories of Bronze, Gold, and 
Platinum, based on how the bank views the credit worthiness 
of the clients. 

0026. From step 150, the system also moves to step 160, 
where clients are grouped in a random manner into different 
test groups for the purpose of applying competing policy 
rules, strategy, or experiments. Thus, steps 155 and 160 can 
be seen as being performed in parallel and/or having no 
inter-dependency. 
0027. After steps 155 and 160, each segment has now 
been divided into test groups and categories. Categories and 
test groups can be considered to be at the same level in the 
Strategy hierarchy. 
0028. From steps 155 and 160, the system moves to step 
165, where a matrix is created for each Segment, with the 
categories and test groups on different axes, to create a 
Strategy test cell at the interSection of each category and test 
group. Here, it is not necessary that a matrix be “physically' 
created. Instead, the data must Simply be organized or 
arranged in Some manner that allows clients to be concep 
tually represented in a data Structure equivalent to a matrix, 
So that clients can be associated with, or assigned to, Strategy 
test cells. 

0029. From step 165 the system moves to step 170, where 
inbound events are matched to function Sets. 

0030) Function sets are decision logic modules formed by 
one or more “functions.” Functions can be, for example, 
decision trees or Score models. There are preferably Several 
different functions which are available in the creation of any 
function Set. One or more functions are typically grouped 
into function Sets when they have comparable objectives 
(i.e., score cards to predict risk, decision trees to evaluate a 
credit line, etc.). Therefore, generally, a function Set is a 
reusable busineSS proceSS triggered by one or more events. 
It may contain one or more strategies (functions) for accom 
plishing its objective. 
0031. From step 170, the system moves to step 180, 
where the Specific function Sets for one or more specific 
inbound events are executed. 

0032). From step 180, the system moves to step 190, 
where the results, or action items, are output. 
0033 FIG. 3 is a diagram illustrating an example of a 
Segment being divided into different test groupS as in Step 
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160 of FIG. 2. Referring now to FIG.3, 10% of the segment 
is randomly assigned to test group 1, 10% of the Segment is 
randomly assigned to test group 2, and 80% of the Segment 
is randomly assigned to test group 3. 

0034 FIGS. 4(A) and 4(B) are diagrams illustrating the 
matching of inbound events to function sets in step 170 of 
FIG. 2. Referring now to FIG. 4(A), for example, when an 
inbound event 91 is a credit card campaign, the following 
function Sets are applied, in order: credit card propensity to 
buy score 92, risk score 93 and offer selection 94. A result 
95 of the applied function sets is a determination of whether 
to Send a credit card offer. 

0035) Similarly, referring now to FIG.4(B), for example, 
when an inbound event 96 is a late payment, the following 
function Sets are applied, in order: risk Score 97, underwrit 
ing treatment 98 and overdraft decision treatment 99. A 
result 100 of the applied function sets is a determination 
whether to Send new underwriting and Overdraft codes. 
0.036 FIG. 5 is a diagram illustrating the grouping of 
functions to function sets. Referring now to FIG. 5, when an 
inbound event 91 triggers a Specific function Set, the Specific 
function to be applied to a client will be determined by the 
test group into which the client was assigned. This allows for 
Strategy experimentation by defining a common Sequence of 
function Sets for a given inbound event, but differentiating 
the actual function that will be invoked for each function set 
depending on the respective test group into which the client 
was randomly assigned. 

0037. If a function set only contains one function, no 
experimentation will take place in that function Set Since 
every client, regardless of its test group, will be required to 
use the function. For example, in FIG. 5, no experimenta 
tion takes place in the credit card propensity to buy Score 92, 
Since this function Set contains only one function. By 
contrast, in FIG. 5, experimentation takes place in offer 
Selection 94, Since this function Set includes more than one 
function. This approach provides the Strategy analyst with 
the flexibility to experiment Selectively on each Strategy 
component of the Overall Strategy, as appropriate. 

0.038 Function sets can include many different types of 
functions, including, for example, decision trees, Score mod 
els and matrices. Decision trees are the most common. 

0.039 FIG. 6 is a diagram illustrating the creation of a 
matrix of the categories and test groups for a respective 
segment, as in step 165 of FIG. 2. Referring now to FIG. 6, 
categories of, for example, Bronze, Gold and Platinum are 
on one axis of the matrix, and test groups 1, 2 and 3 are on 
the other axis of the matrix. The interSection of a respective 
category with a respective test group represents a Strategy 
test cell of the matrix. 

0040. Then, possibly for each function set, different strat 
egies are designed for different Strategy test cells of the 
matrix. 

0041 FIG. 7 is a diagram illustrating an example of the 
correspondence of functions of a respective function Set to 
the strategy test cells of the matrix. Referring now to FIG. 
7, various function Sets, including credit card propensity to 
buy score 92, risk score 93 and offer selection 94, are 
executed in a user-defined order upon the occurrence of 
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inbound event 91. Offer selection 94 includes a respective 
function, which is possibly a decision tree, for each Strategy 
test cell. 

0042. As a strategy is designed, the strategy test cells can 
be examined against each other. Preferably, there is a com 
mon Set of metrics for the entire matrix, where the metrics 
are the appropriate measurements against which to measure 
the performance of the Strategy defined for a Segment. Then, 
it can be determined, for example, how well a test group is 
shifting customers to other categories. For example, it can be 
determined how quickly test group 1 is moving Bronze 
customers into the Platinum category in the matrix of FIG. 
6. The opposite undesirable effect can also be assessed. 
Many other types of determinations can be made, based on 
the various implemented Strategies. 
0043. The above figures represent the logical flow of how 
Strategy test cells are created, or assigned. However, the 
systematic or technical flow may be different. Moreover, 
the-logical flow in the above figures represents only one 
Specific example of a decision management System, and 
decision management Systems are not limited to this 
example. Instead, different decision management Systems 
can have, and likely will have, different logical flows. For 
example, a decision management System might not assign 
clients to segments (as in step 150 of FIG.2), assign clients 
to categories (as in step 155 of FIG. 2), or create a matrix 
for each segment (as in step 165 of FIG. 2). 
0044. In addition to applying Strategies, a decision man 
agement System measures performance So that the overall 
Strategy can be appropriately adjusted to optimize results. 
0045 For example, FIG. 8 is a diagram illustrating the 
overall operation of the above-described decision manage 
ment System for measuring performance. More specifically, 
FIG. 8 illustrates an example of a data aggregation operation 
for effectively managing and organizing data. 
0046 Referring now to FIG. 8, in step 200, for the 
above-described decision management System, each path 
through each decision tree is tagged with a unique identifier 
referred to as a report group. Although it is preferable to tag 
each path through each tree So that complex Strategy can be 
created and refined, it is not necessary for each path to be 
tagged. Instead, the Selection of which paths to tag is a 
matter of design choice, based on the Strategy parameters of 
the decision management System. 
0047 Therefore, a report group is a tag which identifies 
a unique path through a strategy, and is preferably, although 
not necessarily, applied to terminal nodes of decision trees, 
A report group is preferably independent of the test group, 
So that it can be associated with the same branch of com 
parable trees in two or more test groups. Report groups are 
a valuable Strategy evolution tool, and enable comparative 
evaluation of Strategy effectiveness for categories within a 
Segment. In the present example of a decision management 
System, categories allow for the analysis of clients who, 
once being individually evaluated against user-defined cri 
teria, are determined to have similar qualities in consider 
ation of organizational objectives. For example, a category 
may be defined as all customers who have average current 
value, high potential value, and a low probability of attrition. 
Report groups can be placed throughout a decision Strategy 
in order to assure that performance results are accumulated 
for each respective part of the Strategy. 
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0.048. In the present example, all clients in a given report 
group should be relatively homogenous, the difference being 
the test group to which the clients were randomly assigned 
and thus the action/decision applied to the clients being 
based on their test group. Since report groups are typically 
independent of test groups, they allow for comparison of the 
same or alternate categories across experiments (i.e., com 
parison within the category Platinum of a report group for 
the test 1 and control test groups). Decision effectiveness 
reports can then track specified performance metrics (i.e., 
response rate for marketing, approval rate for underwriting, 
etc.) by test group for each report group. 
0049 Referring again to FIG. 8, from step 200 the 
System moves to Step 210, where observation points are 
determined. More specifically, in this example, each time a 
decision is made about a client, that decision is posted. More 
importantly, in this example, the report group that the client 
passed through is posted. In addition, in this example, what 
Segment, category, test group, etc. is posted. 
0050. From step 210, the system moves to step 220, 
where performance over time for observation points is 
accumulated, and matched against the observation points. 
Generally, an observation point is a Snap-shot of a point in 
time, and has dimensions acroSS which analysis of the data 
can be performed. A specific client can have multiple 
observation points. Therefore, in step 210 in FIG. 8, obser 
vation points for a client are noted. Then, in step 220, for 
each client, performance data is matched against observation 
points. For example, once a month, performance data for a 
client may be obtained. This performance data is then 
matched, or correlated, to the appropriate observation points 
for each account and/or customer. 

0051). From step 220, the system moves to step 230, 
where the collected performance data is periodically aggre 
gated and grouped, preferably, into all possible permutations 
of the dimensions noted when the observation point was 
taken and Selected for analysis. Generally, in Step 230, it is 
not desirable to report on a specific client, but how well a 
Specific test group or Strategy performs. For example, the 
data is preferably aggregated to determine the performance 
of Segment 1, test group 4, bronze customers, report group 
B. An aggregate performance data measure can then be 
determined for all clients meeting this criteria. In this 
manner, it can be evaluated, for example, how well a certain 
test group or category performed, instead of how well a 
Specific client performed. Thus, Strategy performance can be 
evaluated, instead of individual client performance. 
0.052 As a result of the aggregation of data, a row of data 
having two parts, dimensions and metrics, can be created. 
Dimensions are the ways the organization wants to view the 
performance results. For example, Segment and category 
would be dimensions. Aggregating the data in a row allows 
us to view the intersection of the different points in the 
matrix created in step 165 of FIG. 2. For example, by 
aggregating the data, we can view all the metrics, or results, 
asSociated with Bronze, test group 2. The users can inter 
actively Select which dimensions to apply in filtering the 
results. 

0053. Therefore, the dimensions of the rows should pref 
erably provide all the different ways in which it is intended 
to analyze the performance data. The dimensions would 
likely include combinations that allow data relating to the 
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category assignment matrix to be viewed, and combinations 
that allow data relating to specific Strategy paths to be 
viewed. 

0054 For example, a row might typically include the 
dimensions of Segment, test group, category and report 
group. The metrics for that row should include data relating 
to those dimensions, Such as, for example, delinquency, 7% 
credit line used, value, profit. Therefore, by Storing dimen 
Sions as a “key to the data, a “Solution Set' of metricS is 
obtained which matches that key. 
0055 Each row can be thought of as being a unique 
intersection of values for all dimensional columns. Prefer 
ably, the metrics associated with those dimensions are 
appropriately aggregated for every possible permutation of 
all of the dimensions. For example, one row can include the 
dimensions of Segment 1, test group 1, category 1, report 
group 1, and the aggregate results that meet these dimen 
Sions. The next row may include the dimensions of Segment 
1, category 1, test group 1, report group 2, and the aggregate 
results that meet these dimensions. 

0056. When performing the data aggregation operation, 
all possible permutations of dimensions are preferably deter 
mined. Then, the results of clients meeting these dimensions 
should be matched to these permutations. 
0057 For example, FIG. 9 is a diagram illustrating an 
example of a row of data having a dimensions part and 
metrics part. Referring now to FIG. 9, each row includes the 
dimensions of observation time, performance time, Segment, 
test group, category and report group. Preferably, a row is 
created for each possible permutation of the dimensions. The 
metrics of delinquency, 76 credit line used, value and profit 
are then matched to the various permutations of the dimen 
Sions. Generally, the metrics for a specific row should 
indicate the consolidation all the individual client data of all 
the individual clients meeting the values of the dimensions 
identifying that row. Therefore, the data for each specific 
client is not being reviewed, but instead the performance of 
a specific Strategy is being reviewed. 
0058. The use of time dimensions, such as the dimen 
Sions of observation time and performance time, allows the 
movement between categories to be examined over time. 
Additionally, time allows for trend analysis and Selective 
inclusion of performance points to assess when a Strategy 
performed well/poorly. 
0059. Therefore, the data aggregation operation of FIG. 
8 prepares and correlates data. In this example, the data 
aggregation operation can translate the correlated data into 
a multi-dimensional data model, to Support the use of online 
analytical-processing (OLAP) technology. Then, OLAP 
technology can be applied to evaluate the aggregated data. 
Generally, OLAP is a known technology that allows for the 
multi-dimensional analysis of data Such that results can be 
reported in a manner consistent with explaining their Sig 
nificance or inter-relationships. OLAP is based upon the use 
of multi-dimensional data Structures and aggregated data to 
ensure acceptable performance in leveraging technology. 
The use of OLAP in a decision management System is 
described in U.S. application titled USE OF ONLINE ANA 
LYTICAL PROCESSING (OLAP) IN A RULES BASED 
DECISION MANAGEMENT SYSTEM, U.S. Ser. No. 
09/217,016, filed Dec. 21, 1998, and which is incorporated 
herein by reference. 
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0060 FIG. 10 is a diagram illustrating an example of a 
definition hierarchy of a decision management System, and 
provides a version level for creating different Strategy ver 
sions. Referring now to FIG. 10, a version level can be 
interjected between a System level and a Segment level. A 
function level is shown as being under the version level and 
at the same level as segment. Thus, in FIG. 10, different 
functions are associated with different versions and func 
tions are associated with Specific Segments. Levels and 
asSociations provide the user with the ability to organize the 
Strategy components of a Strategy. 

0061 While FIG. 10 illustrates a versioning level inter 
jected between the System level and the Segment level, a 
versioning level can be virtually at any level in the definition 
hierarchy. For example, FIG.11(A) is a diagram illustrating 
a definition hierarchy having the version level beneath the 
System level and the function level. In addition, version 
levels can exist Simultaneously at multiple levels in the 
definition hierarchy. For example, FIG. 11(B) is a diagram 
illustrating a definition hierarchy having a version level 
above and beneath the function level. The use of versioning 
levels in a decision management System is described, for 
example, in U.S. application titled VERSIONING IN A 
RULES BASED DECISION MANAGEMENT SYSTEM, 
U.S. Ser. No. 09/219,341, filed Dec. 23, 1998, and which is 
incorporated herein by reference. 
0062) The above-described decision management sys 
tem-can allow hybrid Strategies to be developed, based on 
the Success of different experiments. 
0.063 For example, FIG. 12 is a diagram illustrating the 
effectiveness of creating a hybrid Strategy in a decision 
management system. Referring now to FIG. 12, a "test” 
Strategy is applied to test group A, where customers in test 
group A are divided into two groups, TGA1 and TGA2. 
Group TGA1 includes all customers less than 40 years old. 
Group TGA2 includes all customers greater than or equal to 
40 years old. A letter is sent to customers whether they are 
in group TGA1 or TGA2. The end result is that a letter is 
60% effective for the customers in TGA1, and 70% effective 
for customers in TGA2. Assuming that 50% of the popula 
tion is greater than or equal to 40 years old, and 50% of the 
population is less than 40 years old, the overall Success rate 
of the test strategy is 65%. 
0064. Similarly, a “control' strategy is applied to test 
group B, where customers in test group B are divided into 
two groups, TGB1 and TGB2. Group TGB1 includes all 
customers less than 40 years old. Group TGB2 includes all 
customers greater than or equal to 40 years old. A call is 
made to customers whether they are in group TGB1 or 
TGB2. The end result is that a call is 50% effective for the 
customers in TGB1, and 90% effective for customers in 
TGB2. Assuming that 50% of the population is greater than 
or equal to 40 years old, and 50% of the population is less 
than 40 years old, the Overall Success rate of the control 
strategy is 70%. 
0065. An overall comparison of results of test group A 
(the “test” strategy) versus test group B (the “control” 
group) indicates that the control Strategy is Superior, as 
measured by overall Success rate. However, when Strategy 
effectiveness is reported at the comparable path level 
through the test and control Strategies, it is possible to build 
a new hybrid strategy that will outperform either the test 
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Strategy or the control Strategy by combining the best 
performing actions of each Strategy. For example, the hybrid 
Strategy would Send a letter to all customers less than 40 
years old, but call all customers greater than or equal to 40 
years old. Such a hybrid Strategy should produce an 
expected overall success rate of 75%, which is higher than 
either of the test or control Strategies. 
0066 Such an approach for determining a hybrid strategy 
could be used, for example, to improve the Strategy in offer 
selection 94 in FIG. 5, where different strategies are applied 
to different test groups. The formation of a hybrid Strategy 
can significantly increase the effectiveneSS and profitability 
of an organization. 
0067. As can be seen from above, software based deci 
Sion management Systems apply Strategies to determine 
actions to be taken, monitor performance based on the taken 
actions, and refine the Strategies in accordance with the 
monitored performance. 
0068 Moreover, as can be seen from above, a strategy is 
formed of many different Strategy components. Here, a 
Strategy component refers to any part of a Strategy imple 
mented in a decision management System. For example, a 
Strategy component can be a System, version, attribute, 
inbound event, outbound event, function, function Set, Seg 
ment, report instruction, continuous dimension, test group or 
report group. 
0069 FIG. 13 is a diagram illustrating the analysis of 
performance results and the recommendation of strategy 
changes in a conventional decision management System. 
Referring now to FIG. 13, in step 500, a rules editor creates 
and edits rules which define the strategy. From step 500, the 
operation moves to Step 502 where a decision engine applies 
the Strategies created and edited by the rules editor. From 
step 502, the process moves to step 504, where performance 
reporting is done, to report Strategy/policy performance 
results to an end user of the System, Such as a Strategy 
analyst. The performance reporting may include the use of 
OLAP technology, as previously described. 
0070 Then, from step 504, the operation moves to step 
506 where the performance results are analyzed, and strat 
egy changes are recommend in accordance with the ana 
lyzed performance results. Step 506 is performed by the end 
user. Thus, the end user must manually analyze the perfor 
mance results, and Somehow determine what Strategy 
changes should be recommended. This is a very complex, 
difficult and time consuming process. For example, it could 
take a very long time for the end user to analyze manually 
the performance results. Moreover, it may be very difficult 
for the end user to recognize trends or implications of the 
performance results. In addition, it may be very difficult for 
an end user to think of appropriate changes, especially if 
there is a large amount of performance data and potential 
options. 
0.071) Step 506 in FIG. 13 is shown as a “?,” since this 
Step includes a Significant human factor in analyzing the 
complicated performance results and recommending Strat 
egy changes. For example, in Step 506, different end users 
will typically analyze the performance results in a different 
manner and recommend different Strategy changes, and 
thereby potentially introduce inconsistencies. 
0072 Therefore, a conventional decision management 
System is limited in its ability to analyze performance results 
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and recommend Strategy changes in an efficient, effective, 
and consistent manner, particularly without ongoing human 
intervention. 

SUMMARY OF THE INVENTION 

0073. Therefore, it is an object of the present invention to 
provide a decision management System which can analyze 
performance results and recommend Strategy changes in an 
efficient, effective, and consistent manner. 

0.074. Objects of the present invention are achieved by 
providing a computer-implemented decision management 
process including (a) applying a decision management Strat 
egy; (b) determining results of the applied Strategy; and (c) 
automatically optimizing at least a part of the Strategy in 
accordance with the determined results. 

0075. In addition, objects of the present invention are 
achieved by providing a computer-implemented decision 
management process including (a) applying a decision man 
agement Strategy formed of a plurality of Strategy compo 
nents; (b) determining results of the applied Strategy; (c) 
Selecting a strategy component by an end user of the process, 
(d) Selecting criteria by the end user for optimizing the 
Selected Strategy component; and (e) automatically optimiz 
ing the Strategy in accordance with the determined results, 
the Selected Strategy component and the Selected criteria. 
0.076 Additional objects and advantages of the invention 
will be set forth in part in the description which follows, and, 
in part, will be obvious from the description, or may be 
learned by practice of the invention. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0077. These and other objects and advantages of the 
invention will become apparent and more readily appreci 
ated from the following description of the preferred embodi 
ments, taken in conjunction with the accompanying draw 
ings of which: 
0078 FIG. 1 (prior art) is a diagram illustrating the 
general concept of a Software-based decision management 
System. 

0079 FIG. 2 (prior art) is a diagram illustrating the 
functional flow of a decision management System. 
0080 FIG. 3 (prior art) is a diagram illustrating an 
example of a Segment being divided into different test 
groups in a decision management System. 

0081 FIGS. 4(A) and 4(B) (prior art) are diagrams illus 
trating the matching of inbound events to function Sets in a 
decision management System. 

0082 FIG. 5 (prior art) is a diagram illustrating the 
grouping of functions to function Sets in a decision man 
agement System. 

0.083 FIG. 6 (prior art) is a diagram illustrating a matrix 
created in a decision management System, for analyzing data 
and applying Strategies. 

0084 FIG. 7 (prior art) is a diagram illustrating the 
correspondence of functions of a respective function Set to 
Strategy test cells of a matrix, in a decision management 
System. 
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0085 FIG. 8 (prior art) is a diagram illustrating an 
example of the Overall operation of a decision management 
System for measuring performance. 

0.086 FIG. 9 (prior art) is a diagram illustrating an 
example of a row of data having a dimensions part and 
metrics part, in relation to a data aggregation operation of a 
decision management System. 

0087 FIG. 10 (prior art) is a diagram illustrating an 
example of a definition hierarchy of a decision management 
System. 

0088 FIGS. 11(A) and 11.(B) (prior art) are diagrams 
illustrating examples of definition hierarchies of a decision 
management System. 

0089 FIG. 12 (prior art) is a diagram illustrating the 
effectiveness of creating a hybrid Strategy in a decision 
management System. 

0090 FIG. 13 (prior art) is a diagram illustrating the 
analysis of performance results and the recommendation of 
Strategy changes in a conventional decision management 
System. 

0091 FIG. 14 is a diagram illustrating the analysis of 
performance results and the recommendation of Strategy 
changes in a decision management System, according to an 
embodiment of the present invention. 
0092 FIG. 15 is a diagram illustrating a row in a data 
model for aggregating and grouping performance data, 
according to an embodiment of the present invention. 
0093 FIG. 16 is a diagram illustrating the overall logical 
flow of an automated Strategy optimization process of a 
decision management System, according to an embodiment 
of the present invention. 
0094 FIG. 17 is a diagram illustrating an example of a 
table which would be created to Save optimization criteria 
Selected by an end user, according to an embodiment of the 
present invention. 
0095 FIG. 18 is a diagram illustrating an optimization 
process, according to an embodiment of the present inven 
tion. 

0.096 FIGS. 19(A), 19(B) and 19(C) are diagrams illus 
trating the acceptance of optimization, according to an 
embodiment of the present invention. 
0097 FIGS. 20(A) and 20(B) are diagrams illustrating 
the Saving of an optimization, according to an embodiment 
of the present invention. 

0.098 FIGS. 21-24 are flow charts illustrating the overall 
logical flow of using an automated Strategy optimization 
process, according to various embodiments of the present 
invention. 

0099 FIG. 25 is a diagram illustrating a row in a data 
model for aggregating and grouping performance data in the 
case that path-level optimization is performed, according to 
an embodiment of the present invention. 
0100 FIG. 26 is a diagram illustrating a simplified 
hardware architecture of a decision management System, 
according to an embodiment of the present invention. 
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0101 FIG. 27 is a diagram illustrating a detailed hard 
ware architecture of a decision management System, accord 
ing to an embodiment of the present invention. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0102 Reference will now be made in detail to the present 
preferred embodiments of the present invention, examples 
of which are illustrated in the accompanying drawings, 
wherein like reference numerals refer to like elements 
throughout. 
0103 FIG. 14 is a diagram illustrating the analysis of 
performance results and the recommendation of Strategy 
changes in a decision management System, according to an 
embodiment of the present invention. FIG. 14 is similar to 
FIG. 13, but step 506 in FIG. 13 is replaced with step 508 
in FIG. 14. 

0104 Referring now to FIG. 14, in step 508, automated 
Strategy optimization is performed. More Specifically, in Step 
508, the analysis of performance results and the recommen 
dation of Strategy changes is automated So that it is per 
formed by a computer, thereby removing the end user from 
the analysis and potentially from the process of implement 
ing the analysis. 

0105 For example, assume that a suite of ten (10) score 
models is used by the decision management System to 
predict risk. The performance of these score models may be 
measured by the number of clients who went delinquent. 
The automated strategy optimization in step 508 would, for 
example, examine the delinquency rate for the Suite of ten 
models and identify the score model that had the lowest 
delinquency rate. The user could optionally Specify a thresh 
old Such that the optimization would only produce/apply 
results where delinquency was lower than, for example, 3%. 
The automated Strategy optimization would then, for 
example, recommend that the identified Score model be used 
in place of all, or Some of, the other Score models. 
0106 To implement the analysis of performance results 
and the recommendation of Strategy changes in FIG. 14, the 
data model of the decision management System should 
include the unique nameS/identifies for Specific components, 
as these components may be optimized. For example, the 
actual identifies for each decision tree, Score model and 
matrix should be stored in the data model. This information 
is needed So that the Specific Strategy components can be 
updated. 

0107 For example, FIG. 15 is a diagram illustrating an 
example of a row in a data model for aggregating and 
grouping performance data, according to an embodiment of 
the present invention. A data model having Such a row would 
be used, for example, in the performance reporting of Step 
504 in FIG. 14. The row in FIG. 15 is similar to that in FIG. 
9 as it includes a dimensions part and a metrics part. 
However, it should be noted that the row in FIG. 15 includes 
a “function' column as a dimension. This function column 
is needed to identify the various functions which may be 
optimized if these were the components on which optimi 
Zation was being performed. Various aspects of a data model 
and table Structures of a decision management System are 
disclosed in U.S. application titled USE OF ONLINE ANA 
LYTICAL PROCESSING (OLAP) IN A RULES BASED 
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DECISION MANAGEMENT SYSTEM, U.S. Ser. No. 
09/217,016, filed Dec. 21, 1998, and which is incorporated 
herein by reference. 
0.108 FIG. 16 is a diagram illustrating the overall logical 
flow of the automated strategy optimization of step 508 in 
FIG. 14, according to an embodiment of the present inven 
tion. Referring now to FIG. 16, in step 520, the end user 
determines what part of the Strategy is to be optimized. For 
example, the System displays an inquiry, Such as “What part 
of the strategy should be optimized?”, on the end user's 
desktop. The analysis could be for any Strategy component. 
Here, a Strategy component refers to any part of a Strategy 
implemented in a decision management System. For 
example, a Strategy component can be a System, Version, 
attribute, inbound event, outbound event, function, function 
Set, Segment, report instruction, continuous dimension, test 
group or report group. Thus, the analysis could be for the 
entire Strategy, or for an explicitly Selected Set of compo 
nents (for example, for a specific set of ten score models). 
0109 Therefore, in step 520, the end user is selecting the 
dimensions for the optimization. These Selected dimensions 
will be maintained in a multi-dimensional data model. The 
result of step 520 will preferably be a set of rows to be 
analyzed in the performance reporting data model. 
0110. As an example, in step 520, the end user might 
Select the “originations' System (indicating, for example, a 
loan originations System), the “credit card” segment (indi 
cating credit card accounts) of the originations System, and 
risk score model 1 and risk score model 2 (indicating the 
Specific functions, i.e., Score models) in the credit card 
Segment of the originations System, on which the optimiza 
tion will be performed. Thus, the selected dimensions would 
be System=originations, Segment credit card, function=risk 
model 1, risk model 2. 
0111. From step 520, the operation moves to step 522 
where the end user Selects the metrics for the Selected 
dimensions. Preferably, the various metrics which are avail 
able, based on the type of component selected in step 520, 
are displayed for the end user on the end user's desktop. For 
example, if the end user Selects Specific risk models in Step 
520 to be optimized, the system preferably presents a list of 
Selectable metrics which are applicable to those risk models. 
Such metrics might include, for example, delinquency rate 
of clients. These metrics can be given priorities by the end 
user. For example, the end user might indicate (a) what 
metrics should be used, (b) in what order they should be 
Sorted and, (c) for each metric, whether it be evaluated in 
ascending or descending order. The end user might also 
Specify thresholds Such that performance of X% is necessary 
for results to be provided and potentially applied against the 
existing Strategy. 
0112 For example, if two score models of a credit card 
Segment of a loans originations System were being com 
pared, the metrics used might be response rate and delin 
quency rate. Response rate might be Selected as the first 
metric, with a higher response rate being preferable. Delin 
quency rate might be Selected as the Second metric, but with 
a lower delinquency rate being preferable. The end user 
preferably can choose to optionally combine two or more 
metrics into one for the purpose of performing the optimi 
zation (i.e., divide balance by credit limit and use the ratio 
in the analysis). The end user might require response rate to 
be over 30% for the optimum strategy. 
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0113. Therefore, step 522 queries an appropriate table in 
the performance reporting data model to identify the col 
umns that represent the metricS for the Selected components 
to be used in the optimization process. The column may be 
associated with a lookup table. The end user will be asked 
to Select the respective columns to be leveraged in the 
optimization, and a data model query will be developed 
which preferably indicates ascending/descending order for 
each column. 

0114. From step 522, the operation moves to step 524, 
where the end user is asked whether or not the criteria (that 
is, the dimensions and metrics) selected in steps 520 and 522 
should be saved for future use So that the end user does not 
have to Set the criteria each time the respective optimization 
is run. Criteria would be Saved, for example, in new tables 
added to a Desktop data model (that is, a data model where 
the Strategies are stored). 
0115 From step 524, the operation moves to step 526, 
where the optimization is run in accordance with the 
Selected criteria. More Specifically, Strategy performance 
results are analyzed, and Strategy changes are recommended 
in accordance with the analyzed performance results. This 
involves taking the criteria defined in steps 520 and 522, 
identifying the best performing component that meets the 
optionally Specified threshold in the performance reporting 
data model, and then identifying the same component in the 
Desktop data model. For example, in the loan originations 
“system”, within the credit card “segment”, the end user 
may want to compare score model 1, Score model 2 and 
score model 3"functions.” Based on the activation rate and 
utilization rate performance metrics, Score model 2 may 
have the best performance. Score model 2 is then identified 
in the Desktop data model. Preferably, any components that 
invoke Score model 2 are also identified by examining the 
interdependencies in the Strategy. At this time, the end user 
is preferably prompted with the results and can make 
changes to allocate a greater percentage of clients to Score 
model 2. Alternatively, the System can automatically identify 
the invoking components and make the changes automati 
cally. In the later case, for example, a change may alter the 
percentage of the Segmentation that leads to Score model 2. 
0116. From step 526, the operation moves to step 528, 
where the end user is asked whether the results of the 
optimization are accepted. For example, the end user could 
be prompted to answer an inquiry as to whether or not the 
results of the optimization are accepted. This is an important 
Step, as acceptance of the optimization results would alter 
the actual production Strategy based upon the recommend 
changes in Step 526. This process is made even more 
efficient if the end user is only prompted when Specified 
thresholds are met. 

0117. Alternatively, instead of allowing the end user to 
determine whether the optimization results are accepted, the 
optimization could be set to run automatically without end 
user intervention. If desired, Such automatic optimization 
could be run on a regularly Scheduled interval. In Such an 
automated mode, a report might be produced for later 
evaluation indicating the changes that were made. Thresh 
olds become even more Significant in this mode Since the 
end user might not want changes made if only minimal 
improvement was realized. 
0118. In a preferred mode of still having minimal end 
user interaction, the end user would have the option to 
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accept/reject Some or all of the recommended changes. In 
either the automated mode or a mode which the end user has 
Some input as to whether the optimization is accepted, the 
previous version of the Strategies is preferably Saved in order 
to allow the end user to undo the optimization changes, if 
neceSSary. 

0119). From step 528, the operation moves to step 530, 
where the end user is asked whether the results of the 
optimization should be saved. This capability will allow the 
end user to perform the optimization in Several manners and 
compare the results in order to determine the preferred and 
most effective technique. 
0120) The logical flow in FIG. 16 represents only one 
possible logical flow, and many variations are possible, with 
or without some of the steps on FIG. 16. For example, steps 
524,528 and 530 are preferable, but not necessary since the 
end user does not have to be given the options provided by 
these Steps. Moreover, the various inquires asked of the end 
user in FIG. 16 are only preferred inquires, and many 
different inquires can be asked. 
0121 FIG. 17 is a diagram illustrating an example of a 
table which might be created to save the criteria in step 524 
of FIG. 16. This saved criteria includes the dimensions and 
metrics selected in steps 520 and 522 in FIG. 16. The table 
in FIG. 17 includes a “criteria order” column to indicate the 
order in which the respective criteria Should be Sorted, and 
an "ascending/descending column to indicate whether the 
respective criteria should be evaluated in ascending or 
descending order, as Selected by the end user. A “threshold” 
column Stores any optionally specified thresholds for met 
CS. 

0.122 FIG. 18 is a diagram illustrating the optimization 
in step 526 of FIG. 16, according to an embodiment of the 
present invention. Referring now to FIG. 18, in step 540, the 
performance data based on an applied Strategy is Selected, 
collated and Sorted. 

0123. From step 540, the operation moves to step 542 
where the Selected, collated and Sorted performance data is 
analyzed to determine the best performing component. At 
this time, the Desktop data model may be accessed to obtain 
more information about the component and its inter-rela 
tionships in the Strategy. 

0.124. Therefore, the performance data represents results 
of the applied strategy. Steps 540 and 542 operate together 
to optimize the Strategy in accordance with the results. 
0.125 From step 542, the operation moves to step 544 
where the determination of step 542 is displayed to the end 
user, preferably on the user's desktop. 

0126 FIGS. 19(A), 19(B) and 19(C) are diagrams illus 
trating an example of the acceptance of optimization in Step 
528 in FIG. 16, according to an embodiment of the present 
invention. Referring now to FIG. 19(A), if the end user 
accepts the results of the optimization, or if the optimization 
is automatically implemented into the strategy, step 550 is 
performed So that the Strategy in the Desktop data model is 
altered to use the best performing component. FIG. 19(B) 
shows an example of the correspondence of inbound events 
to score models (functions) before the strategy is altered. 
FIG. 19(C) shows an example of the correspondence of 
inbound events to Score models after the Strategy is altered 
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to use the best performing component, assuming that Score 
model B is the best performing component. Presumably the 
end user would eventually create new Score models in an 
attempt to outperform model B. 
0127 FIGS. 20(A) and 20(B) are diagrams illustrating 
the saving of the optimization in step 530 of FIG. 16. 
Referring now to FIG.20(A), in step 552, the optimization 
results are Saved to the Desktop data model. For example, as 
illustrated in FIG.20(B), a criteria table and an optimization 
results table are linked to a user table. The criteria table 
would be a table as in, for example, in FIG. 17. The 
optimization results table contains the optimization results. 
The user tables indicates, for example, which end user ran 
the optimization or, if the optimization is running automati 
cally, which end user indicated that the optimization is to run 
automatically. Of course, there are many different ways to 
Save the optimization results, and the present invention is not 
limited to any particular manner of doing So. For example, 
different types of tables can be linked together. Moreover, it 
is possible to Save the results without using linked tables 
and, instead, using different types of data Structures. 
0128 FIG. 21 is a flow chart illustrating the overall 
logical flow of an optimization process in the context of a 
decision management System, according to an embodiment 
of the present invention. The logical flow in FIG. 21 
corresponds to that in FIG. 16, but shows additional details. 
0129 Referring now to FIG. 21, the operation starts in 
step 600. From step 600, the operation moves to step 602 
where the end user is asked what part of the Strategy should 
be optimized. From step 602, the operation moves to step 
604 where the end user is asked what metrics should be 
tracked and what thresholds, if any, should be set. 
0130. From step 604, the operation moves to step 606, 
where the end user is asked whether the criteria Selected in 
steps 602 and 604 should be saved. If the end user indicates 
in step 606 that the criteria is to be saved, the operation 
moves to step 608 where the criteria is saved, and the 
operation then moves to step 610. If the end user indicates 
in step 606 that the criteria is not to be saved, the operation 
moves directly to step 610 without saving the criteria. 
0131. In step 610, the optimization is performed. After 
optimization in step 610, the operation moves to step 612 
where the results of the optimization are analyzed. 
0132) From step 612, the operation moves to step 614 
where the end user is asked whether the results of the 
optimization are to be accepted. If the end user indicates in 
Step 614 that the optimization is not to be accepted, the 
operation moves to Step 616 where the end user is asked 
whether the optimization results are to be saved. If the end 
user indicates in Step 616 that the optimization results are to 
be saved, the operation moves to step 618 where the 
optimization results are Saved, and then moves to Step 624. 
If the end user indicated in step 616 that the optimization 
results are not to be Saved, the operation moves directly to 
Step 624 without Saving the optimization results. 

0133. In step 614, if the end user indicates that the 
optimization is to be accepted, the operation moves to Step 
620 where the production Strategy is actually optimized. 
From step 620, the operation moves to step 622 where the 
end user is asked whether the optimization results are to be 
Saved. If the end user indicates in Step 622 that the optimi 

Jul. 29, 2004 

Zation results are to be saved, the operation moves to Step 
618 where the optimization results are saved. If the end user 
indicates in Step 622 that the optimization results are not to 
be Saved, the operation moves to Step 624. 

0.134. In step 624, the end user is asked whether another 
optimization is to be performed. If the end user indicates in 
Step 624 that another optimization is to be performed, the 
operation moves to Step 626 where the end user is asked 
whether saved criteria should be loaded for the next opti 
mization, or whether new criteria-should be created. Here, 
either Some or all of existing, Stored criteria could be loaded. 
Depending on what criteria is loaded, steps 602 and 604 may 
be eliminated for the next optimization. Similarly, if saved 
criteria exists, step 600 may start with step 626 rather than 
step 602. From step 626, the operation moves to step 602. 

0135) If the end user indicates in step 624 that there is not 
another optimization to be performed, the operation ends in 
step 628. 

0136 FIG.22 is a modified flow chart of that in FIG.21, 
in the case that the results of the optimization are automati 
cally implemented in the production Strategy. Therefore, 
FIG. 22 is similar to FIG. 21, except that steps 614 and 616 
are eliminated. 

0.137 According to the above embodiments of the present 
invention, components of a Strategy can be optimized. The 
flow charts in FIGS. 21 and 22 work well for components 
down to the function level. For example, the flow charts in 
FIGS. 21 and 22 work well for optimizing decision trees of 
a strategy, or for optimizing higher-level components. How 
ever, it is possible to optimize components at levels lower 
than the function level. For example, various paths in a 
function can be optimized. For example, path A in tree 1 can 
be compared to path A in tree 2 and path A in tree 3. 

0.138 For example, FIG.23 is a flow chart illustrating the 
overall logical flow of a decision management System for 
optimizing paths in a Strategy, according to an embodiment 
of the present invention. The flow chart in FIG. 23 is similar 
to the flow chart in FIG. 21, but contains some modifica 
tions. Therefore, the following discussion will focus on the 
modifications. 

0139 Referring now to FIG. 23, step 603 is added 
between steps 602 and 604. In step 603, the end user selects 
the test group that is the current champion and/or the test 
group to which the end user wants the optimization process 
to be applied (i.e., the new champion). 

0140 Here, the current champion is the test group and 
asSociated Strategy that proved to have the best performance 
in the last Set of experiments conducted for a respective 
Segment. The new champion is the test group that will 
represent the best Strategy/Strategy paths from a given 
experiment, encompassing both the decision criteria within 
the Strategy and the decisions/actions that are taken once the 
respective criteria/paths are evaluated. The new champion 
becomes the “strategy to beat' and hence the current cham 
pion for the next experiment(s). 
0.141. Often, though not necessarily, the champion strat 
egy has a higher proportion/percentage of the population 
relative to other experiments/test groups since it is proven to 
provide an expected level of performance. 
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0142. In FIG. 23, step 610 is modified so that “path 
level” optimization is performed. Here, the optimization 
would not only compare entire components (i.e., trees/ 
matrices), but would compare the individual paths of respec 
tive higher-level components. In a decision tree, a path 
might be identified by a report group. For example, the same 
report group (thus signifying the same path) might be 
compared acroSS trees with the best performing decision for 
that path being Selected for the new champion. In a matrix, 
for example, each cell might be compared to the same cells 
in other matrices (i.e., comparable x,y. coordinates), with the 
action at the cell being applied to the new champion matrix. 
In a preferred mode of implementation, paths are identical 
Such that they are Statistically comparable, but the actions 
(decisions, cell values, etc.) vary from one component to the 
next. Therefore, step 612 in FIG. 23 is modified to indicate 
that individual path-level results are analyzed. 
0143 FIG. 24 is a modified flow chart of that in FIG. 23, 
in the case that the results of the path-level optimization are 
automatically implemented in the production Strategy. 
Therefore, FIG. 24 is similar to FIG. 23, except that steps 
614 and 616 are eliminated. 

014.4 FIG. 25 is a diagram illustrating a row in a data 
model for aggregating and grouping performance data in the 
case that path-level optimization is performed, according to 
an embodiment of the present invention. A data model 
having Such a row would be used, for example, in the 
performance reporting of step 504 in FIG. 14. The row 
illustrated in FIG. 25 is similar to that in FIG. 15, but 
includes columns to indicate the test group and report group. 
014.5 FIG. 26 is a diagram illustrating a simplified 
hardware architecture of a decision management System, 
according to an embodiment of the present invention. Refer 
ring now to FIG. 26, the decision management System is 
embodied in Software Stored in a computer-readable 
medium, such as a memory of a computer 300. Computer 
300 can be, for example, a Server and associated memory. 
Computer 300 preferably has access to a database manage 
ment system (DBMS) 310 for storing and accessing accu 
mulated data. An end user accesses computer 300 possibly 
via a terminal 320 which can be, for example, a PC. There 
are many different types of hardware configurations, includ 
ing many different types of client/server architectures, which 
can be used. Such hardware configurations would be under 
stood by a perSon of skill in the art. 
0146 For example, FIG. 27 is a diagram illustrating a 
more detailed hardware architecture of a decision manage 
ment System, according to an embodiment of the present 
invention. Referring now to FIG. 27, a workstation 400 
provides a centralized user interface through which a strat 
egy analyst, or System user, can control the System. The 
primary purpose of workstation 400 is to enable the entry, 
maintenance and propagation of decision Strategies and 
Simulation parameters to a decision engine/data aggregation 
platform 410 which includes a decision engine 412 and a 
data aggregation component 414. The automated Strategy 
optimization proceSS would be initiated from WorkStation 
400 and all user interaction would occur here. The actual 
optimization process might run here or on other shared or 
dedicated hardware. 

0147 The decision strategies reside in a relational data 
model 405 while they are being edited, maintained, and 
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Selected for Simulation/production. Therefore, relational 
data model 405 represents the Desktop data model. Work 
station 400 also provides access to OLAP analysis and 
reporting systems, possibly via an OLAP server 420, and 
consistently using an OLAP database 430. A server 432 and 
a mainframe 434 typically run different processing modes, 
and provide the processing power for decision engine/data 
aggregation platform 410. 

0.148 Decision engine 412 deploys the business decision 
ing rules and Simulation parameters entered on WorkStation 
400 against client data. This architecture is highly scaleable 
and can operate in both on-request or batch processing 
modes as well as in both mainframe and client/server 
environments. 

0149 Potentially sharing the same environments as deci 
Sion engine 412 is data aggregation component 414. Data 
aggregation component 414 is responsible for matching/ 
merging decision engine output (i.e., Scores and decisions) 
with the results of enacting recommendations of decision 
engine 412. Data aggregation component 414 provides the 
information that OLAP server 420 accesses to provide 
Strategy performance. 

0150. The OLAP portion of the system preferably uses a 
one to four tier architecture to allow a strategy analyst to do 
multidimensional analysis on the results of deployed Strat 
egies. The OLAP portion of the system can be extremely 
Scaleable through leveraging the following configurations: 
data resides locally with a graphical reporting user interface 
(1 tier), data resides independently from the graphical 
reporting user interface (2 tiers), a server resides between the 
user interface and the data to expedite query requests and 
monitor Strategy results (3 tiers) and/or a web server resides 
between the user interface and the OLAP server to enable 
mass browser-based distribution of reports (4 tiers). OLAP’s 
multidimensional qualities provides analysts with the flex 
ibility to “mine” their results, examining relationships in the 
data as well as the ability to perform ad hoc calculations and 
re-format views as required. 
0151. A decision management system as described above 
is embodied, for example, in Software Stored in a computer 
readable medium, Such as a memory of a computer. How 
ever, a computer-readable medium is not intended to be 
limited to a memory of a computer. Instead, a computer 
readable medium can be, for example, a computer disk, an 
optical disk or any other medium which is readable by a 
computer. 

0152 The present invention relates to software-based 
decision management Systems. AS can be seen from above, 
Software-based decision management Systems are Systems 
which apply Strategies to determine actions to be taken, 
monitor performance based on the taken actions, and refine 
the Strategies in accordance with the monitored perfor 
mance. The Strategies that are applied and refined by a 
decision management System can be referred to as “decision 
management Strategies. 

0153. Therefore, according to embodiments of the 
present invention, a Strategy of a decision management 
System is automatically optimized. Here, the term “auto 
matically indicates that the optimization is performed by a 
computer without human intervention (but potentially based 
on human parameters). For example, as described above, the 
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decision management System optimizes the Strategy by 
analyzing performance data. The performance data is Stored 
in a computer readable form which is not typically under 
stood or Searched by humans, particularly those who are end 
users of the System verSuS technical developerS. However, 
Such optimization as performed via the computer readable 
data is easily performed by a computer via well-known 
Software techniques. 
0154 According to embodiments of the present inven 
tion, a Strategy is optimized. Here, a Strategy is "optimized' 
by improving the performance of the Strategy. To optimize 
a strategy, it is not necessary that the best, or most effective, 
Strategy changes be determined, although this is preferable. 
Instead, changes must be determined which simply improve 
the performance of the Strategy over that before optimiza 
tion. Moreover, “optimizing a Strategy does not require that 
the Strategy actually be implemented in production. Instead, 
for example, optimizing a strategy refers to the determina 
tion of changes to the Strategy to improve performance, Such 
as those in step 610 of FIG. 21. By contrast, implementing 
the Strategy in production refers to actually making the 
changes in the production Strategy. Implementing the Strat 
egy refers, for example, to the operation performed in Step 
620 of FIG. 21. 

O155 According to the above embodiments of the present 
invention, an apparatus includes a computer-implemented 
Strategy creator, and a computer-implemented Strategy opti 
mizer. The Strategy creator creates and applies a decision 
management Strategy. The Strategy optimizer automatically 
optimizes at least a part of the Strategy in accordance with 
results of the applied Strategy. A computer, Such as computer 
300 in FIG. 26, which performs various of the above 
described operations, could operate as Such a Strategy cre 
ator and Strategy Searcher. 
0156 Various of the above embodiments of the present 
invention relate to a user's desktop. For example, data can 
be entered or accessed by an end user via the user's desktop. 
The concept of a desktop is well-known in the art, and 
generally refers to the primary window in an application that 
Supports multiple windows (Screens). 
O157 According to the above embodiments of the present 
invention, a decision management Strategy is applied. 
Results of the applied Strategy are determined. At least a part 
of the Strategy is automatically optimized in accordance with 
the determined results. Criteria can be selected by an end 
user for optimizing the Strategy, So that the Strategy is 
automatically optimized in accordance with the Selected 
criteria. The Selected criteria can include dimensions having 
respectively corresponding thresholds, each threshold indi 
cating that the Strategy is to be optimized in accordance with 
the corresponding dimension if performance results of the 
dimension satisfy the threshold. 
0158. The many features and advantages of the invention 
are apparent from the detailed Specification and, thus, it is 
intended by the appended claims to cover all Such features 
and advantages of the invention which fall within the true 
Spirit and Scope of the invention. Further, Since numerous 
modifications and changes will readily occur to those skilled 
in the art, it is not desired to limit the invention to the exact 
construction and operation illustrated and described, and 
accordingly all Suitable modifications and equivalents may 
be resorted to, falling within the Scope of the invention. 
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What is claimed is: 

1. A computer-implemented decision management pro 
ceSS comprising: 

applying a decision management Strategy for controlling 
behavior of clients of an organization, the Strategy 
being formed of components operating together; 

determining results of the applied Strategy; 

Selecting, by an end user of the process, a respective 
component forming the Strategy for optimization; 

Selecting, by the end user, potential replacement compo 
nents and performance metrics for the potential 
replacement components, 

applying the Selected potential replacement components 
to prior performance data of the clients, 

determining results of the applied potential replacement 
components, and 

automatically optimizing the Selected component forming 
the Strategy, in accordance with the determined results 
of the applied Strategy, the determined results of the 
applied potential replacement components, and the 
metrics. 

2. A computer-implemented decision management pro 
ceSS as in claim 1, wherein the Selected performance metrics 
includes a threshold for the potential replacement compo 
nents, Said automatically optimizing replacing the Selected 
component with a respective replacement component if 
performance improvement results of the respective potential 
replacement component Satisfy the threshold. 

3. A computer-implemented decision management pro 
ceSS as in claim 1, further comprising repeating the process 
of claim 1 for the applied Strategy. 

4. A computer-implemented decision management appa 
ratus comprising: 

means for applying a decision management Strategy for 
controlling behavior of clients of an organization, the 
Strategy being formed of components operating 
together; 

means for determining results of the applied Strategy; 

means for Selecting, by an end user of the process, a 
respective component forming the Strategy for optimi 
Zation; 

means for Selecting, by the end user, potential replace 
ment components and performance metrics for the 
potential replacement components, 

means for applying the Selected potential replacement 
components to prior performance data of the clients, 

means for determining results of the applied potential 
replacement components, and 

means for automatically optimizing the Selected compo 
nent forming the Strategy, in accordance with the deter 
mined results of the applied Strategy, the determined 
results of the applied potential replacement compo 
nents, and the metrics. 
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5. A computer-implemented decision management appa- 6. A computer-implemented decision management appa 
ratus as in claim 4, wherein the Selected performance metrics ratus as in claim 4, further comprising means for repeating 
includes a threshold for the potential replacement compo 
nents, said means for automatically optimizing replacing the 
Selected component with a respective replacement compo 
nent if performance improvement results of the respective 
potential replacement component Satisfy the threshold. k . . . . 

each of the means of claim 4 for the applied Strategy. 


