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1
IMAGE COMPRESSION FOR DIGITAL
REALITY

BACKGROUND OF THE INVENTION

The present invention relates to a method and apparatus
for image compression or decompression for digital reality
applications, and in one particular example for compressing
or decompressing images to allow for transmission of the
image data with a reduced bandwidth and low latency,
allowing for wireless transmission of digital reality content.

DESCRIPTION OF THE PRIOR ART

The reference in this specification to any prior publication
(or information derived from it), or to any matter which is
known, is not, and should not be taken as an acknowledg-
ment or admission or any form of suggestion that the prior
publication (or information derived from it) or known matter
forms part of the common general knowledge in the field of
endeavour to which this specification relates.

In virtual, augmented and mixed reality systems, it is
typical to provide a wearable display device, such as a Head
Mounted Display (HMD), which is displays information to
a wearer based on the relative spatial position and/or orien-
tation of the display device. Such systems operate by gen-
erating images based on information regarding the pose
(position and orientation) of the display device, so that as the
display device moves, the images are updated to reflect the
new pose of the display device.

Mixed reality systems typically operate to allow real and
virtual components within a field of vision to co-exist. This
is typically achieved using one of two different techniques.

In a camera-to-display method, a display is placed in a
user’s field-of-view, between the eye and the real world
scene, with this being used to display a real-world view from
one or more cameras, combined with other content, such as
virtual objects, text, or the like. Such approaches often
leverage the camera along with other sensor data to build a
feature map of the environment, to allow tracked correlation
between real-world and virtual-world objects. The result is
an artificially produced mixed reality with a close approxi-
mation of the real-world view via a camera, and is often used
in both headset implementation as well as handheld device
integration, for example using smart phones, tablets or the
like. It is suitable for monoscopic viewing as well as a more
human integrated stereoscopic head mounted arrangements.
It also lends itself to a more virtual experience due to the
artificial nature of viewing the real world through a camera,
and enables varying levels of virtual scenery.

The second technique is more biased towards a real-world
experience, with integration of virtual features, and typically
utilises a partially transparent display to allow the real-world
to be viewed. This is typically achieved using a special lens
that sits between the user’s eye and the real-world scene,
similar in usability to that found in a pair of reading glasses.
Through a waveguide, internal reflection or other optical
method, light from a projector is used to display virtual
features that appear in the real world. While cameras may
still be used for positional tracking, they generally don’t play
a direct role in creating the mixed reality vision.

In order to avoid motion sickness, and to ensure that
content is displayed in a correct location relative to a
real-world environment, it is important that the time differ-
ence between collection of the pose information and creation
of the corresponding image is minimised, particularly in
circumstances where the display device is moving rapidly.
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This, coupled with the need to generate high resolution
images so that these appear as lifelike as possible, means
that significant processing hardware is required. As a result,
high end existing systems typically require a static desktop
computer with a high bandwidth and low latency connection
to the display device. Consequently, current systems such as
the HTC Vive™, Oculus Rift™ and Playstation VR™
require a wired connection between the computer and the
HMD, which is inconvenient.

Whilst mobile solutions are available, such as the Gear
VR™_ which incorporates a mobile phone to perform the
processing and display of images within the HMD itself, the
processing ability is limited, meaning the content that can be
displayed is restricted, particularly in terms of the image
resolution and quality.

It is known to compress image data so as to reduce the
data volume. This is useful in many applications, such as
reduce the storage capacity required to store the image data,
or to reduce bandwidth requirements associated with trans-
mission of the image data.

JPEG uses a lossy form of compression based on the
discrete cosine transform (DCT). This mathematical opera-
tion converts each frame/field of the video source from the
spatial (2D) domain into the frequency domain (a.k.a. trans-
form domain). A perceptual model based loosely on the
human psychovisual system discards high-frequency infor-
mation, i.e. sharp transitions in intensity, and color hue. In
the transform domain information is reduced through quan-
tization. The quantized coefficients are then sequenced and
losslessly packed into an output bitstream.

However, such approaches only achieve a limited amount
of compression and require significant processing time,
making these unsuitable for use in low latency applications,
such as virtual or augmented reality, telepresence or the like.

SUMMARY OF THE PRESENT INVENTION

In one broad form an aspect of the invention seeks to
provide a method of displaying images forming part of a
digital reality stream, the method including, for each image
to be displayed: in one or more encoder processing devices,
generating compressed image data by differentially com-
pressing image data indicative of the image in accordance
with system operation and the content of the digital reality
stream so that different parts of the image are compressed
using a different degree of compression; wirelessly trans-
mitting the compressed image data to a display device using
a wireless communications link; and, in one or more decoder
processing devices associated with the display device, dif-
ferentially decompressing the compressed image data to
thereby generate image data indicative of the image to be
displayed.

In one embodiment the method includes: differentially
compressing the image data by discarding image data for at
least some of the image; and, differentially decompressing
the compressed image data by recreating image data for at
least some of the image.

In one embodiment the method includes recreating image
data using at least one of: image data for a corresponding
part of a previous image; and, using defined image data.

In one embodiment the method includes: differentially
compressing the image data in accordance with at least one
of: display data at least partially indicative of at least one of:
operation of the display device; use of the display device;
and, communications link data indicative of operation of the
wireless communications link; configuration data at least
partially indicative of a configuration of the display device;
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and, content data at least partially indicative of the digital
reality content; and, differentially decompressing the com-
pressed image data in accordance with at least one of: the
display data; the communications link data; the configura-
tion data; and, compression data indicative of the differential
compression.

In one embodiment the method includes: determining a
target compression using the communications link data;
determining a relative degree of compression for each of a
number of areas of interest based on at least one of: the
configuration data; the display data; and, the content data;
determining an absolute degree of compression for each of
area of interest based on the relative degree of compression
and the overall degree of compression required; and com-
pressing the image data using the absolute degree of com-
pression for each area of interest.

In one embodiment the method includes: determining the
location of an area of interest using at least one of: the
display data; and, the content data; determining the relative
degree of compression for an area of interest based on the
location and at least one of: content associated with the areas
of interest; a configuration map defining relative degrees of
compression for the display device; and, a gaze map defining
relative degrees of compression for the user gaze.

In one embodiment the method includes, determining
parts of the image to be discarded using at least one of: the
configuration data; and, the content data.

In one embodiment the method includes: in the one or
more decoder processing devices associated with the display
device: generating display data by analysing signals from
one or more on-board sensors; locally storing the display
data; and, wirelessly transmitting the display data to the one
or more encoder processing devices; in the one or more
encoder processing devices: differentially compressing the
image data in accordance with received display data; wire-
lessly transmitting the compressed image data to the display
device; and, in the one or more decoder processing devices
associated with the display device, decompressing received
compressed image data in accordance with stored display
data.

In one embodiment the image forms part of a sequence of
images, and wherein the method includes using respective
display data to compress and decompress at least one of:
image data for a sub-sequence of one or more images; and,
image data for each image.

In one embodiment the method includes selectively trans-
mitting the display data in accordance with at least one of:
operation of the wireless communications link; and, a com-
pressed image data bandwidth.

In one embodiment the display data is indicative of at
least one of: pose data indicative of a display device pose
relative to the environment; movement data indicative of a
display device movement relative to the environment; input
commands provided by a user; gaze data indicative of a user
gaze; and, physiological data indicative of a physiological
attribute of the user.

In one embodiment the sensors include at least one of:
image sensors; range sensors; position sensors; orientation
sensors; movement sensors; eye tracking sensors; muscle
tracking sensors; and, physiological sensors.

In one embodiment the method includes generating at
least one of pose and movement data using a simultaneous
localisation and mapping algorithm.

In one embodiment the pose data includes an indication of
a position of a number of points in an environment relative
to the display device.
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In one embodiment the method includes: determining a
change in display device pose from display of a previous
image using at least one of: movement data; and, pose data
and previous pose data; and, using the change in display
device pose to at least one of: compress image data; and,
decompress the compressed image data.

In one embodiment the method includes: retrieving pre-
vious image data for a previous image; determining redun-
dancy between the image and the previous image; and, using
the redundancy to at least one of: compress image data; and,
decompress the compressed image data.

In one embodiment the method includes: determining a
user gaze including at least one of: a direction of gaze; and,
a depth of gaze; using the user gaze to at least one of:
compress image data; and, decompress the compressed
image data.

In one embodiment the method includes using a depth of
field of part of the image and the depth of gaze to at least one
of: compress image data for the part of the image; and,
decompress the compressed image data for the part of the
image.

In one embodiment the method includes: in the one or
more encoder processing devices: differentially compressing
the image data in accordance with content data; generating
compression data indicative of the differential compression;
wirelessly transmitting the compression data to the display
device; and, in the one or more decoder processing devices
associated with the display device decompressing the com-
pressed image data in accordance with the compression data
to thereby generate the image to be displayed.

In one embodiment the method includes: using the con-
tent data to select a compression scheme; and, differentially
compressing the image data using the compression scheme.

In one embodiment the method includes determining the
content data by at least one of: receiving content data from
a content engine; and, analysing a low resolution image.

In one embodiment the content data includes at least one
of: pixel array content; image content; content of different
parts of the image; an opacity of different parts of the image;
areas of interest within the image; locations of interest
within the image; one or more cues associated with the
image; and, one or more display objects within the image.

In one embodiment the compression data includes at least
one of: boundary data indicative of a boundary encompass-
ing one or more display objects; block data indicative of a
block of pixel arrays; opacity data indicative of an opacity
of different parts of the image; and, location markers indica-
tive of a location of interest.

In one embodiment the method includes: in the one or
more encoder processing devices: generating a boundary;
differentially compressing the image data in accordance with
the boundary; generating boundary data indicative of the
boundary; wirelessly transmitting the boundary data to the
display device; and, in the one or more decoder processing
devices associated with the display device decompressing
the compressed image data in accordance with the boundary
data to thereby generate the image to be displayed.

In one embodiment the method includes, for each bound-
ary: in the one or more encoder processing devices: selecting
a respective compression scheme to compress image data
within the boundary; and, generating the boundary data in
accordance with the selected compression scheme; and, in
the one or more decoder processing devices associated with
the display device: determining the selected compression
scheme in accordance with the boundary data; and, using a
corresponding decompression scheme to decompress the
compressed image data.
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In one embodiment the boundary data is indicative of at
least one of: a boundary extent, including at least one of: one
or more boundary vertices; a boundary shape; and, a bound-
ary location; a change in boundary extent compared to a
previous boundary for a previous image; and, an indication
that an estimated boundary should be used.

In one embodiment the method includes, in the one or
more encoder processing devices, generating a boundary by
at least one of: calculating a boundary using the content data;
and, estimating a change in boundary using the display data.

In one embodiment the method includes, in the one or
more encoder processing devices, calculating a boundary
by: identifying one or more parts the image from the content
data; calculating at least one boundary encompassing the
one or more parts.

In one embodiment the one or more parts encompass one
or more display objects within the image.

In one embodiment the method includes calculating the
boundary so that the number of bits required to encode the
boundary and encoded image data are minimised.

In one embodiment the method includes: in the one or
more encoder processing devices: retrieving previous
boundary data indicative of a previous boundary for a
previous image; determining a change in boundary extent
using the previous boundary data; and, generating the
boundary data using the change in boundary extent; and, in
the one or more decoder processing devices: retrieving
previous boundary data indicative of a previous boundary
for a previous image; determining a change in boundary
from the boundary data; and, using the previous boundary
and the change in boundary extent to calculate a boundary
extent.

In one embodiment the method includes, in the one or
more encoder processing devices: for every n” image in a
sequence of images, assessing an estimated boundary using
at least one of: a calculated boundary; and, the content data;
selectively re-calculating a boundary depending on results of
the comparison.

In one embodiment the method includes, in the one or
more decoder processing devices associated with the display
device: determining an estimated boundary is to be used
from the boundary data; and, estimating a boundary using
the display data.

In one embodiment the method includes estimating a
boundary using at least one of: a change in display device
pose; and, a field of view change.

In one embodiment the method includes: in the one or
more encoder processing devices, compressing at least part
of the image data by: obtaining pixel data from the image
data, the pixel data representing pixel arrays from within an
image; identifying a pixel block including a number of pixel
arrays having a substantially similar pixel array content;
generating compression data including block data indicative
of: a first pixel array location; an end pixel array location;
and, the pixel array content; and, in the one or more decoder
processing devices associated with the display device,
decompressing at least part of the compressed image data
by: determining from block data: a first pixel array location;
an end pixel array location; and, pixel array content. gen-
erating a pixel block including a number of pixel arrays
having a substantially similar pixel array content using the
block parameters; and, generating image data at least in part
using the pixel block.

In one embodiment the method includes determining the
configuration data indicative of a display device configura-
tion by at least one of: retrieving the configuration data using
a display device identifier; and, wirelessly exchanging the
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configuration data between the display device and one or
more encoder processing devices.

In one embodiment the one or more decoder processing
devices associated with the display device configuration
include at least one of: a display resolution; a display refresh
rate; a display field of view; and, display lens attributes.

In one embodiment the method includes determining
communications link data indicative of operation of a wire-
less communications link at least one of: from wireless
communications link hardware; in the one or more decoder
processing devices associated with the display device and
one or more encoder processing devices independently; and,
by exchanging the communications link data between the
display device and one or more encoder processing devices.

In one embodiment the communications link data is
indicative of at least one of: a wireless communications link
error metrics; a wireless communications link quality of
service; a wireless communications link bandwidth; and, a
wireless communications link latency.

In one embodiment the method includes differentially
compressing the image data by: obtaining pixel data from
the image data, the pixel data representing an array of pixels
within the image; determining a position of the array of
pixels within the image; and compressing the pixel data at
least partially in accordance the determined position so that
a degree of compression depends on the determined position
of the array of pixels.

In one embodiment the method includes compressing the
pixel data so that the degree of compression is based on at
least one of: a user gaze; and, display device configuration.

In one embodiment the method includes: compressing the
image data by: obtaining pixel data from the image data, the
pixel data representing an array of pixels within the image;
applying a transformation to the pixel data to determine a set
of frequency coeflicients indicative of frequency compo-
nents of the array of pixels; selectively encoding at least
some of the frequency coeflicients using a bit encoding
scheme to thereby generate a set of encoded frequency
coeflicients; and, generating the compressed image data
using the encoded frequency coefficients; and, decompress-
ing the compressed image data by: determining a set of
encoded frequency coefficients from the compressed image
data in accordance with the bit encoding scheme; perform-
ing bit decoding of the encoded frequency coefficients in
accordance with the bit encoding scheme to thereby generate
a set of frequency coefficients; and, applying an inverse
transformation to the set of frequency coeflicients to deter-
mine pixel data representing an array of pixels within the
one or more images.

In one embodiment the bit encoding scheme defines the
number of bits used to encode each of the frequency
coeflicients, and wherein the frequency coefficients are
selectively encoded so that at least one of: frequency coef-
ficients having a higher magnitude are encoded; at least
some of the encoded frequency coefficients have different
numbers of bits; a smaller number of bits are used to encode
frequency coeflicients corresponding to higher frequencies;
a progressively smaller number of bits are used to encode
frequency coeflicients corresponding to progressively higher
frequencies; at least one frequency coefficient is discarded
so that the set of encoded frequency coefficients is smaller
than the set of frequency coefficients; and, at least one
frequency coefficient is discarded corresponding to higher
frequencies.

In one embodiment the method includes selecting fre-
quency coeflicients having progressively smaller numbers of
bits until one or more encoding parameters are met.
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In one embodiment the method includes: in the one or
more encoder processing devices, generating an index
indicative of the encoded frequency coefficients; and, in the
one or more decoder processing devices associated with the
display device, decompressing the compressed image data
using the index.

In one embodiment the index is indicative of: a number of
bits of each encoded frequency coefficient; and, a location,
the location being at least one of: a location of each encoded
frequency coefficient in a defined sequence; and, a location
of each encoded frequency coefficient within the coeflicient
matrix.

In one embodiment the method includes selecting a bit
encoding scheme based on a required degree of compres-
sion.

In one embodiment the method includes: compressing
different parts of the image using different ones of a plurality
of compression schemes; and, decompressing the com-
pressed image data by using corresponding decompression
schemes for the different parts of the image.

In one embodiment the plurality of compression schemes
include at least one of: compression schemes using different
types of compression; and, compression schemes using
different compression parameters.

In one embodiment the method includes selecting a
compression scheme based on a required degree of com-
pression.

In one broad form an aspect of the invention seeks to
provide a system for displaying images forming part of a
digital reality stream, the system including: one or more
encoder processing devices that generate compressed image
data by differentially compressing image data indicative of
the image in accordance with system operation and the
content of the digital reality stream so that different parts of
the image are compressed using a different degree of com-
pression; a wireless communications link that wirelessly
transmits the compressed image data; and, one or more
decoder processing devices associated with a display device
that decompress the compressed image data to thereby
generate image data indicative of the image to be displayed.

In one embodiment the display device includes: a wireless
transceiver; a display; and, one or more sensors.

In one embodiment the sensors includes at least one of:
image sensors; range sensors; position sensors; orientation
sensors; movement sensors; eye tracking sensors; and,
physiological sensors.

In one embodiment at least one of the display device and
an encoder include a memory that stores at least one of:
configuration data indicative of a display device configura-
tion; boundary data indicative of a defined boundary asso-
ciated with the display device; previous boundary data
indicative of a previous boundary for a previous image;
previous pose data indicative of a previous display device
pose; and, previous image data indicative of a previous
image.

In one embodiment the display device includes: a decoder
input buffer that receives the compressed image data; and, a
decoder output buffer that stores the image data.

In one embodiment the one or more decoder processing
devices include at least one of: a suitably programmed field
programmable gate array; an Application-Specific Inte-
grated Circuit; and, a Graphics Processing Unit.

In one embodiment the one or more encoder processing
devices form part of an encoder including: an encoder input
buffer that receives the image data; and, an encoder output
buffer that stores compressed image data.
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In one embodiment the encoder includes an encoder
transmitter that transmits the image data from the encoder
output buffer.

In one embodiment the encoder processing devices
include: a suitably programmed field programmable gate
array; an Application-Specific Integrated Circuit; and, a
Graphics Processing Unit.

In one embodiment the system includes a decoder in
wireless communication with an encoder to exchange at
least one of: compressed image data; display data at least
partially indicative of at least one of: operation of the display
device; use of the display device; and, communications link
data indicative of operation of the wireless communications
link; configuration data at least partially indicative of a
configuration of the display device; and, content data at least
partially indicative of the digital reality content; and, com-
pression data indicative of the differential compression.

In one embodiment the decoder is at least one of: coupled
to a wearable display device; part of a wearable display
device; and, an embedded system within a client device.

In one embodiment the encoder is at least one of coupled
to and part of a suitably programmed computer system.

It will be appreciated that the broad forms of the invention
and their respective features can be used in conjunction,
interchangeably and/or independently, and reference to
separate broad forms is not intended to be limiting.

BRIEF DESCRIPTION OF THE DRAWINGS

Various example embodiments of the present invention
will now be described with reference to the accompanying
drawings, in which:—

FIG. 1A is a flowchart of an example of a method of
compressing and decompressing image data for use in a
digital reality application;

FIG. 1B is a flowchart of an example of a method of
compressing and decompressing image data for use in a
digital reality application based display data;

FIG. 1C is a flowchart of an example of a method of
compressing and decompressing image data for use in a
digital reality application based on digital reality content;

FIG. 2A is a schematic diagram of a first example of an
apparatus for displaying images on a wearable device;

FIG. 2B is a schematic diagram of a second example of
an apparatus for displaying images on a wearable device;

FIG. 3 is a schematic diagram of a specific example of a
digital reality system incorporating apparatus for compress-
ing and decompressing image data;

FIGS. 4A to 4D are a flowchart of a specific example of
a method for compressing and decompressing image data for
use in a digital reality application;

FIG. 5A is a screenshot of a first example digital reality
image;

FIG. 5B is a screenshot of a second example of a digital
reality image;

FIG. 5C is a schematic diagram illustrating an example of
boundary encoding;

FIG. 5D is a screenshot illustrating an example of a low
resolution image;

FIG. 5E is a schematic diagram of an example of a scene
map;

FIG. 6A is a schematic diagram of an example of a
number of areas of interest defined by respective boundaries;

FIG. 6B is a schematic diagram of an example of a
configuration map;

FIG. 6C is a schematic diagram of an example of a gaze
map;
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FIG. 6D is a schematic diagram of areas of interest of
FIG. 6A overlaid on the configuration and gaze maps of
FIGS. 6C and 6D; and,

FIG. 6E is a schematic diagram showing relative degrees
of compression for the areas of interest of FIG. 6A.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

Examples of methods of compressing and decompressing
image data for use in digital reality applications will now be
described.

For the purpose of illustration, it is assumed that the
process is performed at least in part using one or more
electronic processing devices, typically forming part of a
computer system or similar, in communication with a dis-
play device, such as a head mounted display, typically via a
wireless connection. In a preferred example, an encoder
processing device is provided for use in, with, or as part of
the computer system(s) that are responsible for providing
image data, whilst one or more decoder processing devices
are provided for use in, with, or as part of an HMD that is
used to display digital reality content to a user. It will be
appreciated however that other alternative arrangements
could be used.

The image data typically represents one or more images
forming part of a sequence of images, which in one example
is a digital content stream displayed remotely using the
HMD. The digital content stream typically forms part of an
augmented or mixed reality application, in which image
content is displayed in conjunction with the user’s environ-
ment, for example by displaying images on a transparent
screen and/or by combining the images with images of the
environment. However, it will be appreciated that some of
the techniques described herein are also applicable to virtual
reality and/or telepresence applications, and the term digital
reality is therefore not intended to be limiting. Specifically
the term digital reality is intended to encompass at least a
mixed real and virtual reality application, commonly
referred to as mixed or merged reality, including arrange-
ments that merely overlay virtual objects into a user’s
field-of-view or provides virtual features that are strongly
intertwined with, and appear to co-exist with the real-world
features, but can also be extended to augmented and pure
virtual reality applications.

A first example process for compressing and decompress-
ing image data using will now be described with reference
to FIG. 1A.

In this example, at step 100 one or more encoder pro-
cessing devices generate compressed image data by differ-
entially compressing image data indicative of the image to
be displayed. This is performed in accordance with system
operation and the content of the digital reality stream, so that
different parts of the image are compressed using a different
degree of compression, thereby optimising the amount of
overall compression achieved, whilst reducing the impact on
perceived image quality.

At step 101 the compressed image data is wirelessly
transmitted to a display device, such as a wearable HMD.
The transmission is typically performed via a suitable wire-
less communications channels, which could include a dedi-
cated communications channel, Wi-Fi, or other 802.11 net-
works, mobile phone networks, such as 3G, 4G or 5G
networks, or the like.

Upon receipt, one or more decoder processing devices
associated with the display device then differentially decom-
press the compressed image data at step 102, thereby gen-
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erating image data indicative of the image to be displayed.
In this regard, the decompressed image data can be provided
to a display engine of the display device, allowing this to be
displayed in the normal way.

Accordingly, the above described approach uses a com-
bination of system operation and the content, so that com-
pression of each image is tailored to current system opera-
tion and current content, thereby optimising the compression
process for each image, thereby helping to ensure that
bandwidth and latency requirements are met.

For example, in the event that the quality of the wireless
communications link reduces, for example due to interfer-
ence, more aggressive compression is performed, in order to
reduce the overall size of the image data associated with
each image, thereby ensuring wireless transmission of the
images is not interrupted. Similarly, the compression used
can vary depending on movement of the headset, character-
istics of the headset, or the like and additional examples will
be described below.

To achieve this, different compression techniques are used
either independently or in parallel, with these being selected
dynamically as needed, to ensure the desired degree of
compression is achieved.

For example, one compression technique includes dis-
carding image data for at least some of the image and then
differentially decompressing the compressed image data by
recreating image data for at least some of the image. In this
regard, discarding parts of the image so that these do not
need to be transmitted can result in significant overall
compression, without adversely effecting remaining parts of
the image.

The parts of the image that are discarded can be recreated
from a corresponding part of a previous image, with redun-
dancy between successive images, calculated taking into
account headset movement, allowing image detail to be
recreated without requiring that image data is transmitted.
Accordingly, by analysing movement of the headset and
changes in content between successive frames, this can
result in a large reduction in image data volume, with no or
minimal loss in image quality. For example, if the user is
moving translationally in relation to a Virtual Feature, it is
feasible that a few frames could be horizontally or vertically
shifted on the decompression side, without requiring a new
frame to be transmitted.

Additionally, in the case of mixed reality applications,
large portions of the generated are not in practice displayed,
and are included solely for the purpose of ensuring displayed
parts of the image are shown in the correct location. Spe-
cifically, these parts are either not displayed in the case when
the headset includes a partially transparent display, or are
replaced with feeds from a camera in the headset, in the case
of camera-to-display methods. In order to provide for
interoperability with different hardware, such regions are
often generated as black pixels in the image, with the
headset operating to either omit or replace the black pixels
when displaying the final mixed reality image. Accordingly,
in another example, the display device can be adapted to
recreate omitted parts of the image, using defined image
data, such as black pixels, before the image is passed to the
display engine, which then interprets this in the normal
manner, omitting or replacing the black pixels.

In another example, the areas to be omitted are defined by
an opacity, typically in the form of an alpha channel,
provided in conjunction with more typically RGB image
data. Accordingly, in another example, compression could
be performed using the alpha channel and RGB channels,
with the reconstructed alpha channel being used to locate
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areas of interest/objects in the RGB channel, thereby con-
trolling where these are presented in the final image.

In addition to remove parts of the image, the compression
technique can compress remaining parts of the image using
one or more different compression techniques. This can
include using known compression approaches, such as
JPEG, or the like, with the degree of compression being
controlled by adjusting parameters of the compression algo-
rithm. Other additional compression techniques that can be
used include block encoding, DCT and associated bit encod-
ing schemes, or the like, and additional examples will be
described in more detail below.

Typically the system is adapted to control the compres-
sion process based on a range of data relating to different
aspects of the system operation and/or the content.

For example, the compression process can take into
account display data that is at least partially indicative of
operation of the display device and/or use of the display
device, communications link data indicative of operation of
the wireless communications link, configuration data at least
partially indicative of a configuration of the display device
and content data at least partially indicative of the digital
reality content.

The display data can define a current display device pose
and/or movement, which can be used to assess redundancy
compared to previous images, or a user gaze which can
assess which areas of the image are being focused on by the
user, and hence which require greater image quality. Similar
the content data can be used to determine areas of interest
within the image, for example based on visual content,
and/or other contextual cues, such as audible cues, again
allowing areas requiring greater image quality to be ascer-
tained. The configuration data typically defines parts of the
image that are either out of the field of view of the display
device, and hence not displayed, and/or are in region of the
image that is not displayed as well, and hence can use more
aggressive compression without a perceived reduction in
image quality. Finally, the communications link data can be
used to control an overall degree of compression used, based
on current bandwidth and/or latency, ensuring the com-
pressed image data can be transmitted in a timely fashion.

When compression is performed using display data, com-
munications link data and/or configuration data, as this
information can be known by the headset, this allows the
decoder processing device(s) to use the same data, including
the display data, communications link data and/or configu-
ration data when performing the decompression. Addition-
ally, in the event that compression is based on content data,
then the decoder processing device may additionally use
compression data indicative of the differential compression,
which can be provided by the encoder processing device as
part of or with the compressed image data. In either case, the
data can be used to establish the compression that was used
for different parts of the image, and then use this to imple-
ment an appropriate corresponding decompression scheme.
For example, this can be used to allow the decoder process-
ing device(s) to recreate omitted parts of the image, and use
the correct decompression technique, when decompressing
compressed parts of the image.

Particularly in the case of using display data, as well as
communications link data and/or configuration data, these
can be known to both the display device and processing
devices as part of normal system operation and hence do not
require additional transfer of data between the processing
device(s) and display devices, which in turn reduces band-
width requirements, allowing more bandwidth to be dedi-
cated to transfer of the compressed image data.
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In one example, multiple factors are taken into account in
combination when implementing the compression process.
For example, the encoder processing device(s) can deter-
mine a target compression using the communications link
data, in particular using the overall bandwidth, and/or com-
munications link latency to assess the amount of compressed
image data that can be used for each compressed image
without introducing bottlenecks in the transmission process.

Having determined the target compression, the encoder
processing device(s) then determine a relative degree of
compression for each of a number of areas of interest based
on the configuration data, the display data and/or the content
data. Thus, this will assess for different areas of interest, the
amount of compression that can be used, optionally taking
into account device configuration, user gaze, content of the
area of interest, other contextual cues, or the like. For
example, this can be achieved by determining a location of
an area of interest using the display data and/or the content
data, and then determining the relative degree of compres-
sion based on the location and either the content associated
with the area, a configuration map defining relative degrees
of compression for the display device or a gaze map defining
relative degrees of compression for the user gaze. Examples
of this will be described in more detail below.

Once a relative degree of compression has been deter-
mined for each area of interest, an absolute degree of
compression can then be calculated for each of area of
interest based on the relative degree of compression and the
overall degree of compression required, allowing each area
of interest to be compressed, using an appropriate technique.
Thus the determined degree of compression can be used to
select a compression scheme and/or select parameters for a
compression scheme. In general multiple different compres-
sion schemes and/or parameters are used, thereby allowing
differential compression to be achieved for different parts of
the image.

Further features of the different approaches will now be
described separately, before a more in-depth example, using
a combination of approaches, is described in more detail.

An example of the process of performing compression/
decompression using display data will now be described
with reference to FIG. 1B.

In this example, at step 110 a display device analyses
signals from one or more sensors, using this to generate
display data. As previously mentioned, the display data
relates to some aspect of display device operation and/or
use, and could include any one or more of pose data
indicative of a display device pose relative to the environ-
ment, movement data indicative of a display device move-
ment relative to the environment, input commands provided
by a user, gaze data indicative of a user gaze and/or
physiological data indicative of a physiological attribute of
the user. What each of these data have in common is that
these can be measured in real-time using on-board sensors
based on the display device and/or sensors in communica-
tion with the display device, allowing this information to be
transferred from the display device to the encoder process-
ing systems and taken into account to optimise the com-
pression process.

It will be appreciated from this that nature of the sensors
and the analysis that is performed will vary depending upon
the preferred implementation. For example, when determin-
ing pose and/or movement, the sensors could include loca-
tion and orientation sensors, such as a combination of a
positioning system, such as GPS, and orientation sensors,
such as accelerometers. However, in one preferred example,
the sensors include image or range sensors which are used
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to calculate pose data utilising a simultaneous localisation
and mapping (SLAM) algorithm. Other example sensors
that can be used, include eye tracking sensors, and in
particular pupil or muscle sensors, and/or other physiologi-
cal sensors, for example for sensing electrical activity in
muscles and/or the brain.

At step 111, the display data is stored locally in the
headset, before being transmitted from the display device to
the one or more processing devices at step 112, typically
using the same communications link that is used for trans-
mitting the compressed image data.

At step 113 the encoder processing device(s) generate
compressed image data, at least in part using the display
data. The nature of the compression and the manner in which
this is performed will vary depending on the preferred
implementation and could include the use of existing com-
pression techniques, as well as one or more of the compres-
sion techniques described herein.

Once generated, the compressed image data is wirelessly
transmitted to the display device at step 114. The com-
pressed image data is received by the display device at step
115, allowing the compressed image data to be decoded at
step 116. The manner in which this is achieved will vary
depending upon which the manner in which the compressed
image data, and again examples will be described in more
detail below.

Once decoded, this allows the image to be displayed by
the display device, using a suitable display system, such as
a screen, waveguide projection arrangement, or the like.

Accordingly, the above described process operates by
determining display data from on-board sensors, which is
then wirelessly transmitted to processing devices, allowing
the processing devices to use the display data when gener-
ating compressed image data. The compressed image data
can then be returned to the display device wirelessly, allow-
ing this to be decompressed using the locally stored display
data. This allows the encoder and decoder processing
devices to use the same information in the form of the
display data, when performing the compression and decom-
pression processes. This can allow suitable compression and
corresponding decompression schemes to be selected
locally, in the encoder and decoder processing devices,
avoiding the need to exchange further information regarding
the compression scheme used, in order to allow decompres-
sion to be performed. Furthermore, this allows current
operation and use of the display device to be taken into
account when performing the compression, thereby allowing
this to be optimised based on the current circumstances. For
example, the degree of movement can be used to adjust
compression levels, so that if a user moves quickly, and the
Virtual Feature is distant, then a much higher level of
compression can be applied, whereas if a user is still and
close to an object, a reduced amount of compression could
be used, potentially with a trade-off in frame rate.

These features make it feasible for digital reality images
to be generated by a processing device that is in wireless
communication with the display device, without resulting in
excessive bandwidth requirements or latencies. In one par-
ticular example, this enables remote serving of digital reality
images to be achieved from cloud based computing, with the
resulting images being displayed on a display device after
transmission via a mobile communications network, such as
a mobile phone network or similar, although this is not
essential and other wireless communications systems, such
as WiFi or the like, could be used.

A number of further features will now be described.
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In one example, the method includes selectively trans-
mitting the display data in accordance with operation of the
wireless communications link and/or a compressed image
data bandwidth. Thus, the system can take into account an
available bandwidth and size of the compressed image data,
selecting whether or not to transmit the display data. It will
be appreciated that where available, respective display data
is typically used when compressing and decompressing each
image, so that each image is optimally compressed and
decompressed, based on the current operation of the display
device. However, if display data is not transmitted, then the
same display data could be used for a sub-sequence of
images from the digital reality stream, for example com-
pressing and decompressing a sequence of a few images,
using the same display data.

In one example the sensors include either image or range
sensors with the method including generating pose data
using a SLAM algorithm. In this instance, the pose data can
be calculated on board the headset, for example using a
locally implemented SLLAM algorithm, which is contrasted
with traditional techniques in which either the processing
device calculates the pose data by having the display device
transfer an indication of the sensor signals to the processing
devices, or in which the image data is created on the display
device itself. For example, the pose data could include an
indication of a position of a number of sensed points in an
environment relative to the display device.

Thus, the on-board calculation of pose data can minimise
the amount of data that needs to be transferred from the
display device in order to allow the compressed image data
to be created. In particular this avoids the need to transfer
sensor signals, such as images captured using imaging
devices mounted on-board the display device, which takes
up significant bandwidth and can introduce bandwidth
restrictions on the transfer of image data, or can introduce
latency into the system. It will be appreciated however that
this is not essential and alternatively, other sensing arrange-
ments could be used, such as sensing the position of the
display device relative to beacons or other similar arrange-
ments.

As described above, the compressed image data can be
created based on the pose and/or movement data, so that the
compression can be optimised taking into account display
device pose and/or movement, thereby optimising the com-
pression achieved. In one example, the method includes
determining a change in display device pose based on either
movement data and/or pose data and previous pose data, and
then using the change in display device pose to either
generate compressed image data or decompress the com-
pressed image data. In particular, this process utilises
changes in display device pose between successive images
in order to optimise the compression/decompression pro-
cess. In particular, this relies on the fact that as the display
device moves, a position of objects within the images will
also move, with an understanding of this movement allow-
ing increases in efficiency to be achieved.

In one particular example, this is achieved by determining
redundancy between subsequent images. Specifically, the
method can include compressing the image data by retriev-
ing previous image data from a previous image, determining
redundancy between the image and previous image and then
using the redundancy to compress the image data. Similarly,
when decompressing images the method includes in the
display device, retrieving previous image data for a previous
image, determining redundancy between the image and
previous image and using the redundancy to decompress the
image data. Thus, previous images can be stored by both the
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processing devices and display devices and used in order to
reduce the magnitude of data that needs to be transferred.

For example, the appearance of individual objects within
an image may be unchanged between successive images,
with only the position varying based on movement of the
display device. Accordingly, in this example, it is possible to
simply replace portions of an image with part of previous
image. The display device can then retrieve image data from
the previous image and substitute this into the current image,
vastly reducing the amount of image data that needs to be
transferred without resulting in any loss in information. This
could be calculated based on the display device movement,
and/or could be achieved through code substitution, for
example by replacing part of an image with a reference to
part of a previous image, with the reference being transmit-
ted as part of the image data. The reference could be of any
appropriate form, but in one example is a code or similar that
refers to a region within the earlier image. This could include
a specific region of pixels, such as one or more pixel arrays,
or could refer to a region defined by a boundary, as will
become apparent from the remaining description.

Knowledge of movement of the user can also be used to
adjust a frame rate, reducing a frame rate by omitting
frames, allowing for reduced compression to be used in
scenarios where there is less movement, for example if the
user is viewing a close object and is relatively still. When the
user begins to apply acceleration, the encoding scheme can
adjust to an aggressive compression and a higher frame-rate
combination, to provide a lower latency and a more persis-
tent experience.

Movement of the display device can also be used in
estimating positions of boundaries that act as masks for the
culling of image data, as will be described in more detail
below.

The display data could also or alternatively gaze data
indicative of the user gaze, including a direction and/or
depth of gaze. This can be determined utilising any appro-
priate technique, such as tracking a user’s pupils, or eye
muscles, with a direction of gaze of each of the user’s eyes
being tracked independently in order to determine gaze
depth. As such eye tracking sensing arrangements and their
operation are known and these will not therefore be
described in any further detail.

The encoder processing devices then compress image data
based on the gaze, for example by providing a different
degree of compression for different objects or areas within
the image based on their position and the gaze of the user.
For example, this can be performed so that reduced com-
pression, and hence better quality is used for image objects
nearer the user’s point of gaze, whereas greater compression
is used for objects away from the user’s gaze. In this regard,
a user will typically focus less on objects away from their
point of gaze, and hence will not perceive a reduction in
image quality to the extent that they would if the object is
closer to the point of gaze. Thus, this allows objects further
from the point of gaze to be encoded using greater com-
pression without a noticeable reduction in image quality. It
will be appreciated that the point of gaze can include the
gaze depth, as well as the 2D position on the image, meaning
the degree of compression can vary depending on the depth
of field of the image content, versus the depth of gaze of the
user.

Once generated, compressed image data can be wirelessly
transferred to the display device, allowing the decoder
processing device(s) of the display device to decompress the
compressed image data. Again, decoding can be performed
based on the gaze data. In this regard, it will be appreciated
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that as the display device has access to the same gaze data,
and hence can use a similar assessment technique to the
processing device(s) in order to determine the compression
and hence the compression algorithm that should be used.
This allows the image data to be successfully recreated,
without requiring information regarding the encoding algo-
rithms used to be transferred from the processing device(s)
to the display device.

Accordingly, the above described process utilises gaze
data both during the compression and decompression stages
allowing differential compression to be performed for dif-
ferent image objects and without requiring that knowledge
regarding the compression process used be transferred to the
display device, in turn reducing data bandwidth require-
ments.

While eye position can be updated dynamically with
active eye tracking, passive statistical gaze prediction or
even using Al algorithms or EEG input (measuring brain
neural activity to dynamically estimate gaze direction), can
also be used as an indicator of gaze direction. For example,
neural sensors could be used in conjunction with more
traditional sensors to assist in more precise tracking and
eliminate error and false positives.

This could be extended to include sensors placed on or
within the body to sense electrical activity in muscles, to
reduce latency in future motion estimation, particularly of
neck and head movement. In this example, it is possible to
estimate a muscles future action from early electrical or
physiological ques, such as fast twitch movement, before it
has fully translated into mechanical movement or full exten-
sion of the muscle.

A system like this can be deployed in parallel to read
neurological responses to content viewed. It could also be
used for data mining and or to create improved interaction
based on neural responses and neural mapping. Another
complimentary application could be to use neurological
sensing, to estimate and read facial expression, which can be
transmitted to an avatar representation, which is particularly
beneficial for interaction applications and telepresence.

A learning algorithm can be incorporated in a system of
this form, with a defined combination of movements being
used for calibration to help eliminate false positives.

The system could also utilise muscle movement more
broadly, for example to anticipate movement of the display
device, to allow for a translational image shift or warp to be
computed on the HMD very quickly, without needing to
render or receive a new frame, which would improve latency
in fast, small “twitchy” head movements. Offering greater
image persistence over a network with small bandwidth
budget. A system like this would work in parallel with the
HMD’s other sensors to eliminate false positives.

A neural implant solution would naturally be less suscep-
tible to false positives from aberrant electrical activity in the
body, and whilst seemingly invasive, these could have
particular applications for disabled people to better experi-
ence VR, MR, or future advancements in things like neural
lace and other implants, could gain popularity as a computer
interface, for the common user.

An example of a process for encoding images using
content of the digital reality stream will now be described
with reference to FIG. 1C.

In this example, at step 120 the encoder processing
devices determine content data. The content data can relate
to any aspect of the content, and could include pixel array
content, image content, content of different parts of the
image, an opacity of different parts of the image, areas of
interest within the image, locations of interest within the
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image, one or more cues associated with the image, such as
audible or contextual cues, or one or more display objects in
an image. The content data can be determined in any
appropriate manner and this could involve performing image
analysis, for example of a low resolution image or could
involve receiving information content regarding the objects,
such as a shape and location of the objects, from a content
engine, thereby avoiding the need to perform image analy-
sis, in turn reducing computation requirements and increas-
ing speed. As described in more detail below, the content
data could also include profiles or the like, which at least
partially govern the compression that is performed. The
content data could additionally and/or alternatively include
a scene map, specifying the location of objects or other areas
of interest, the location of contextual clues, or the like,
which can again be used to assist the compression process.

At step 121, the content data is used when differentially
compressing the image data. This can be achieved in any
appropriate manner, but in one example, involves determin-
ing a boundary encompassing the one or more areas or
interest, such as one or more objects, within the image.
Alternatively, this can involve identify and replacing blocks
of pixels within the image, or identifying areas of the image
have a low opacity and then using more aggressive com-
pression or omitting lower opacity areas, which tend to have
less visual impact on the user.

At step 122 compression data indicative of the differential
compression is created. The compression data could include
boundary data could be one or more parameters which
specify an extent of the boundary, could be an indication that
an estimated boundary is to be used, or could be an indica-
tion of a change in boundary. Alternatively, this could
include block data indicative of a block of pixel arrays,
opacity data indicative of an opacity of different parts of the
image or location markers indicative of a location of interest.

At step 123, compressed image data and the compression
data is transmitted to the display device, allowing this to be
used in reconstructing the image.

In this example, the compression therefore uses informa-
tion regarding the content of the digital reality stream in
order to optimise the compression process. This can take
into account image data which can be omitted, for example
if it falls outside of a boundary, is below an opacity thresh-
old, or is replaced by a block code, which can result in a
significant reduction in volume of the data, irrespective of
whether or not the remaining image data is compressed or
not.

As mentioned, in one example, the encoder processing
devices operate to generate one or more boundaries based on
the content, and then differentially compress the image data
based on the boundaries. The boundaries can be determined
in any appropriate manner and could be estimated based on
a previous boundary, calculated based on a location and
extent of an area of interest, identified objects, or the like.
The boundary typically encompasses the area and/or objects
and is used to define a mask thereby designating portions of
the image which need to be encoded and those which can be
omitted. It will be appreciated that if multiple objects are
provided separately within the image, a single boundary can
be defined encompassing all the objects, or multiple bound-
aries could be defined, each encompassing one or more
objects. Reference to a boundary is therefore intended to
cover the use of multiple separate boundaries.

The encoding of image data within the boundary could be
performed in any suitable manner and could include retain-
ing the image data for parts of the image within the boundary
without change, but more typically includes some form of
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lossy or lossless compression, such as code substitution,
JPEG compression, bit encoding, or the like. A further
variation is for the content of a boundary to be replaced by
content from a previous image based on redundancy
between images. For example if a boundary surrounds an
object that is static, the image data within the entire bound-
ary can simply be omitted from the compressed image data,
and substituted with image data from a previous image.

Once a boundary is generated, boundary data indicative of
the boundary is created. The boundary data could be one or
more parameters which specify an extent of the boundary,
could be an indication that an estimated boundary is to be
used, or could be an indication of a change in boundary.

The compressed image data and boundary data can then
be transmitted to the display device. In this particular
instance, the compressed image data simply omits (masks)
image data falling outside of the boundary, thereby resulting
in a significant reduction in volume of the data, irrespective
of whether or not the image data within the boundary is
compressed or not.

The decoder processing device associated with the display
device can then determine boundary data and encoded image
data from the received compressed image data, typically by
parsing the compressed image data and retrieving the bound-
ary data. The encoded image data is decoded utilising a
suitable decoding scheme, with the manner in which this is
performed being dependent on the encoding scheme used to
encode the image data. For example a respective compres-
sion scheme used to compress image data within the bound-
ary can be identified in the boundary data. Alternatively, the
decoder processing device might determine the compression
scheme used based on the display data, configuration data
and/or communications link data. In either case, the decom-
pression process uses a corresponding decompression
scheme to decompress the compressed image data.

The image can then be displayed in accordance with the
boundary and the decoded image data. In particular, this is
typically achieved by displaying images of areas of interest
based on the decoded image data, with the location of the
images being defined by the boundary, in effect recreating
the original image. In this regard, masked portions of the
original image falling outside of the boundary can simply be
recreated, replaced, or not displayed, depending on the
application. For example, in mixed or augmented reality
applications, masked parts of the image are not displayed to
allow the user’s external environment to be viewed. Spe-
cifically, these are either omitted, allowing the user to view
the environment directly, or are replaced by captured images
of'the environment. To achieve this traditional systems code
pixels that aren’t to be displayed as black pixels, with the
display system either not displaying black pixels, or replac-
ing these with captured environment images. Thus in this
instance, masked areas of the image can be replaced by
black pixels, so existing display systems can correctly
interpret the images, although it will be appreciated that
other arrangements can be used.

Accordingly, the above described process effectively
compresses the image by masking out parts of the image that
are not displayed in a mixed or augmented reality applica-
tion to thereby allow the user to view their surrounding
environment. As augmented or mixed reality applications
tend to show only small areas of image so that the user can
maintain a view of their local environment, this can result in
significant reductions in volume of image data that needs to
be transmitted, thereby achieving significant compression,
even if image data associated with the objects is not itself
compressed. Nevertheless, the resulting image can be dis-
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played accurately, based on knowledge of the boundary
which can in effect be used to recreate parts of the image
outside of the boundary, or correctly position the parts of the
image within the boundary.

In general the boundary data is configured to minimise the
data required to define the boundary. This can be achieved
through a combination of mechanisms, including through
suitable selection of a boundary shape, or by tracking or
estimating changes in boundary between successive images.

In one example, the boundary data is indicative of a
boundary extent including boundary vertices, a boundary
shape and/or location. This can be of any appropriate form
but is typically selected to allow the data required to define
boundary to be minimised, for example by basing the
boundary shape on a polygon so the boundary can be defined
by vertices of the polygon. It will be appreciated however
that any appropriate boundary shape could be used, in which
case this could be defined in other ways. For example, in the
case that the boundary is a circle, this could be defined by
a radius and circle centre, whilst a square could be defined
by two opposing corners. Alternatively, the boundary data
could be indicative of a change in boundary, including a
change in shape and/or position, or could be an indication
that an estimated should be calculated by the decoder
processing device, avoiding the need to transmit detailed
boundary data.

The boundary shape and extent is typically calculated in
order to ensure objects and/or areas of interest within the
image are encompassed. When compressing an image, the
processing device typically receives image data defining the
image from a content engine. Whilst this could be analysed
to determine the location and/or shape of objects, more
typically the processing devices can receive an indication of
a display object extent of each display object from the
content engine. This allows the boundary extent to be
calculated using the object extent of each display object.
This is feasible as the content engine will have knowledge
regarding the object shapes and locations, which in turn
avoids the need for the processing devices to perform
complex image analysis, which could result in increased
latency.

In this regard, the content engine contains all the infor-
mation about the scene that will be rendered. Commonly at
runtime, this information output is limited to necessary input
and output, with very limited ability to analyze content on
the fly or adjust the content, in a custom manner. The
information that the content provides is limited by what the
game engine’s capability specification allows for and the
choices defined by the content creator. However, the content
engine can be configured to provide additional information
as an output, for example by implementing custom code,
creating or installing a third party plugin, or through cust-
omisation. In one example, this is used to generate a scene
map, an example of which is shown in FIG. 5E. The scene
map identifies the current field of view of the user 591
relative to a number of objects 592. In this example, when
the user moves, for example as the user rotates as shown by
the arrow 593, the system can estimate a change in position
of features, using this to assess redundancy between images.
This can also be used to predict the location of features in
upcoming images, which in turn can assist with boundary
construction.

It will be appreciated however, that this is not necessarily
essential. As a further alternative, a low resolution image
could be used to calculate the content data, allowing this to
be created in advance of rendering the full resolution image,
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thereby enabling rendering and analysis to be performed in
parallel, to avoid bottlenecks.

In one example, the encoder processing device determines
a display region forming an area of interest containing the
one or more objects, and then calculates the boundary extent
using the display region. A display region can be utilised so
that the boundary does not necessarily conform exactly to
the shape of the objects. In particular, as object shapes can
be quite complex, it would require a significant amount of
data to describe a boundary conforming to the object shape.
Consequently it is preferred that the boundary has a reduced
complexity, and in particular is defined using a polygon or
other easily defined shape, allowing this to be defined
utilising a reduced number of bits, and an example of this is
shown in FIG. 5B and will be described in more detail
below. Accordingly, it will be appreciated that the boundary
extent is typically calculated balancing the need to reduce
the amount of image data that needs to be encoded, against
the relative complexity of the boundary, whilst ensuring that
the boundary wholly encompasses the one or more objects.

As mentioned above, the boundary data can be indicative
of'a change in boundary extent. For example, if the boundary
shape remains unchanged the boundary data can instead
simply indicate a translocation of the boundary as compared
to a previous boundary used for a previous image. Other
example changes could include rotation or changes in
boundary shape. In this regard, particularly for more com-
plex boundaries, it will be appreciated that this can reduce
the amount of data utilised in order to define the boundary
for a current image, for example allowing the new boundary
to be defined by a single coordinate representing a new
location, as opposed to having to define a coordinate for
each vertex of a polygon. In this example, the method
typically includes retrieving previous boundary data indica-
tive of previous boundary for a previous image, determining
a change in boundary extent from the boundary extent and
the previous boundary data and generating the boundary
data using the change in boundary extent.

A further alternative approach is to use an estimated
boundary. In this regard, the boundary extent can be esti-
mated based on the extent of a previous boundary and
information such as display data, for example taking into
account knowledge regarding a change in display device
pose and/or user input commands. This works well if the
area of interest is static within a scene and the only change
is in the field of view of the display device relative to the
scene. In this instance, as the change in field of view can be
derive from the display data, this is known to both the
processing device(s) and the display device, allowing the
boundary data to be reduced to a simple flag indicating
whether or not an estimated boundary should be used, with
the boundary then being calculated independently in each
device as required. The advantage of this approach is that it
avoids the need to transfer complex information regarding
the boundary extent, thereby substantially reducing data
transmission requirements.

In one example, the estimated boundary extent can simply
be estimated through translocation of the existing boundary,
based on the change in display device pose. In particular, the
method includes estimating a boundary extent by determin-
ing previous pose data indicative of a previous display
device pose, using the pose data and previous pose data to
determine a change in display device pose from display of
a previous image and then determining an estimated bound-
ary extent using the change in display device pose.

In addition to, or as an alternative to, using changes in
display device pose, changes in the boundary can be calcu-
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lated or estimated to take into account user inputs, for
example resulting in a field of view change. For example, if
a user is static and chooses to zoom in on an image, it will
be appreciated that the boundary extent can simply be
increased in size without any change in shape or location.

When using an estimated boundary, it is typical for every
nth image in a sequence of images to be examined to ensure
estimated boundaries are still accurate. To achieve this, the
estimated boundary extent is compared to a calculated
boundary extent, or one or more display objects in the
image, to ensure the boundary is accurate. This could be
performed for a current image, prior to encoding the bound-
ary data. However, as the need to perform comparison could
introduce processing delays, in another example, this could
be performed based on a prior image. Thus, after an image
has been compressed using an estimated boundary, the
comparison is performed, with this being used to determine
whether a boundary for the next image is to be estimated or
calculated. Thus, for example, if the estimated boundary is
no longer sufficiently close to the calculated boundary then
the boundary can be recalculated for the next image, and
transferred to the display device.

It will be appreciated that analogous processes are per-
formed during decompression.

In particular, the decompression process typically deter-
mines a boundary extent and then decodes compressed
image data using the boundary extent, for example by
in-filling of the image in regions outside of the boundaries,
or simply displaying the image inside the boundary in a
position defined by the boundary. As part of this, process
image data within the boundary may need to be decom-
pressed, using a decompression technique corresponding to
the compression technique use to compress the image within
the boundary, with this being determined from compression
data, and/or other data such as the display data or the like.
This may also include substituting image data, for example
obtaining the image content within the boundary with con-
tent from a previous image.

In one example, previous boundary data indicative of a
previous boundary for a previous image is retrieved, with a
change in boundary extent from the previous boundary
being determined from the boundary data and the previous
boundary, and the change in boundary extent being used to
calculate the new boundary extent.

Alternatively, a boundary extent can be estimated based
on a previous boundary extent and display data, such as a
change in display device pose. This is typically achieved by
retrieving previous boundary data indicative of a previous
boundary for a previous image, determining previous pose
data indicative of a previous display pose, using the pose
data and previous pose data to determine a change in display
device pose and then using the display device pose and the
previous boundary to estimate a current boundary extent.

A similar process can be performed in order to determine
an estimated boundary extent based on a field of view
change, for example by retrieving previous boundary data
indicative of a previous boundary for a previous image,
using input commands to determine a further field of view
change, such as zooming or the like, and then using the field
of view change to estimate a boundary extent.

Thus the use of the boundary can effectively define a
mask, with areas within the mask being compressed or
substituted based on redundancy between images, and areas
external to the mask being omitted, thereby avoiding the
need to transmit any information for these areas.

An example of this is shown in FIG. 5C, in which a fixed
image (frame) size and aspect ratio is agreed upon between
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the content engine, encoder and decoder processing devices.
While the aspect ratio and resolution of the frame remain
static. The entire frame is rastered or updated on both the
compression and de-compression side, however a pixel
mask boundary 580 is defined by four vertices 581, with
blocks of pixels 582 outside the mask not being transmitted
and blocks of pixels 583 being compressed and transmitted
for decompression. The pixel data within the mask can be
compressed using any form of compression, such as DCT
encoding or the like, to reduce the amount of data within the
mask.

The mask could be generated by partial raster buffers,
frame comparison or rendering of a low-resolution reference
frame as shown above, or a difference comparison with a
previous buffered frame. This could also be achieved within
the content engine, for example at the GPU level, allowing
the GPU to save resources for rendering and communicating
this information through to the compression codec.

Temporal difference analysis could be isolated to within
this masked area and the immediate pixels around its edges,
allowing for a low latency temporal compression scheme.

The masked-out area, can be reconstructed during decom-
pression in any appropriate manner, including through the
use of reproduction of an Alpha Channel, reproduction of a
certain color pixel group, likely to be black, or combined
with another source of pixel data, perhaps from a camera.

It will be appreciated that the above description has
focused on identifying areas of interest based largely on
visual content of the image. However, this could also be
achieved using other contextual cues, such as audible cues.
For example, stereo and more advanced surround, binaural
audio can provide a lot of immersion in a mixed reality
application, with audio cues being tied to specific locations
in a 3D scene, with this being used as a prompt for the user
to focus or gaze at features of interest. This is typically
performed by the content engine during creation of the 3D
scene and hence this information can be used in order to
locate areas of interest within the image, allowing the
compression to be tailored accordingly. It will be appreci-
ated that this is somewhat similar to performing differential
compression based on eye tracking, but uses content cues to
anticipate a user gaze, rather than measuring this directly.

An alternative to the use of boundaries involve block
substitution. In this example, the one or more encoder
processing devices obtain pixel data, which typically corre-
sponds to an array of mxm pixels from within the image,
with pixel data for sequences of pixels being determined as
the image is progressively processed.

The encoder processing devices identify pixel array
sequences, which are sequences of contiguous pixel arrays
including substantially identical pixel content. In this regard,
as discussed above for mixed or augmented reality content,
large parts of the image are typically designated as black
pixels so that these are not displayed. Accordingly,
sequences of these can be identified and replaced.

In this regard, compression data including block data is
then generated, which is indicative of a first pixel array
location, an end pixel array location and the pixel array
content. This allows sequences of identical pixel arrays to be
replaced with a reduced amount of data, such as a code
sequence, that merely specifies the pixel array content for a
single pixel array, together with the start and end location,
which it will be appreciated, could be based on a start
location and pixel array length.

The compressed image data can then be wirelessly trans-
ferred to the display device, allowing the decoder processing
devices to determine pixel array parameters from the
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received compression data, and use these to determine the
first pixel array location, the end pixel array location and
pixel array content. Following this, a pixel array sequence
can be generated, utilising the pixel array content, with this
being used to generate image data, thereby allowing the
image to be displayed.

Accordingly, it will be appreciated that this approach acts
to perform a substitution, replacing a sequence of contigu-
ous substantially identical pixels arrays with a sequence
defined by a single pixel array and a start and end location.
This can substantially reduce the amount of data that needs
to be transmitted, without requiring the use of lossy com-
pression.

It will be appreciated that the particular compression
scheme selected may vary depending on the nature of the
content. For example in some circumstance block encoding
might be more efficient than using boundaries, or vice versa.
In general, the process involves using the content data to
select a compression scheme and differentially compressing
the image data using the compression scheme. In one
example, this can involve selecting between compression
schemes, such as between block encoding and boundary
encoding, or defining boundaries based on contextual cues,
isolation of objects, identifying areas of interest, such as
facial information, or using areas of interest defined by the
content engine. Whilst this could simply be performed based
on analysis of the rendered image, more preferably this is
achieved using some level of integration between the con-
tent engine and the encoder. In one example, this is achieved
using integration at the GPU level or even the content
creation level, a module/plugin installed in the game engine,
that allows for the content creator to define optimization
profiles for the content. This could be anything from a
completely manual process to a fully automated process,
using Al, neural networks or computer vision techniques
that learn the properties of the image from a pre-determined
database or in real time.

There could also be profile options that govern which
mode the encoder operates in, it could outline such things as
the type of scene and the complexity of the expected images,
and is used by the encoder to select which form of com-
pression to use. In one example, this information is trans-
ferred to the encoder as part of the content data in advance
of the encoder receiving the rendered image.

A further possibility to create the content data would be to
play an un-optimized version of the content, while a learning
algorithm learns the unique properties of the content and
applies the correct compression profile to it. An online
database of this information could be implemented to ensure
that this process only needs to be done by one person a single
time.

Another possibility, as discussed above is to have the
content engine render a small, low resolution frame at a
defined interval in advance of providing the main high-
resolution frames, as shown for example in FIG. 5D. The
low-resolution frame could be quickly analyzed to identify
content and hence guide the compression process. This
would typically involve analysing the image to identify
features such as large black or alpha channel areas that can
be masked out or jump blocked, focus features like faces
where higher resolution is desirable, other features that the
content creator has requested the algorithm to focus on,
features that have been pre-defined at the content creation
point by way of a reference image, like the cross-hair pattern
of a gun, or the face of an obscure looking creature. The
system can also look for other useful features that can be
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exploited to perform dynamic adjustments, such as the
presence of contextual cues, or the like.

As previously discussed, black areas in images are typi-
cally redundant, and these may alternatively be represented
as an alpha channel, which is used to reproduce transparency
and varying levels of opacity, and which can therefore assist
with integrating the virtual object with the real world,
allowing for low opacity features like shadows etc.

In one implementation, an alpha channel could be ren-
dered by the content engine, meaning that the encoder
receives RGBA channels, and can use the alpha channel in
controlling the compression process. In one example, this
can be achieved by applying compression across the alpha
channel, with areas that are completely transparent being
compressed aggressively, whilst areas with varied opacity
could have less compression applied. Blocks for the alpha
channel could be more aggressive in size than the RGB
channels, whilst a block encoding scheme could be used to
try to eliminate large transparent areas of the alpha channel.
A boundary method could be used to identify the features of
interest and the large transparent areas of the alpha channel
could be eliminated. This process can be used to govern
compression in the RGB channels, with this involving
applying the compression more aggressively for areas of
lower opacity, etc.

If the pre-determined size of a “block jump” is known by
both the compression side and the de-compression side. For
example, the raster scan is 8x8 pixel blocks, but the agreed
“jump block” for any large area of pixels that are black, or
alpha is groups of 32 blocks across until a block displaying
RGB is classified. This could be estimated quickly using the
reference image, or a partially buffered raster and allow for
the predominate black or alpha areas of the image to be
transmitted in groups of pixels much larger than the base
8x8 blocks. If implemented in certain configurations, this
could result in a reduction in the number of bits required to
be transmitted for the black pixel areas. Optimizations such
as these become particularly useful with higher resolution
displays of the future, featuring extremely high pixel count.

This method could also be applied to large color areas of
RGB as well, although there is a limit to how many classifier
profiles can be communicated to ensure a worthwhile reduc-
tion in data, so a strategy like this could be implemented
within a limit of bits culled remain greater than bits sent at
any time.

In another variation, the method can include compressing/
decompressing image data using configuration data indica-
tive of a display device configuration. In particular, this is
performed to take into account that different display devices
may have different configurations, and hence have different
abilities to display image data. This can be used to optimise
compression, for example, tailoring the compression to a
display resolution, omitting data falling outside a field of
view, compressing images based on a display refresh rate or
using lens attributes to optimise compression.

In this regard, many HMD’s leverage a rectangular aspect
ratio display or displays, or projectors. Due to the optical
properties of lenses, waveguides, total internal reflection or
other methods, there are usually areas of permanent occlu-
sion of a number of pixels. All this data is redundant and
never viewed. This is information that does not need to be
sent and can be permanently culled by method of a static
bitmask. Further optimization and varied levels of compres-
sion can be applied in context to the unique optical proper-
ties of lenses and glass or elements that effect the refraction
of light into the eye. A great amount of data can be reduced
if the physiological human eye fovea is considered in unison
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with the image degradation properties of optics used in the
HMD. Foveation can also be static, pre-determined and
based purely on a combination of display, lens and eye
properties that never change for a given HMD brand.

In one example, the configuration data is stored as con-
figuration map specifying different degrees of compression
that should be used for different parts of the image. The
configuration data can be stored locally within and retrieved
by the display device and uploaded to the encoder process-
ing devices when a connection is first established. Alterna-
tively, when the encoder processing devices and display
device first connect, a display device identifier might be
exchanged and used to retrieve configuration data.

The compression process can also take into account
communications link data indicative of operation of a wire-
less communications link. The communications link data
can be indicative of any one or more of wireless commu-
nications link error metrics, a wireless communications link
quality of service, a wireless communications link band-
width and a wireless communications link latency. Thus, this
allows an overall degree of compression to be tailored to
ensure the compressed image data can be suitable transmit-
ted to the display device.

The communications link data can be received from
wireless communications link hardware and/or could be
determined by the display device and encoder processing
devices independently, or could be exchanged between the
devices. In any event, this can be known by both devices,
allowing this to be used to control both the compression and
decompression processes.

It will be appreciated that the above described examples
approaches can be used independently, and/or in conjunc-
tion. The above described technique can also be used in
conjunction with other encoding/decoding techniques, for
example to allow compression of image data for objects
within boundaries. Examples will now be described.

In one example, the image data forms part of a sequence
of n images, with image data for at least some of the n
images being compressed using a respective compression
scheme. In this regard, typically a different compression
scheme is used for at least some of the n images, so that at
least some of the images are compressed in a different
manner. The different compression schemes could provide a
different degree of compression, including lossy and/or
lossless compression, and might also use different compres-
sion mechanisms, for example compressing different colour
space channels within different images, performing block
encoding, or the like. Thus, a wide range of different image
compression algorithms could be used, and reference to
specific examples in the following description is not
intended to be limiting. It will also be noted that at least
some of the images in the sequence of n images could be
uncompressed.

Accordingly, this approach provides a mechanism for
compressing and subsequently decompressing a sequence of
n images within a video content stream, using different
compression/decompression schemes for at least some of the
images, and optionally encoding some of the images with
no, minimal or lossless compression.

In this regard, compression of images is typically per-
formed in order to minimise the volume of the resulting data,
for example allowing this to be stored using less storage
space, or transmitted using lower bandwidths. However,
compression can lead to a loss of information in the images,
in turn resulting in a loss of image quality and/or introduc-
tion of compression artefacts, such as ringing, contouring,
posterizing, staircase noise, aliasing, blockiness, or the like.
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In typical video compression schemes compression is
performed collectively across multiple frames. For example,
temporal redundancy is used to take into account the fact
that sequential frames are often very similar, and hence
compression schemes such as MPEG-4 only encode the
difference between successive frames, using motion estima-
tion to find the difference between frames. This helps
increase the degree of compression that can be performed,
whilst minimising the presence of artefacts. However, for
such schemes to operate optimally, it is preferable to have
knowledge of the content of multiple image frames prior to
commencing compression. As a result this is not generally
suitable for digital reality schemes in which low latency
requirements often require that each frame is compressed as
rapidly as possible, meaning this is done substantially as
soon as the frame is generated, and before successive frames
are generated, meaning it is difficult to use temporal redun-
dancy.

In contrast the above approach uses different compression
approaches for different images within the sequence. For
example, this could include compressing a sequence of five
images using a lossless compression scheme for the first
image, followed by four lossy compression schemes for the
next four images, such as using run-length encoding, fol-
lowed by colour space reduction, chroma subsampling,
transform coding, fractal compression or the like.

The different compression schemes typically have differ-
ent resulting qualities, and often have different compression
artefacts, meaning specific artefacts are often only present in
one or two images within the sequence. As each image is
only viewed for a short duration of time, such as 0.04
seconds or less, the artefacts become less noticeable to the
viewer. Furthermore as humans tend to perceive video
content collectively across frames, viewers of the decom-
pressed content will tend to perceive the quality collectively
across the sequence of images, rather than noticing a reduc-
tion in quality on individual images. This means that as long
as some of the images in the sequence have a sufficiently
high quality, the user will typically not perceive a reduction
in overall quality, nor will they identify specific compression
artefacts if these are only limited to some of the images.
Additionally, artefacts between images can be further
reduced by performing blending between frames, for
example to reduce flicker in pixels at a certain frequency.

Consequently, compressing a sequence of images, such as
a number of video and computer graphics frames, with
different compression algorithms can be used to obtain a
high degree of compression, with less of a perceived reduc-
tion in quality than would otherwise by the case. This also
significantly minimises the impact of compression artefacts
by ensuring that similar artefacts are not present in multiple
sequential images, thereby significantly reducing the extent
to which such artefacts are perceived. Additionally, this
approach allows each frame within the digital content stream
to be compressed individually, which in turn makes this
particularly suited for applications requiring a low latency,
such as digital reality applications.

In one example, the compression scheme performs com-
pression differentially based on a location of the respective
pixel array within the image. Thus, in this example, the
image is differentially compressed based on what part of the
image in which the content is provided, and in one example,
based on part of the image the user is viewing or is expected
to view.

In this example, the method includes obtaining pixel data
from the image data, with the pixel data representing an
array of pixels within the one or more images and deter-
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mining a position of the array of pixels within the one or
more images relative to a defined position. In one example,
the defined position is at least partially indicative of a point
of gaze of the user, although this is not essential and
alternatively any suitable defined position, such as a centre
of the image could be used. Following this, the pixel data is
compressed at least partially in accordance the determined
position, so that a degree of compression depends on the
determined position of the array of pixels, for example
compressing image content more away from a user’s gaze or
more towards edges of the image, which are generally
noticed less by the user.

It will be appreciated that similarly a decompression
process can be performed that involves obtaining com-
pressed image data, the compressed image data representing
an array of pixels within the one or more images and being
compressed at least in part based on a position of the array
of pixels within the one or more images relative to a defined
position, decompressing the compressed image data at least
partially in accordance the determined position.

Thus, this provides a mechanism for compressing and
subsequently decompressing the image, with the compres-
sion being controlled based on the location of an array of
pixels relative to a defined point. Specifically this allows a
degree of compression to be selected based on the position
of the array of pixels, so that, less compression can be used
in more important parts of an image, such as in a region
proximate the point of gaze, whilst greater compression is
used in other areas of the image, such as further from the
point of gaze, for example in the users peripheral field of
view.

In one example, this is used to provide foveated com-
pression, allowing greater overall compression to be
achieved, without a perceptible loss in quality, by increasing
the compression in the user’s peripheral field of view where
a reduced quality of image is less noticeable.

In one example, the defined position is based on a point
of gaze of the user, which can be based on an actual
measured point of gaze, or an expected or predicted point of
gaze of the user, determined for example by assuming the
user is staring at an approximate centre of the image, or
based on the content, such as a point of focus within the
image, movement of the headset, or the like. Additionally,
the defined point can be offset from the point of gaze, for
example positioning this below the point of gaze to take
account of the fact that individuals tend to perceive more
detail slightly below the point of gaze to avoid colliding with
obstacles when walking.

The degree of compression can be based on a distance
from the defined point, for example progressively decreas-
ing further from the point of gaze, but can also be based on
a direction relative to the defined point, so that compression
is greater above or below the defined point. It will be
appreciated that this allows a respective degree of compres-
sion to be used in regions having any arbitrary shape
positioned relative to the point of gaze, and that this could
be configured depending on the particular circumstances
and/or nature of the content being compressed. For example,
this allows an elliptical, ovoid, or heart shaped region
surrounding the defined point to have a reduced amount of
compression compared to peripheral regions, to thereby
maximise the image quality in regions where the user’s
perception of any compression artefacts will be greater.

In one example, the compression scheme compresses
image data by applying a transformation to the pixel data to
determine a set of frequency coeflicients indicative of fre-
quency components of the array of pixels. The transforma-
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tion is typically a frequency transformation, such as a
Fourier transform, or the like and in one example is a 2D
DCT (Discrete Cosine Transform). The transformation
could be applied in any suitable manner, for example using
known transformation techniques, but in one example is
performed in a highly parallel manner, thereby reducing the
processing time.

Following the transformation, the process involves selec-
tively encoding at least some of the frequency coefficients
using a bit encoding scheme to thereby generate a set of
encoded frequency coefficients and generates compressed
image data using the encoded frequency coefficients. In this
example, the bit encoding scheme can define the number of
bits used to encode each of the frequency coefficients so that
at least some of the encoded frequency coefficients have
different numbers of bits. This process is typically per-
formed in order to reduce the number of bits used to encode
frequency coefficients, to thereby minimise the number of
bits required to encode the frequency coefficients. This could
include encoding some of the frequency coefficients with
zero bits, thereby effectively discarding the respective fre-
quency coefficients for use in the encoding step. Further-
more, the number of bits used is typically smaller for higher
frequency components as their magnitude is smaller and as
these correspond to sharp transitions within images, mean-
ing their contribution to the overall image quality is less.
This allows higher frequency component coefficients to be
encoding using less bits, or even discarded without
adversely effecting perceived image quality in a noticeable
manner, whilst reducing the overall number of bits required
to encode the frequency coefficients.

It should be noted that this approach should be contrasted
to a code substitution technique, such as Huffman encoding,
in which values are substituted for shorter codes. Instead, in
this example the values are still encoded, albeit using a
number of bits appropriate to the expected magnitude of the
value, so if it expected that the value of the frequency
coeflicient would not exceed seven, then this could be
encoded as a three bit word, so six would be encoded as
“110”, as opposed to using a default eight bit word
“00000110”. In contrast, if it is expected that the value of the
frequency coefficient is up to sixty three, a six bit word could
be used, so for example, twenty could be encoded “010100”.
In the event that the value exceeds the available number of
bits, then the maximum value available for the define
number of bits could be used, in turn resulting in a loss of
accuracy in the resulting compressed image data.

Thus, the bit encoding scheme uses information regarding
the expected size of the frequency coeflicient values in order
to define the number of bits that should be used. A less
aggressive bit encoding scheme will use a greater number of
bits, resulting in reduced compression, but with a greater
resolution, whereas a more aggressive bit encoding scheme
will use few bits, and hence provide greater compression,
but with a trade off in reduced resolution.

It will be appreciated that in this example, the process
typically involves decompressing the compressed image
data by performing bit decoding of the encoded frequency
coeflicients in accordance with the bit encoding scheme to
thereby generate a set of frequency coefficients. It will be
appreciated that in one example this can result in a loss of
resolution as the frequency coefficients are not necessarily
accurately reproduced due to the reduction in encoding bits.

In any event, by using a bit encoding scheme that defines
the number of bits used to encode each frequency coeffi-
cient, this allows the same scheme to be used in decom-
pressing the compressed image data, in turn allowing accu-
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rate decompression to be performed, whilst allowing the bit
encoding scheme used to be configured to optimise the
compression for the current situation.

In another example, a transformation is applied to the
pixel data to determine a set of frequency coefficients
indicative of frequency components of the array of pixel, for
example using a 2D DCT or other similar transformation as
described above. Following this, a selected subset of the set
of frequency coefficients are encoded. In this regard, the
frequency coefficients that are encoded are a subset that is
selected so as to maximise the effectiveness of the frequency
information that is encoded, for example by selecting the
frequency coefficients having the highest magnitude and
which therefore contribute most to the quality of decom-
pressed images.

The manner in which the selection is performed will vary
depending on the preferred implementation, but in one
example this involves selecting frequency coefficients hav-
ing progressively smaller magnitudes, and hence can be
defined by progressively smaller numbers of bits, until some
limit is reached. However, this is not essential and other
selection approaches can be used.

The frequency coeflicients can be encoded in any suitable
way, which can vary depending on the preferred implemen-
tation, and in one example, could include using the original
bit representation of the frequency coeflicient, or performing
some other form of lossless encoding, as will be described
in more detail below.

Following this, an index is created which is indicative of
the frequency coeflicients that are encoded. The index is
used to identify the frequency coefficients so that these can
be used to regenerate the image in a subsequent decompres-
sion step. The index can be of any appropriate form and
could identify the frequency coefficients in any appropriate
manner, such as by identifying a location of the coefficients,
for example within a coefficient matrix. The index may be
provided separately to the frequency coeflicients, for
example by providing the index, followed by a string of
encoded frequency coefficients or could include the encoded
frequency coefficients within the index, as will be described
in more detail below.

Once encoding has been performed and the index created,
compressed image data can be generated including the
encoded frequency coefficients and index. For example, this
can be performed by creating a byte stream including
sequences of the encoded frequency coefficients, optionally
with additional information, so as flags or other markers, to
identify the start of a new image, or the like.

Accordingly, the above described process allows com-
pressed image data to be created by encoding selected
frequency coefficients, and using an index in order to
identify the frequency coefficients that have been encoded.
By allowing the frequency coeflicients to be selected this can
result in a higher image quality when the image is subse-
quently decompressed.

In this regard, traditional approaches focus on encoding
frequency coefficients corresponding to lower frequencies,
on the basis that these typically contribute most to the image
quality. In this instance, by encoding the same frequency
coeflicients each time encoding is performed, this facilities
the decoding process, but conversely means the encoding
performed is not optimised to each pixel array, leading to the
artefacts such as banding.

In contrast, in the current approach, frequency coefficients
can be selected to optimise the resulting image, for example
by encoding the largest magnitude coefficients, which in turn
provide the greatest contribution to the appearance of the
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resulting image. The largest magnitude frequency coeffi-
cients are not limited to those of the lowest frequencies,
meaning that larger high frequency coefficients could also be
encoded. In this instance decompression of the image is
facilitated by the inclusion of the index in compressed image
data, meaning the frequency coeflicients selected can vary
for each pixel block, allowing the compression to be opti-
mised for each pixel block and/or image, whilst minimising
the impact on image quality.

Compressed image data can then be provided to the
display device, with the encoded frequency coefficients
being decoded to create a subset of frequency coeflicients. It
will be appreciated that the manner in which this is per-
formed will vary depending on the nature of the encoding
performed. The index is then used to generate a full set of
frequency coefficients, typically by defining un-encoded
frequency coefficients with a null value. An inverse trans-
formation can be applied to the set of frequency coefficients
to determine pixel data representing an array of pixels within
the one or more images. In particular, this is typically in the
form of an inverse frequency transformation, such as an
inverse Fourier transform, 2D DCT, or the like.

Accordingly, this allows image data to be encoded by
encoding a selected subset of frequency coefficients and
identify the encoded frequency coeflicients using an index,
which can then be used when decompressing the encoded
frequency coefficients. This approach is inherently adaptive,
meaning the frequency coefficients selected will vary
depending on the content of the pixel array being encoded,
thereby ensuring the compression is optimised for the con-
tent, allowing this to maximise the amount of compression
that can be achieved, whilst minimising the impact on image
quality.

In one example, the method includes selecting frequency
coeflicients having p bits, where p is an integer initially set
to a maximum number of bits and then selecting frequency
coeflicients having progressively decreasing values of p bits.
This is performed to encode frequency coefficients having a
bigger magnitude, and hence a larger number of bits, in
preference to those having a smaller magnitude and hence
smaller number of bits, which in turn have less impact on
image quality. Typically the process of selecting progres-
sively smaller numbers of bits is performed until encoding
parameters are met, thereby selecting the subset of fre-
quency coefficients that are encoded. For example this can
be performed to ensure sufficient frequency coefficients are
encoded to maintain a desired image quality, whilst mini-
mising the overall volume of image data that is transmitted.
The encoding parameters can be defined in any one of a
number of ways, and can embody fixed rules, or dynamic
rules allowing pixel arrays to be adaptively encoded depend-
ing on the image content, available transmission require-
ments, desired degrees of compression, or the like.

In another example, the method includes selecting one of
a plurality of compression schemes and encoding the image
data using the selected compression scheme, optionally
including a code indicative of the selected scheme in the
compressed image data to allow for subsequent decoding.
This process can include using a particular bit encoding
scheme for the above described encoding schemes, although
this is not essential and the technique can be applied to any
compression scheme.

In one example, the compression scheme used can be
selected to optimise the compression based on current
requirements. For example, this could be based on one or
more operational parameters relating to operation of the
hardware and/or image parameters relating to the image. The
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operational parameters can includes any one or more of a
transmission bandwidth of a communications link used to
transmit the compressed image data, a transmission quality
of service of a communications link used to transmit the
compressed image data, movement of a display device,
image display requirements, a target display resolution, or
the like. Similarly the image parameters can include any one
or more of a channel being processed, a position of the array
of pixels within the one or more images, a position of the
array of pixels within the one or more images relative to a
point of gaze of an observer of the one or more images, or
the like. As a further alternative, error metrics indicative of
errors in the decompressed images and/or transmission of
data can be used in order to control the degree of compres-
sion used.

It will be appreciated that these arrangements can be used
to adjust the degree of compression dynamically, for
example by changing the thresholds or bit encoding schemes
based on current error values, the content of the pixel array,
transmission bandwidth, or the like. For example, if com-
pression artefacts exceed a set amount, the degree of com-
pression can be reduced by adjusting the thresholds, whilst
if available transmission bandwidth falls, compression can
be increased. This ability to dynamically adjust the com-
pression helps optimise the compression to obtain the best
possible image quality for the current circumstances.

For example, in the case of movement of the display
device, feedback from a head tracking system can be pro-
vided to the encoding algorithm, allowing the encoding
algorithm to select the compression scheme on the basis of
head acceleration information, allowing the compression
algorithm to make dynamic adjustment to both frame-rate
and amount of compression. Such movement feedback data
could read out from an internal IMU (Inertial Measurement
Unit) within the HMD or a secondary one, for example
forming part of a decoder or separate system.

It will be appreciated that a wide range of other techniques
could be used, including scaling frequency coefficients to
reduce their magnitude, selectively encoding different
colour channels in parallel, performing colour channel con-
version, or the like. It will be appreciated that such technique
can be used in conjunction with the approaches described
above, thereby compressing image data not compressed
using other techniques, for example to compress image data
within the boundaries.

The above described operation can be implemented using
a range of different hardware configurations. In one
example, the apparatus includes an encoder and decoder in
wireless communication, allowing image data to be trans-
ferred between the encoder and decoder as compressed
image data. In one particular example, this can be utilised in
order to provide wireless communication between a wear-
able display device, such as an HMD and a processing
system. An example of this will now be described with
reference to FIG. 2A.

In this example, a processing system 210, such as a
suitably programmed computer system, gaming console, or
the like, is adapted to generate content for display on an
HMD 240. The processing system 210 typically achieves
this by receiving sensor data from the HMD regarding the
pose of the HMD, and optionally input data from one or
more separate controller 250. The processing system 210
then generates content based on the sensor and/or input data,
typically in the form of video data, which can be output from
a video card or the like. The video data is transferred to an
encoder 220, which encodes the video data by compressing
the image data, before wirelessly transferring the com-
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pressed image data to the decoder 230, via a wireless
communications link 260. The decoder 230 decodes the
compressed image data, and provides the resulting video
data to the HMD for display.

It will be appreciated that this arrangement allows for
existing computer systems, gaming consoles or the like and
HMDs 210, 240, to be connected via a wireless connection
260, thereby obviating the need for a wired connection
between the processing system 210 and HMD 240. Thus, for
example, a user could wear an HMD and associated decoder,
and then connect the encoder to their computer system or
gaming console, allowing a wireless HMD arrangement to
be provided.

However, this is not essential, and alternatively, the pro-
cessing system 210 and HMD 240 can be configured to
include integrated encoder and decoder hardware, allowing
these to communicate via a direct wireless connection 260,
as shown in FIG. 2B.

An example of the hardware configuration will now be
described in more detail with reference to FIG. 3.

This example will be illustrated with respect to a separate
hardware encoder and decoder, but it will be appreciated that
this is not essential and the same techniques could be used
in conjunction with integrated hardware. Furthermore,
whilst reference to made to virtual reality applications, again
this is not essential and the techniques could be used to apply
to any circumstance in which image data forming part of a
content stream is to be transferred, and in particular when a
content stream is to be transferred using a limited band-
width, whilst maintaining an acceptable image quality and
desired latency, such as in virtual reality, augmented reality,
mixed reality, or telepresence applications.

In this example, the apparatus 300 again includes a
processing system 310, encoder 320, decoder 330 and a
display device 340, in the form of an HMD or similar. Each
of these components will now be described in more detail.

In this example, the processing system 310 includes at
least one microprocessor 311, a memory 312, an optional
input/output device 313, such as a keyboard and/or display,
and an external interface 314, interconnected via a bus 315
as shown. In this example the external interface 314 can be
utilised for connecting the processing system 310 to periph-
eral devices, such as communications networks, storage
devices, peripherals, or the like. Although a single external
interface 314 is shown, this is for the purpose of example
only, and in practice multiple interfaces using various meth-
ods (eg. Ethernet, serial, USB, wireless or the like) may be
provided. In this particular example, the external interface
includes at least a data connection, such as USB, and video
connection, such as DisplayPort, HMDI, Thunderbolt, or the
like.

In use, the microprocessor 311 executes instructions in the
form of applications software stored in the memory 312 to
allow the required processes to be performed. The applica-
tions software may include one or more software modules,
and may be executed in a suitable execution environment,
such as an operating system environment, or the like.

Accordingly, it will be appreciated that the processing
system 310 may be formed from any suitable processing
system, such as a suitably programmed PC, or the like. In
one particular example, the processing system 310 is a
standard processing system such as an Intel Architecture
based processing system, which executes software applica-
tions stored on non-volatile (e.g., hard disk) storage,
although this is not essential. However, it will also be
understood that the processing system could be any elec-
tronic processing device such as a microprocessor, micro-
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chip processor, logic gate configuration, firmware optionally
associated with implementing logic such as an FPGA (Field
Programmable Gate Array), an Application-Specific Inte-
grated Circuit (ASIC), a Graphics Processing Unit (GPU,) or
any other electronic device, system or arrangement.

Furthermore, whilst the processing system 310 is shown
as a single entity, it will be appreciated that in practice the
processing system 310 could be formed from multiple
physical devices, which can optionally be distributed over a
number of geographically separate locations, for example as
part of a cloud based environment.

The encoder 320 typically includes an encoder input
buffer 321, coupled in turn to an encoder processing device
322, an encoder output buffer 323, and a transceiver 324. A
separate data buffer 325 can be provided coupled to the
transceiver 324.

In use, image data, and in one particular example, video
data is received and temporarily stored in the input buffer
321, before being passed to the encoder processing device
322 for compression. In this regard, the encoder input buffer
typically buffers image data corresponding to a next m-1
rows of pixels of the image, and then a next m pixels of the
next row of pixels. This allows the encoder processing
device 322 to obtain pixel data for a next mxm block of
pixels from the buffered image data, and commence encod-
ing. It will be appreciated however that this is not essential
and other buffering schemes could be used, including buft-
ering previous frames, for use in encoding differences
between subsequent frames.

Once this has been done a next m pixels are buffered, with
this being repeated until pixel data from the first m rows of
pixels has been obtained and is being encoded. This process
is then repeated for subsequent rows of pixels in the image,
until pixel data is acquired for the entire image, at which
point a next image is processed in a similar manner. As a
result of this approach, the encoder input buffer need never
store more than m-1 complete rows and m pixels of image
data from the next row, reducing memory requirements.
Additionally, as pixel data is acquired, this can be immedi-
ately processed using the encoding process, even before the
next m pixels of image data are buffered. This significantly
reduces processing time and helps minimise overall latency.

The resulting compressed image data is then stored in the
encoder output buffer 323, for example by sequentially
reading in encoded bits, to thereby perform parallel to serial
byte encoding, before being transferred to the decoder 330,
via the transceiver 324. The transceiver 324 is also adapted
to transfer other data, such as a sensor data received from the
HMD 340, via the encoder data buffer 325.

The buffers 321, 323, 325 can be of any appropriate form
of temporary storage, depending on the preferred implemen-
tation, and in one example can include high-performance
FIFO (First-In-First-Out) field memory chips, or the like.
The input buffer is typically connected to an HDMI port,
display port output, or any other suitable video source,
whilst the data buffer 335 is connected to a USB port,
thereby allowing equivalent connection to the computer
system.

The transceiver 324 can be of any appropriate form, but
in one example allows for short range radio based commu-
nication 360 between the encoder and decoder, for example
via a point to point direct WiFi™ connection, 60 GHz
wireless technology, mobile phone networks, such as 3G, 4G
or 5G networks, or the like.

The processing device 322 can be any device capable of
performing the compression process, including the compres-
sion processes described herein. The processing device 322
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could include a generic processing device operating in
accordance with software instructions stored in memory.
However, in one example, in order to ensure a suitably quick
compression time, the processing device includes custom
hardware configured to perform the compression process.
This could include, firmware optionally associated with
implementing logic such as an FPGA (Field Programmable
Gate Array), a Graphics Processing Unit (GPU), an Appli-
cation-Specific Integrated Circuit (ASIC), Digital Signal
Processing (DSP), or any other electronic device, system or
arrangement.

In a preferred example, the encoder processing device 322
is configured to perform parallel processing of individual
colour channels, such as RGB or YCbCr channels. For
example, this could include parallel encoding of the indi-
vidual frequency coefficients for each channel. Furthermore,
whilst a single encoder processing device 322 is shown, in
practice, a respective encoder processing device 322, could
be provided for encoding each colour channel in parallel, or
alternatively a GPU or other similar parallel processing
architecture could be used.

The decoder 330 typically includes a transceiver 334
coupled to a decoder input buffer 331, in turn coupled to a
decoder processing device 332 and a decoder output buffer
333. A separate data buffer 335 can also be provided coupled
to the transceiver 334.

In use, compressed image data is received from the
encoder 320 via the transceiver 334, and temporarily stored
in the input buffer 331, before being passed to the decoder
processing device 332 for decompression. The resulting
image data is then stored in the decoder output buffer 333,
before being transferred to the display device 340. The
transceiver 324 is also adapted to transfer other data, such as
a sensor data received from the display device 340, via the
decoder data buffer 335.

The buffers 331, 333, 335 can be of any appropriate form
of temporary storage, depending on the preferred implemen-
tation, and in one example can include high-performance
FIFO (First-In-First-Out) field memory chips, or the like.
The output buffer is typically connected to an HDMI port,
whilst the data buffer 335 is connected to a USB port,
thereby allowing equivalent connection to the display
device.

The transceiver 334 can be of any appropriate form, but
in one example allows for short range radio based commu-
nication 360 between the encoder and decoder, for example
via a point to point direct WiFi™ connection, 60 GHz
wireless technology, mobile phone networks, such as 3G, 4G
or 5G networks, or the like.

The processing device 332 could include a generic pro-
cessing device operating in accordance with software
instructions stored in memory. However, in one example, in
order to ensure a suitably low decompression time, the
processing device includes custom hardware configured to
perform the decompression process. This could include,
firmware optionally associated with implementing logic
such as an FPGA (Field Programmable Gate Array), a
Graphics Processing Unit (GPU), an Application-Specific
Integrated Circuit (ASIC) or any other electronic device,
system or arrangement.

In a preferred example, the decoder processing device 332
is configured to perform parallel decompression of indi-
vidual channels, for example by performing parallel encod-
ing of the individual frequency coefficients. Again, whilst a
single decoder processing device 332 is shown, in practice,
a respective encoder processing device 332 could be pro-
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vided for encoding each of the channels in parallel, or
alternatively a GPU or other similar parallel processing
architecture could be used.

The display device 340 includes at least one micropro-
cessor 341, a memory 342, an optional input/output device
343, such as a keypad or input buttons, one or more sensors
344, a display 345, and an external interface 346, intercon-
nected via a bus 347 as shown.

The display device 340 can be in the form of HMD, and
is therefore provided in an appropriate housing, allowing
this to be worn by the user, and including associated lenses,
allowing the display to be viewed, as will be appreciated by
persons skilled in the art.

In this example, the external interface 347 is adapted for
normally connecting the display device to the processing
system 310 via a wired connection. Although a single
external interface 347 is shown, this is for the purpose of
example only, and in practice multiple interfaces using
various methods (eg. Ethernet, serial, USB, wireless or the
like) may be provided. In this particular example, the
external interface would typically include at least a data
connection, such as USB, and video connection, such as
DisplayPort, HMDI, Thunderbolt, or the like.

In use, the microprocessor 341 executes instructions in
the form of applications software stored in the memory 342
to allow the required processes to be performed. The appli-
cations software may include one or more software modules,
and may be executed in a suitable execution environment,
such as an operating system environment, or the like.
Accordingly, it will be appreciated that the processing
device could be any electronic processing device such as a
microprocessor, microchip processor, logic gate configura-
tion, firmware optionally associated with implementing
logic such as an FPGA (Field Programmable Gate Array), a
Graphics Processing Unit (GPU), an Application-Specific
Integrated Circuit (ASIC) or any other electronic device,
system or arrangement.

The sensors 344 are generally used for sensing an orien-
tation and/or position of the display device 340, and could
include inertial sensors, accelerometers or the like, but in
one example include image sensors adapted to image the
local environment, allowing the display device pose to be
calculated using a SLAM algorithm. Additional sensors,
such as light or proximity sensors could be provided to
determine whether the display device is currently being
worn, whilst eye tracking sensors could be used to provide
an indication of a point of gaze of a user.

Input devices can also be provided, allowing user input
commands to be transferred to the processing device 310,
via the decoder and encoder, for example to allow the user
to interact with the content. Such input devices could be
based on controllers, but alternatively could be determined
through the use of hand gestures sensed by image sensors
344 and/or eye gestures sensed by the eye tracking sensors.

In one example, the display device could therefore be an
existing commercial display device, such as an HTC Vive™,
Oculus Rift™ or Playstation VR™ headset, although it will
be appreciated that this is not essential and any suitable
arrangement could be used.

An example of the operation of the image compression/
decompression process will now be described in more detail.

For the purpose of this example, it is assumed that the
processing systems 310 is executing applications software
that generates content that is displayed on the display device
340, with the content being displayed dynamically based on
sensor data from sensors 344 on board the display device
340, and optionally other sensors, such as handheld control-
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lers or position detection systems (not shown), as will be
appreciated by persons skilled in the art.

Actions performed by the processing system 310 being
performed by the processor 311 in accordance with instruc-
tions stored as applications software in the memory 312
and/or input commands received from a user via the /O
device 313, or other peripherals (not shown). Actions per-
formed by the display device 340 are performed by the
processor 341 in accordance with instructions stored as
applications software in the memory 342.

The encoder 320 and decoder 330 act as interfaces
between the processing system 310 and display device 340,
allowing image data to be compressed, transmitted wire-
lessly, and then decompressed before being displayed on the
display device 340, whilst also allowing sensor data or other
input command data to be transferred back to the processing
system. Actions performed by the encoder 320 and decoder
330 are typically performed by the respective processing
device 322, 332, based on defined programming, and in one
example a custom hardware configuration and/or instruc-
tions in embedded firmware.

However, it will be appreciated that the above described
configuration assumed for the purpose of the following
examples is not essential, and numerous other configurations
may be used. For example, the functionality of the encoder
and decoder could be inbuilt within the processing system
310 and display device 340 directly, for example incorpo-
rating the functionality into processing devices within the
processing system 310 or display device 340. Additionally,
the compression techniques can be applied in a wide range
of other scenarios, including compressing and decompress-
ing image streams on one or more computer systems,
without requiring the use of the separate display device.
Nevertheless, the above arrangement is particularly benefi-
cial for virtual, augmented or mixed reality applications,
telepresence applications, or the like.

An example of an overall process for compressing and
subsequently decompressing image data for use in a digital
reality application will now be described in more detail with
reference to the flowchart of FIGS. 4A to 4D.

In this example, at step 400 the display device 340
acquires sensor signals from one or more sensors 344,
utilising these to calculate a display device pose at step 402.
In a preferred example, this involves the use of inside out
tracking, in which on-board sensors 344 in the display
device sense the surrounding environment, allowing the
display device 340 to calculate the display device pose. The
pose is generated as pose data at step 404, which in one
example includes an indication of the relative position of a
number of points in the environment, as detected utilising a
SLAM algorithm.

An example of a captured image is shown in FIG. 5A, in
which a mixed reality image 500 is shown including an
environment 510 and digital reality objects 520 shown in
relation to the environment. In this example, a number of
features in the environment are identified utilising detection
techniques, as shown by the crosses 511, with some of these
acting as tracking features 512, allowing the pose of the
display device to be calculated and saved as pose data at step
404.

Simultaneously with this process, the display device 340
acquires signals from eye sensors at step 406, with these
being used to calculate a user gaze and in particular a gaze
direction of each eye at step 408, with this information being
saved as gaze data at step 410. It will also be appreciated that
other display data could be captured in an analogous manner,
and this will not therefore be described in detail.
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At step 412 the display device 340 transmits the pose and
gaze data, together with any input commands provided via
a user interface, such as a hand-held controller, and/or any
other display data to the processing system 310 for analysis.

In this regard, the processing system 310 receives the
pose/gaze/input data at step 414 and provides the pose and
input data to a content engine at step 416. The content engine
uses this to calculate content to be displayed, for example
calculating object details at step 418, and in particular an
extent and location of the objects to be displayed for use in
the digital reality content. At step 420 content data is sent
back to the processing device 310, with the content data
either including details of the content, such as the object
details, information regarding other content, such as audible
cues, or the like, a scene map and/or a low resolution image
that can be analysed by the processing device. This is
typically performed as part of the process of generating the
image, but in advance of the image being rendered, to
thereby optimise the process and reduce latency.

Simultaneously with this process, the processing device
310 determines a change in display device pose based on the
pose data and previous pose data associated with a previous
pose. Similarly, the processing device 310 determines a field
of view change based on input data at step 424.

At step 426 the processing device 310 estimates new
image boundaries. An example of a boundary is shown in
FIG. 5B, in which an object 570 is located in an environment
560. A boundary 580 is shown surrounding the object, which
can be defined utilising a number of vertices. The boundary
is estimated based on a previous boundary determined from
previous boundary data associated with a previous image
based on the change in display device pose and the change
in field of view.

At step 428 the content details and estimated boundaries
can optionally be used to perform a boundary check. This
can be performed by comparing the boundary to extents of
the objects and/or areas of interest, to ensure that these are
located within the boundaries. Whilst this can be performed
for every image, more typically this is performed for every
n” image, with the value of n being defined, and potentially
variable, for example depending on a rate of movement of
the display device 340. This is performed to avoid intro-
ducing excessive latencies into the boundary determination
process. Furthermore, in one example, such boundary
checks are performed after compression and transmission of
the image data, with this being used to determine whether a
new boundary should be calculated for subsequent images
so that this does not delay the compression and transmission
of the image data.

If it is determined that the boundary is not acceptable at
step 430, the processing system 310 recalculates the bound-
ary at step 432. In this regard, the boundary can be recal-
culated by having the processing system 310 draw one or
more new boundaries surrounding the objects, based on the
object details received from the content engine. Boundary
data is then created corresponding to the new boundary at
step 434, with this optionally being defined in terms of a new
absolute boundary, or based on a change in boundary extent
compared to a previous boundary.

Examples of multiple boundaries for left and right eye
images for a single scene are shown in FIG. 6A, which
includes five different shaped boundary regions 601, 602,
603, 604, 605.

Once an estimated or calculated boundary is deemed
acceptable at step 436, the processing system 310 retrieves
a configuration data in the form of a configuration map based
on the configuration of the current display device. This is
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typically achieved based on an initial exchange of informa-
tion between the display device and the processing system
310, occurring for example when the display device and
processing system are initial set-up or paired for use.

An example, of configuration map is shown in FIG. 6B,
which includes a respective map for left and right eye
images. In this example, the map includes a first, second and
third display regions 611, 612, 613 for which progressively
less image detail can be displayed, typically due to the lens
configuration. In this example, the third display region 613
falls outside of the field of view of the particular display
device and hence cannot be displayed, meaning image
content in this region can be discarded, whilst the second
display region 612 corresponds to a region for which a
higher degree of compression can be used compared to the
first display region 611. Whilst three regions are shown, this
is not intended to be limiting, and any suitable number could
be used, or alternatively a continuously changing degree of
compression could be defined, depending largely on the
display device capabilities.

At step 430, the processing system determines a gaze
direction and depth from the gaze data with this being used
to determine a gaze map, an example of which is shown in
FIG. 6C. In this example, points of gaze 620 for ecach eye are
surrounded by respective first, second and third gaze regions
621, 622, 623 for which progressively less detail is per-
ceived by the user, allowing higher degrees of compression
can be used. Again, whilst three regions are shown, this is
not intended to be limiting, and any suitable number could
be used, or alternatively a continuously changing degree of
compression could be defined, depending largely on the
display device capabilities.

At step 440, the content data is analysed, to determine
content cues, such as the relative importance of different
boundary regions, to determine the relative amount of com-
pression that can be applied based on the content.

The information from each of these is then combined to
determine a relative degree of compression, and an example
of this is shown in FIG. 6D. For the purpose of explanation,
this example ignores the effect of content cues, but the
general approach will nevertheless be understood.

In this example, the fifth boundary region 605 falls inside
the third display region and hence cannot be displayed, and
will simply be omitted. The third and fourth boundary
regions 603, 604 fall within the second display region 612.
However the third boundary region falls within the second
gaze region, whilst the fourth boundary region falls within
the third gaze region, meaning the fourth boundary region
604 has a higher relative degree of compression that the third
boundary region 603. For similar reasons the first boundary
region has a lower degree of compression than the second
boundary region 602, meaning the degree of compression
will progressively increase for the each of the first, second,
third and fourth boundary regions, as shown by the degree
of line weight in FIG. 6E.

At step 442, having determined relative compressions, the
processing system 310 determines a target compression
based on the wireless communications link data, using this
to determine absolute compression amounts for each of the
four boundary regions at step 446, which is in turn used to
select compression schemes and/or compression scheme
parameters for each boundary.

Simultaneously with these processes, the content engine
renders the image at step 448, providing the completed
image at step 450.

At step 452, the encoder 320 then encodes image data
within the boundaries in accordance with the respective
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encoding scheme. The resulting encoded image data is then
combined with the generated boundary data to form com-
pressed image data, which is then transmitted to the display
device at step 454. In this regard, it will be noted that if a
new boundary is not created, the boundary data will simply
specify that an estimated boundary is to be used.

Whilst the image data is being compressed, the display
device 340 can determine a change in display device pose,
again by comparing a current pose to a previous pose at step
456 and determining field of view change at step 458, based
on user input commands. This can be used to estimate
boundaries at step 460 and to determine a gaze, depth and
direction, which is in turn used to calculate a gaze map at
step 462. A configuration map is also retrieved at step 464.
It will be appreciated that these processes can be performed
in parallel with the creation of the compressed image data,
so that they are completed prior to receipt of the compressed
image data.

When the compressed image data is received, the decoder
330 determines boundary data at step 466, allowing the
decoder 330 to determine whether the estimated boundaries
or a recalculated boundary should be used. The relevant
boundary is selected at step 468 with an encoding scheme
for each boundary region being determined at step 470. It
will be appreciated that this can be achieved using an
analogous process to calculation of the absolute compres-
sion for each boundary. Specifically, this can use the gaze
map and configuration map, and information regarding
relative content compression provided with the boundary
data, and the target compression derived from the commu-
nications link data, using this to determine which encoding
scheme was used for each boundary region. Image data
within each boundary area is decoded by the decoder 330 at
step 472, with image data outside the boundary being
created at step 474 allowing the image to be displayed at step
476.

It will be appreciated that in an example in which the
boundary check is not performed prior to compression of the
image data the boundary check can be alternatively per-
formed whilst the display device is decompressing the
received image data but before the next image data is
generated.

In any event, the above described processes allow for
significant digital content compression, without adversely
effecting latency, allowing for the techniques to be used in
providing wireless connections to virtual or augmented
reality wearable displays using existing hardware, whilst
also allowing for improved image compression to be
achieved more broadly in other applications.

In one example, this is achieved as part of a full-loop style
compression, in which information regarding the display
device, such as the display device pose, is used in order to
optimise content creation and/or compression. In one
example, this can be achieved using a system including:

Software running on a PC/Server

Game engine and content generation software

Compression software on a SOC

De-compression software on a SOC

Compression/decompression running on OS/GPU, DSP,

or other optional platforms

HMD or display device.

Taking advantage of this full loop, means that the whole
interface eco-system could be exploited for greater reduction
in data that needs to be transmitted. In particular this can be
achieved using any one or more of the techniques outlined
herein, including:
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Tracking a user gaze

Tracking an area of interest in the content

Foveated compression based on a lens property and/or
field-of-view of the display

Isolation of Virtual Objects within the frame

Detail areas, (faces etc)

Tracking audibly cued focus areas

Content interactions in scene mapping & future estima-
tion

Jump-block compression & block grouping strategies

Dynamic frame-rate

Scene mapping, scene property interaction estimation.

Some of these variables isolate an object from a blank
background and serve to mask that object out completely, to
avoid needing to send the entire frame of redundant black or
alpha channel pixels, whilst others create a mask around
objects of interest like faces, audible attention cues, or
content interactions.

Throughout this specification and claims which follow,
unless the context requires otherwise, the word “comprise”,
and variations such as “comprises” or “comprising”, will be
understood to imply the inclusion of a stated integer or group
of'integers or steps but not the exclusion of any other integer
or group of integers. As used herein and unless otherwise
stated, the term “approximately” means+20%.

It must be noted that, as used in the specification and the
appended claims, the singular forms “a,” “an,” and “the”
include plural referents unless the context clearly dictates
otherwise. Thus, for example, reference to “a processing
system” includes a plurality of processing systems. In this
specification and in the claims that follow, reference will be
made to a number of terms that shall be defined to have the
following meanings unless a contrary intention is apparent.

Persons skilled in the art will appreciate that numerous
variations and modifications will become apparent. All such
variations and modifications which become apparent to
persons skilled in the art, should be considered to fall within
the spirit and scope that the invention broadly appearing
before described.

The claims defining the invention are as follows:

1. A method of displaying images forming part of a digital
reality stream, the method including, for each image to be
displayed:

a) in one or more encoder processing devices, generating
compressed image data by differentially compressing
image data indicative of the image in accordance with
system operation and the content of the digital reality
stream so that different parts of the image are com-
pressed using a different degree of compression by:

i) generating a boundary;

i1) differentially compressing the image data in accor-
dance with the boundary by selecting a respective
compression scheme to compress image data within
the boundary; and,

iii) generating boundary data indicative of the boundary
and in accordance with the selected compression
scheme;

b) wirelessly transmitting the compressed image data and
the boundary data to a display device using a wireless
communications link; and,

¢) in one or more decoder processing devices associated
with the display device, differentially decompressing
the compressed image data in accordance with the
boundary data to thereby generate image data indica-
tive of the image to be displayed by:

i) determining the selected compression scheme in
accordance with the boundary data; and,
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ii) using a corresponding decompression scheme to
decompress the compressed image data.

2. A method according to claim 1, wherein the method

includes:

a) differentially compressing the image data by discarding
image data for at least some of the image; and,

b) differentially decompressing the compressed image
data by recreating image data for at least some of the
image using at least one of:

i) image data for a corresponding part of a previous
image; and,
ii) using defined image data.

3. A method according to claim 1, wherein the method

includes:

a) differentially compressing the image data in accordance
with at least one of:

1) display data at least partially indicative of at least one
of:
(1) operation of the display device;
(2) use of the display device; and,

il) communications link data indicative of operation of
the wireless communications link;

iii) configuration data at least partially indicative of a
configuration of the display device; and,

iv) content data at least partially indicative of the digital
reality content; and,

b) differentially decompressing the compressed image
data in accordance with at least one of:

1) the display data;

i) the communications link data;

iii) the configuration data; and,

iv) compression data indicative of the differential com-
pression.

4. A method according to claim 3, wherein the method

includes:

a) determining a target compression using the communi-
cations link data;

b) determining a relative degree of compression for each
of a number of areas of interest based on at least one of:
i) the configuration data;

ii) the display data; and,
iii) the content data;

¢) determining an absolute degree of compression for
each of area of interest based on the relative degree of
compression and the overall degree of compression
required; and,

d) compressing the image data using the absolute degree
of compression for each area of interest.

5. A method according to claim 4, wherein the method

includes:

a) determining the location of an area of interest using at
least one of:

i) the display data; and,
ii) the content data; and,

b) determining the relative degree of compression for an
area of interest based on the location and at least one of:
i) content associated with the areas of interest;

il) a configuration map defining relative degrees of
compression for the display device; and,

iii) a gaze map defining relative degrees of compression
for the user gaze.

6. A method according to claim 1, wherein the method

includes:

a) in the one or more decoder processing devices associ-
ated with the display device:

42

1) generating display data by analysing signals from one
or more on-board sensors, wherein the display data
is indicative of at least one of:

(1) pose data indicative of a display device pose
5 relative to the environment;

(2) movement data indicative of a display device
movement relative to the environment;

(3) input commands provided by a user;

(4) gaze data indicative of a user gaze; and,

(5) physiological data indicative of a physiological
attribute of the user;

ii) locally storing the display data; and,

iii) wirelessly transmitting the display data to the one or
more encoder processing devices;

b) in the one or more encoder processing devices:

i) differentially compressing the image data in accor-
dance with received display data; and,

ii) wirelessly transmitting the compressed image data to
the display device; and,

¢) in the one or more decoder processing devices associ-
ated with the display device, decompressing received
compressed image data in accordance with stored dis-
play data.

7. A method according to claim 6, wherein the method

25 includes:

a) determining a change in display device pose from
display of a previous image using at least one of:

i) movement data; and,

ii) pose data and previous pose data; and,

b) using the change in display device pose to at least one
of compress image data and decompress the com-
pressed image data by
1) retrieving previous image data for a previous image;
ii) determining redundancy between the image and the

previous image; and,

iii) using the redundancy to at least one of:

(1) compress image data; and,

(2) decompress the compressed image data.

8. A method according to claim 6, wherein the method

includes:

a) determining a user gaze including a depth of gaze;

b) using a depth of field of part of the image and the depth
of gaze to at least one of:

i) compress image data for the part of the image; and,

i) decompress the compressed image data for the part
of the image.

9. A method according to claim 1, wherein the method

includes:

a) in the one or more encoder processing devices:

i) differentially compressing the image data in accor-
dance with content data, wherein the content data
includes at least one of:

(1) pixel array content;

(2) image content;

(3) content of different parts of the image;

(4) an opacity of different parts of the image;

(5) areas of interest within the image;

(6) locations of interest within the image;

(7) one or more cues associated with the image; and,

(8) one or more display objects within the image;
and,

i) generating compression data indicative of the dif-
ferential compression, wherein the compression data
includes at least one of:

(1) boundary data indicative of a boundary encom-
passing one or more display objects;

(2) block data indicative of a block of pixel arrays;
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(3) opacity data indicative of an opacity of different
parts of the image; and,

b) location markers indicative of a location of interest;
wirelessly transmitting the compression data to the
display device; and,

¢) in the one or more decoder processing devices associ-
ated with the display device decompressing the com-
pressed image data in accordance with the compression
data to thereby generate the image to be displayed.

10. A method according to claim 1, wherein at least one

of:

a) the boundary data is indicative of at least one of:

i) a boundary extent, including at least one of:

(1) one or more boundary vertices;
(2) a boundary shape; and,
(3) a boundary location;

ii) a change in boundary extent compared to a previous
boundary for a previous image; and,

iii) an indication that an estimated boundary should be
used;

iv) an indication that an estimated boundary should be
used;

b) the method includes, in the one or more encoder
processing devices, generating a boundary by at least
one of:

i) calculating a boundary using the content data; and,

ii) estimating a change in boundary using the display
data;

¢) the method includes, in the one or more encoder
processing devices, calculating a boundary by:

i) identifying one or more parts the image from the
content data, wherein the one or more parts encom-
pass one or more display objects within the image;
and,

ii) calculating at least one boundary encompassing the
one or more parts; and,

d) the method includes calculating the boundary so that
the number of bits required to encode the boundary and
encoded image data are minimised.

11. A method according to claim 1, wherein the method

includes:

a) in the one or more encoder processing devices:

i) retrieving previous boundary data indicative of a
previous boundary for a previous image;

ii) determining a change in boundary extent using the
previous boundary data; and,

iii) generating the boundary data using the change in
boundary extent; and,

b) in the one or more decoder processing devices:

i) retrieving previous boundary data indicative of a
previous boundary for a previous image;

ii) determining a change in boundary from the bound-
ary data; and,

iii) using the previous boundary and the change in
boundary extent to calculate a boundary extent.

12. A method according to claim 1, wherein the method

includes at least one of:

a) in the one or more encoder processing devices:

i) for every n” image in a sequence of images, assess-
ing an estimated boundary using at least one of:
(1) a calculated boundary; and,

(2) the content data; and,

ii) selectively re-calculating a boundary depending on
results of the comparison; and,

b) in the one or more decoder processing devices asso-
ciated with the display device:
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1) determining an estimated boundary is to be used from
the boundary data; and,

ii) estimating a boundary using the display data using
at least one of:

(1) a change in display device pose; and,
(2) a field of view change.

13. A method according to claim 1, wherein the method
includes:

a) in the one or more encoder processing devices, com-

pressing at least part of the image data by:

1) obtaining pixel data from the image data, the pixel
data representing pixel arrays from within an image;

i1) identifying a pixel block including a number of pixel
arrays having a substantially similar pixel array
content; and,

iii) generating compression data including block data
indicative of:

(1) a first pixel array location;
(2) an end pixel array location; and,
(3) the pixel array content; and,

b) in the one or more decoder processing devices asso-
ciated with the display device, decompressing at least
part of the compressed image data by:

i) determining from block data:

(1) a first pixel array location;
(2) an end pixel array location; and,
(3) pixel array content;

ii) generating a pixel block including a number of pixel
arrays having a substantially similar pixel array
content using the block parameters; and,

iii) generating image data at least in part using the pixel
block.

14. A method according to claim 1, wherein the method
includes determining the configuration data indicative of a
display device configuration by at least one of:

a) retrieving the configuration data using a display device
identifier, the display device configuration including at
least one of:

i) a display resolution;

ii) a display refresh rate;

iii) a display field of view; and,

iv) display lens attributes; and,

b) wirelessly exchanging the configuration data between
the display device and one or more encoder processing
devices.

15. A method according to claim 1, wherein the method
includes determining communications link data indicative of
operation of a wireless communications link at least one of:

a) from wireless communications link hardware;

b) in the one or more decoder processing devices asso-
ciated with the display device and one or more encoder
processing devices independently; and,

¢) by exchanging the communications link data between
the display device and one or more encoder processing
devices and wherein the communications link data is
indicative of at least one of:

i) a wireless communications link error metrics;

i) a wireless communications link quality of service;

iii) a wireless communications link bandwidth; and,

iv) a wireless communications link latency.

16. A method according to claim 1, wherein the method

includes:

a) compressing the image data by:

1) obtaining pixel data from the image data, the pixel
data representing an array of pixels within the image;
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ii) applying a transformation to the pixel data to deter-
mine a set of frequency coefficients indicative of
frequency components of the array of pixels;

iii) selectively encoding at least some of the frequency
coeflicients using a bit encoding scheme to thereby
generate a set of encoded frequency coefficients;
and,

iv) generating the compressed image data using the
encoded frequency coefficients; and,

b) decompressing the compressed image data by:

1) determining a set of encoded frequency coefficients
from the compressed image data in accordance with
the bit encoding scheme;

ii) performing bit decoding of the encoded frequency
coeflicients in accordance with the bit encoding
scheme to thereby generate a set of frequency coef-
ficients; and,

iii) applying an inverse transformation to the set of
frequency coeflicients to determine pixel data repre-
senting an array of pixels within the one or more
images and wherein the bit encoding scheme defines
the number of bits used to encode each of the
frequency coefficients, and wherein the frequency
coeflicients are selectively encoded so that at least
one of:

(1) frequency coefficients having a higher magnitude
are encoded;

(2) at least some of the encoded frequency coeffi-
cients have different numbers of bits;

(3) a smaller number of bits are used to encode
frequency coefficients corresponding to higher
frequencies;

(4) a progressively smaller number of bits are used to
encode frequency coeflicients corresponding to
progressively higher frequencies;

(5) at least one frequency coefficient is discarded so
that the set of encoded frequency coefficients is
smaller than the set of frequency coefficients; and,

(6) at least one frequency coefficient is discarded
corresponding to higher frequencies.

17. A system for displaying images forming part of a

digital reality stream, the system including:

a) one or more encoder processing devices that generate
compressed image data by differentially compressing
image data indicative of the image in accordance with
system operation and the content of the digital reality
stream so that different parts of the image are com-
pressed using a different degree of compression by:
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i) generating a boundary;

i1) differentially compressing the image data in accor-
dance with the boundary by selecting a respective
compression scheme to compress image data within
the boundary; and,

iii) generating boundary data indicative of the boundary
and in accordance with the selected compression
scheme;

b) a wireless communications link that wirelessly trans-
mits the compressed image data and the boundary data;
and,

¢) one or more decoder processing devices associated
with a display device that decompress the compressed
image data in accordance with the boundary data to
thereby generate image data indicative of the image to
be displayed by:

i) determining the selected compression scheme in
accordance with the boundary data; and,

ii) using a corresponding decompression scheme to
decompress the compressed image data.

18. A system according to claim 17, wherein at least one
of the display device and an encoder include a memory that
stores at least one of:

a) configuration data indicative of a display device con-

figuration;

b) boundary data indicative of a defined boundary asso-
ciated with the display device;

¢) previous boundary data indicative of a previous bound-
ary for a previous image;

d) previous pose data indicative of a previous display
device pose; and,

e) previous image data indicative of a previous image.

19. A system according to claim 17, wherein the system
includes a decoder in wireless communication with an
encoder to exchange at least one of:

a) compressed image data;

b) display data at least partially indicative of at least one

of:

1) operation of the display device; and,

ii) use of the display device;

¢) communications link data indicative of operation of the
wireless communications link;

d) configuration data at least partially indicative of a
configuration of the display device;

e) content data at least partially indicative of the digital
reality content; and,

f) compression data indicative of the differential compres-
sion, and wherein the decoder is at least one of:

i) coupled to a wearable display device;

ii) part of a wearable display device; and,

iii) an embedded system within a client device.
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