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ENERGY EFFICIENCY AWARE THERMAL MANAGEMENT IN A
MULTI-PROCESSOR SYSTEM ON A CHIP

STATEMENT REGARDING RELATED APPLICATIONS

[0001] This application claims priority under 35 U.S.C.§119 as a non-provisional
application of U.S. Provisional Patent Application 61/977,013 filed on April 8, 2014
and entitled SYSTEM AND METHOD FOR THERMAL MITIGATION IN A
SYSTEM ON A CHIP, the entire contents of which is hereby incorporated by reference.
This application also claims priority under 35 U.S.C.§119 as a non-provisional
application of U.S. Provisional Patent Application 61/981,714 filed on April 18, 2014
and entitled ENERGY EFFICIENCY AWARE THERMAL MANAGEMENT IN A
HETEROGENEOUS MULTI-PROCESSOR SYSTEM ON A CHIP, the entire contents
of which is hereby incorporated by reference. This application is related to two non-
provisional applications both entitled ENERGY EFFICIENCY AWARE THERMAL
MANAGEMENT IN A MULTI-PROCESSOR SYSTEM ON A CHIP filcd in the
United States Patent and Trademark Office on May 18, 2014 and respectively having
Attorney Docket Numbers 141627U1 and 141627U2, the entire contents of both

applications are hereby incorporated by reference.

DESCRIPTION OF THE RELATED ART

[0002] Portable computing devices (“PCDs”) are becoming necessities for people on
personal and professional levels. These devices may include cellular telephones,
portable digital assistants (““PDASs”), portable game consoles, palmtop computers, and
othcer portablc clcctronic devices.

[0003] PCDs are typically limited in size and, therefore, room for components within
a PCD often comes at a premium. As such, there often is not enough space within a
typical PCD form factor for engineers and designers to mitigate thermal degradation or
thermal failure of components through clever spatial arrangements or placement of
passive cooling components. Consequently, thermal energy generation is often
managed in a PCD through the application of various thermal management techniques
that may include wilting or shutting down electronics at the expense of performance.
[0004] Thermal management techniques are employed within a PCD in an effort to
seck a balance between mitigating thermal energy generation and impacting the quality

of service (“QoS”) provided by the PCD. In a PCD that has heterogenecous processing
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components, the ramifications of balancing that tradeoff can be difficult to manage
because the various processing components within the PCD are not created equal. As
such, thermal mitigation measures known in the art which, in response to a thermal
trigger, uniformly limit power frequency to all processing components equally, or
simply limit the power supply voltage and clock generator frequency to the hottest
processing component, often fail to optimize a QoS level in trade for a reduced rate of
thermal cnergy gencration. Becausc various processing components in a systcm on a
chip (“SoC”’), whether homogenous or heterogeneous in design, inevitably vary in
performance abilities, it is not always the hottest processing component that offers the
most potential for thermal energy reduction when measured against an impact on QoS.
[0005] Accordingly, what is needed in the art is a method and system for energy
efficiency aware thermal mitigation. Further, what is needed in the art is a system and
method for comparing processing components and identifying the least, and most,

efficient processing components.

SUMMARY OF THE DISCLOSURE

[0006] Various embodiments of methods and systems for energy cfficiency aware
thermal management in a portable computing device with a multi-processor system on a
chip (““SoC”) are disclosed. Because individual processing components may have
different characteristics either by intended designs or from manufacturing process
variation, multi-processor SoC may exhibit different processing efficiencies at a given
temperature, energy efficiency aware thermal management techniques that compare
performance data of the individual processing components at their measured operating
temperatures can be leveraged to maximize performance under power and thermal
constraints by reducing power supplies to, or allocating and/or reallocating workloads
away from, the least energy efficient processing components. Embodiments may not
simply seck to prevent a workload from running on a core that is less energy efficient.
That is, in some embodiments, when a workload starts the system may consider the
energy efficiency of each component and place the workload on the most efficient CPU
that the workload fits on. For example, if the most efficient core is already too heavily
utilized then the next most efficient core may be selected. In these ways, embodiments
of the solution optimize the average amount of power consumed across the SoC to

process a known workload.
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[0007] One such method involves monitoring temperature readings and clock
generator frequencies associated with each of a plurality of individual processing
components in a heterogeneous or homogeneous, multi-processor SoC. Electrical
current draw readings uniquely associated with each of the processing components are
also monitored. Notably, the electrical current draw readings are indicative of the
processing efficiency of each processing component. A thermal parameter is also
monitorcd. An alarm is rcceived indicating that a threshold associated with the thermal
parameter has been exceeded. Next, the monitored temperature readings and clock
generator frequencies associated with each of the processing components are sampled.
The electrical current draw readings uniquely associated with each of the processing
components are also sampled. Based on the sampled temperature and clock generator
frequency readings, performance data for each processing component is queried; the
performance data comprises the expected electrical current draw of each processing
component when operating at a given temperature and clock generator frequency.
Then, for each processing component, the expected electrical current draw is compared
to the sampled clectrical current draw and, bascd on the comparison, the cfficiency of
each processing component is classified. Based on the efficiency classifications, a least
energy cfficient processing component is identified so that an input to the least energy
efficient processing component may be adjusted. The input may be any input the
adjustment of which operates to reduce the power consumption by the least energy

efficient processing component.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] In the drawings, like reference numerals refer to like parts throughout the
various views unless otherwise indicated. For reference numerals with letter character
designations such as “102A” or “102B”, the letter character designations may
differentiate two like parts or elements present in the same figure. Letter character
designations for reference numerals may be omitted when it is intended that a reference
numeral to encompass all parts having the same reference numeral in all figures.

[0009] FIG. 1A is a graph illustrating a pair of performance curves of an exemplary
processing component operating under different thermal conditions;

[0010] FIG. 1B is a graph illustrating a pair of performance curves for each of two

exemplary processing components, a “low performance” CPU processing component
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and a “high performance” GPU processing component, operating under different
thermal conditions;

[0011] FIG. 1C is a graph illustrating a pair of performance curves for an exemplary
pair of cores;

[0012] FIG. 1D is a graph illustrating a different pair of performance curves for the
exemplary pair of cores depicted in the FIG. 1C illustration;

[0013] FIG. 2A is a functional block diagram illustrating aspccts of an asynchronous
architecture in an on-chip system that includes multiple processing components;

[0014] FIG. 2B is a functional block diagram illustrating aspects of a synchronous
architecture in an on-chip system that includes multiple processing components;

[0015] FIG. 3 is a functional block diagram illustrating an embodiment of an on-chip
system for energy efficiency aware thermal management in a portable computing device
(“PCD);

[0016] FIG. 4 is a functional block diagram of an exemplary, non-limiting aspect of a
PCD in the form of a wireless telephone for implementing methods and systems for
monitoring thermal conditions, comparing pcrformance data, sctting optimal power
frequencies and scheduling workloads to processing components best positioned for
efficient processing;

[0017] FIG. 5A is a functional block diagram illustrating an exemplary spatial
arrangement of hardware for the chip illustrated in FIG. 4;

[0018] FIG. 5B is a schematic diagram illustrating an exemplary software architecture
of the PCD of FIG. 4 and FIG. 5A for supporting identification of thermal conditions
and application of energy efficiency aware thermal management algorithms;

[0019] FIG. 6 is a logical flowchart illustrating an embodiment of a method for
energy efficiency aware thermal management in an asynchronous system on a chip;
[0020] FIG. 7 is a logical flowchart illustrating an embodiment of a method 700 for
energy efficiency aware thermal management in a synchronous system on a chip via
workload reallocation,

[0021] FIG. 8 is a logical flowchart illustrating an embodiment of a method for
energy efficiency aware thermal management in a synchronous system on a chip via
allocation of queued workloads;

[0022] FIG. 9 is a logical flowchart illustrating an embodiment of a method for
energy efficiency aware thermal management in a synchronous system on a chip via

power mode adjustment;
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[0023] FIG. 10 is a logical flowchart illustrating an embodiment of a method for
energy efficiency aware thermal management in a synchronous system on a chip via
power mode duty cycling; and

[0024] FIG. 11 is a logical flowchart illustrating an embodiment of a method for

runtime verification of a processing component energy efficiency rating.

DETAILED DESCRIPTION

[0025] The word “exemplary” is used herein to mean “serving as an example,
instance, or illustration.” Any aspect described herein as “exemplary” is not necessarily
to be construed as exclusive, preferred or advantageous over other aspects.

[0026] In this description, the term “application” may also include files having
executable content, such as: object code, scripts, byte code, markup language files, and
patches. In addition, an “application” referred to herein, may also include files that are
not executable in nature, such as documents that may need to be opened or other data
files that need to be accessed.

27 ee

[0027] As uscd in this dcscription, the terms “componcnt,” “databasc,” “modulc,”

27 &6

“gsystem,” “thermal energy generating component,” “processing component,” “thermal

aggressor,” “processing engine” and the like are intended to refer to a computer-related
entity, either hardware, firmware, a combination of hardware and software, software, or
software in execution. For example, a component may be, but is not limited to being, a
process running on a processor, a processor, an object, an executable, a thread of
execution, a program, and/or a computer. By way of illustration, both an application
running on a computing device and the computing device may be a component. One or
more components may reside within a process and/or thread of execution, and a
component may be localized on one computer and/or distributed between two or more
computers. In addition, these components may execute from various computer readable
media having various data structures stored thereon. The components may
communicate by way of local and/or remote processes such as in accordance with a
signal having one or more data packets (e.g., data from one component interacting with
another component in a local system, distributed system, and/or across a network such
as the Internet with other systems by way of the signal).

[0028] In this description, the terms “central processing unit (“CPU”),” “digital signal
processor (“DSP”’),” and “‘chip” are non-limiting examples of processing components

that may reside in a PCD and are used interchangeably except when otherwise
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indicated. Moreover, as distinguished in this description, a CPU, DSP, or a chip may be
comprised of one or more distinct processing components generally referred to herein as
“core(s)” and “sub-core(s).”

[0029] In this description, “heterogencous components” includes components
different in their intended design as well as components with homogeneous design
(same by design) but having different electrical characteristics due to production
variation, tcmpcraturc during opcration, and thc componcnt location on the silicon dic.
One of ordinary skill in the art will understand that even in the case that processing
components are homogeneous in design, the electrical characteristics of each processing
component on an SOC will vary (be different from each other) due to one or more of
silicon leakage production variation, switching speed production variation, dynamic
temperature changes during operation in each component, and the component location
on the silicon die. As such, one of ordinary skill in the art will recognize that
components on a SOC may not be perfectly homogeneous and identical from power and
performance perspectives.

[0030] In this description, it will be undcrstood that the terms “thermal” and “thermal
energy’” may be used in association with a device or component capable of generating or
dissipating energy that can be measured in units of “temperature.” Consequently, it will
further be understood that the term “temperature,” with reference to some standard
value, envisions any measurement that may be indicative of the relative warmth, or
absence of heat, of a “thermal energy” generating device or component. For example,
the “temperature” of two components is the same when the two components are in
“thermal” equilibrium.

[0031] In this description, the terms “workload,” “process load,” “‘process workload”
and “block of code” are used interchangeably and generally directed toward the
processing burden, or percentage of processing burden, that is associated with, or may
be assigned to, a given processing component in a given embodiment. Further to that
which is defined above, a “processing component” or “thermal energy generating
component” or “thermal aggressor” may be, but is not limited to, a central processing
unit, a graphical processing unit, a core, a main core, a sub-core, a processing area, a
hardware engine, etc. or any component residing within, or external to, an integrated

circuit within a portable computing device. Moreover, to the extent that the terms

EREYY 2% e

“thermal load,” “thermal distribution,” “thermal signature,” “‘thermal processing load”

and the like are indicative of workload burdens that may be running on a processing

6
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component, one of ordinary skill in the art will acknowledge that use of these “thermal”
terms in the present disclosure may be related to process load distributions, workload
burdens and power consumption.

2% <C

[0032] In this description, the terms “thermal mitigation technique(s),” “thermal

2% &8

policies,” “thermal management” and “thermal mitigation measure(s)” are used
interchangeably.

[0033] Onc of ordinary skill in the art will rccognizc that the term “DMIPS”
represents the number of Dhrystone iterations required to process a given number of
millions of instructions per second. In this description, the term is used as a general unit
of measure to indicate relative levels of processor performance in the exemplary
embodiments and will not be construed to suggest that any given embodiment falling
within the scope of this disclosure must, or must not, include a processor having any
specific Dhrystone rating.

[0034] In this description, the term “portable computing device” (“PCD”) is used to
describe any device operating on a limited capacity power supply voltage and clock
gencerator frequency, such as a battery. Although battery opcrated PCDs have been in
use for decades, technological advances in rechargeable batteries coupled with the
advent of third generation (“3G”) and fourth generation (“4G”) wireless technology
have enabled numerous PCDs with multiple capabilities. Therefore, a PCD may be a
cellular telephone, a satellite telephone, a pager, a PDA, a smartphone, a navigation
device, a smartbook or reader, a media player, a combination of the aforementioned
devices, a laptop computer with a wireless connection, among others.

[0035] Managing processing performance for QoS optimization in a PCD that has a
heterogeneous processing component(s) can be accomplished by leveraging the diverse
performance characteristics of the individual processing engines. Even in the case the
processing components are homogencous in design, the electrical characteristics of each
processing component on an SOC may vary (be different from each other) due to any
number of factors including, but not limited to, silicon leakage production variation,
switching speed production variation, dynamic temperature changes during operation in
each component, and the component location on the silicon die. As such, one of
ordinary skill in the art will recognize that components on the SOC may not be perfectly
homogeneous and identical from power and performance perspectives. In this
disclosure, therefore, it will be understood that reference to “heterogencous

components” also means components with homogeneous design (same by design) but
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having different electrical characteristics due to production variation, temperature
during operation, and the component location on the silicon die. With regards to the
diverse performance characteristics of various processing engines that may be included
in a heterogeneous processing component, one of ordinary skill in the art will recognize
that performance differences may be attributable to any number of reasons including,
but not limited to, differing levels of silicon, design variations, etc. Morcover, one of
ordinary skill in the art will rccognize that the performance charactceristics associated
with any given processing component may vary in relation with the operating
temperature of that processing component, the power supplied to that processing
component, etc.

[0036] For instance, consider an exemplary heterogeneous multi-core processor which
may include a number of different processing cores generally ranging in performance
capacities from low to high (notably, one of ordinary skill in the art will recognize that
an exemplary heterogencous multi-processor system on a chip (““SoC”’) which may
include a number of different processing components, cach containing one or more
corcs, may also be considercd). As would be undcrstood by onc of ordinary skill in the
art, a low performance to medium performance processing core within the
heterogeneous processor will exhibit a lower power leakage rate at a given workload
capacity, and consequently a lower rate of thermal energy generation, than a processing
core having a relatively high performance capacity. The higher capacity core may be
capable of processing a given workload in a shorter amount of time than a lower
capacity core. Similarly, a high capacity core with a processing speed that has been
wilted may exhibit a lower power leakage rate at a given workload capacity, and
consequently a lower rate of thermal energy generation, than when processing at its full,
unchecked capacity.

[0037] Even so, depending on the thermal conditions under which the cores may be
operating, the lower performance core may be more, or less, efficient (in power
consumption) at processing the given workload than a high performance core.
Moreover, the “hottest” core may also be the least energy efficient core at any given
time, but such is not necessarily the case in all scenarios. As such, in order to realize the
greatest return in thermal energy mitigation for sacrificed processing capacity,
embodiments of energy efficiency aware thermal management solutions make thermal
management decisions in light of the relative processing efficiencies among the various

processing components as opposed to the relative temperatures.
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[0038] Notably, the processing efficiency of a given processing component may be
viewed as a power efficiency ratio represented by operating frequency/power
consumption. Alternatively, the power efficiency may be represented by a known
workload, for example DMIPS, the efficiency ratio may be represented by that known
workload/power consumption. Once the processing efficiencies of the various
processing components are determined, a dynamic control and voltage scaling
(*DCVS”) algorithm, as is generally understood in the art, may be leveraged to adjust
the power frequency supplied to a least energy efficient processing component so that
thermal energy generation is mitigated with minimal impact to the overall amount of
workload that may be processed by the SoC.

[0039] By considering the individual performance characteristics (or indicators of
performance characteristics such as, but not limited to, electrical current draw) of the
diverse cores within the heterogeneous processor, where the performance characteristics
may be used to deduce the power consumed by a given core at a given operating
temperature in order to process a given workload, an energy efficiency aware thermal
management algorithm may dictate that a Icast cnergy cfficient corc (not ncccessarily the
“hottest” core) be “dialed down” in order to reduce thermal energy generation with
minimal impact to the overall QoS. Similarly, in response to a need to reduce thermal
energy generation, an energy efficiency aware thermal management algorithm may
cause active workloads to be reallocated from a less efficient core to a more efficient
core, or dictate that queued workloads be allocated to more efficient cores with
available capacity. Notably, embodiments of the solution may not simply seek to
prevent a workload from running on a core that is less energy efficient. That is, in some
embodiments, when a workload starts the system may consider the energy efficiency of
cach component and place the workload on the most efficient CPU that the workload
fits on. For example, if the most efficient core is already too heavily utilized then the
next most efficient core may be selected. In these ways, and other ways, embodiments
of energy efficiency aware thermal management solutions may manage thermal energy
generation in a PCD while optimizing the overall QoS level experienced by a user.
[0040] As anon-limiting example, a monitored thermal threshold in a PCD may be
exceeded to trigger a thermal alarm. A thermal threshold may be associated with, but is
not limited to being associated with, a “skin” temperature of a PCD, a temperature of a
package on package (“PoP”’) memory device, a junction temperature of a core, a power

supply and clock generator capacity, a use case scenario, etc. Recognizing that the
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thermal threshold has been exceeded, an efficiency manager module for facilitating
energy efficiency aware thermal management policies may seek to reduce power
consumption by one or more processing components. Advantageously, by reducing the
power consumption, thermal energy generation may be mitigated and the thermal alarm
cleared. After the thermal alarm has cleared, certain embodiments of energy efficiency
aware thermal management solutions may authorize an increase in the power supply
voltage and clock gencrator frequency of a less cfficient proccssing component that was
previously the recipient of a reduced power supply voltage and clock generator
frequency. Similarly, after the thermal alarm has cleared, certain embodiments of
energy efficiency aware thermal management solutions may authorize a return to an
active power mode for a less efficient processing component that was previously the
recipient of a transitioned power mode.

[0041] The efficiency manager module may query performance data associated with
various processing components, or receive measurements indicative of processor
performance, and determine which one or more of active and thermally aggressive
processing componcents arc the Icast cnergy cfficient at proccssing workloads. That is,
the efficiency manager module may determine which processing components consume
the most power of a known workload to be processed. Based on the determination, the
efficiency manager module may then cause the power supplied to the least energy
efficient processing component(s) to be reduced, thereby mitigating the overall thermal
energy generation of the plurality of processing components without unnecessarily
sacrificing the average amount of workload that may be processed per milliwatt (“mW”’)
power consumed. In this way, the efficiency manager module may optimize QoS while
satisfying a need to reduce thermal energy generation.

[0042] As another non-limiting example, a particular block of code may be processed
by cither of a central processing unit (“CPU”) or a graphical processing unit (“GPU”)
within an exemplary PCD. The particular block of code may be assigned for processing
by the CPU, for example. An efficiency manager module of an exemplary embodiment
of the solution, however, may determine that the GPU is in a position to more
efficiently process the block of code and, in response to the determination, cause the
block of code to be reallocated from the CPU to the GPU. In this way, the amount of
energy required to process the block of code may be minimized and, as a result, the

overall thermal energy generation of the SoC minimized.
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[0043] As another non-limiting example, a particular block of code may be processed
by either of a central processing unit (“CPU”) or a graphical processing unit (“GPU”)
within an exemplary PCD. Advantageously, instead of predetermining that the
particular block of code will be processed by one of the CPU or GPU, an exemplary
embodiment may select which of the processing components will be assigned the task
of processing the block of code as the need for processing the code ripens. That is, a
“snap shot” of thc performance curves of the CPU and GPU may be comparcd so that
the processor best equipped to efficiently process the block of code is assigned the
workload. Notably, it will be understood that subsequent processor selections for
allocation of subsequent workloads may be made in real time, or near real time, as the
blocks of code exit a scheduling queue. In this way, an efficiency management module
may leverage operating temperatures associated with individual cores in a
heterogeneous processor to optimize QoS by selecting processing cores just prior to
workload allocation.

[0044] FIG. 1A is a graph 300 illustrating a pair of performance curves (Core 85°C,
Corc 50°C) of an cxcmplary proccssing componcnt opcrating undcr diffcrent thermal
conditions. The processing component may be a core within a heterogencous multi-core
processor and may be a high efficiency, medium efficiency or low efficiency core.
More specifically, as one of ordinary skill in the art will acknowledge, the processing
component may be any processing engine capable of processing a given block of code
including, but not limited to, a CPU, GPU, DSP, programmable array, video
encoder/decoder, system bus, camera sub-system (image processor), MDP, etc.
Moreover, as described above, the exemplary processing engine may be a core or sub-
core within a CPU, GPU, etc. Notably, energy efficiency may be defined to indicate the
processing performance or speed of a processing component at a specific power
consumption level. For example, energy efficiency may be represented by MIPS / mW
(million instructions per second per mW power consumption) or MHz / mW (Mega herz
operating clock frequency per mW power consumption).

[0045] As can be seen from the FIG. 1A illustration, at a workload of 3500 MIPS the
exemplary core operating in a 50°C environment consumes approximately 620 mW of
power (point 315) but, at the same 3500 MIPS workload, the power consumption of the
core increases to almost 1000 mW of power (point 310) when the operating
environment reaches 85°C. Consequently, the efficiency of the exemplary processing

component is better when operating at the 50°C temperature because it can process
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approximately 5.6 MIPS/mW, as opposed to 3.5 MIPS/mW when operating at 85°C.
Moreover, for a given operating temperature, the processing efficiency of a core
decreases with an increase in workload. Referring to the Core 50°C curve, for example,
when the workload is increased from 3500 MIPS to approximately 4300 MIPS, the
power consumption increases to almost 1000mW (point 305).

[0046] It can be seen from the FIG. 1A illustration that, for a given processing
componcnt, the cfficiency of the proccssing componcent in terms of powcer consumption
decreases as the operating temperature rises (i.c., as the operating temperature of a
processing component increases, the number of MIPS it is capable of processing at a
given operating frequency will decrease). Notably, one of ordinary skill in the art will
recognize that a rise in operating temperature of an exemplary processing component
may be caused by any number of factors or combination of factors including, but not
limited to, increased power leakage within the processing component associated with
higher clocking speeds, thermal aggressors adjacent to the processing component,
malfunctioning components adjacent to the processing component, change of ambient
cnvironment, ctc. Morcovcer, onc of ordinary skill in the art will rccognize that
increased workloads on a processing component may cause the operating temperature
associated with the processing component at the time of workload allocation to rise as a
result of an increased power leakage rate associated with an increase in power
consumption. Regardless of why the operating temperature of a processing component
may rise or fall, it is important to note from the FIG. 1A illustration that, in general, the
processing efficiency of a given processing component decreases inversely with an
increase in operating temperature.

[0047] Turning now to FIG. 1B, a graph 400 illustrating a pair of performance curves
(GPU 105°C, GPU 95°C; CPU 105°C, CPU 95°C) for each of two exemplary
processing components, a “low performance” CPU processing component and a “high
performance” GPU processing component, operating under different thermal conditions
is depicted. Essentially, the FIG. 1B graph 400 depicts performance curves for two
diverse exemplary processing components, each of which may be represented by the
FIG. 1A illustration. Moreover, one of ordinary skill in the art will recognize that the
two exemplary processors GPU, CPU represented by the performance curve pairs in
FIG. 2 may be contained in a common heterogeneous multi-processor system on a chip

(“SOC”)‘
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[0048] Notably, by overlaying the performance curves of the exemplary engines GPU,
CPU, it can be seen that various transitions or cross-over points 405, 410, 415 are
defined at the intersections of the various curves. These crossover points represent
thresholds above and below which different engines are most efficient.

[0049] For instance, a comparative analysis of the exemplary GPU, CPU processor
performance curves, when each of the processors GPU, CPU are operating at 95°C, can
dcterminc that both proccssors GPU, CPU arc substantially cquivalent in processing
efficiency at a workload of approximately 3700 DMIPS (point 410). It can also be seen
from the comparative analysis, however, that the CPU processing component is more
efficient below point 410, i.e. the CPU processing component consumes less power per
DMIPS workload when the workload is less than 3700 DMIPS. Conversely, the GPU
core is more efficient above point 410, i.c. the GPU core consumes less power per
DMIPS of workload when the workload exceeds 3700 DMIPS.

[0050] Therefore, relying on the exemplary comparative analysis when the CPU is
running at 105°C and the GPU is running at the lower 95°C, an efficiency manager
modulc applying an cnergy cfficicncy awarc thermal management policy in responsc to
a trigger to reduce overall thermal energy generation may dictate a reduction in power
to the less efficient GPU for workloads below point 405 even though the temperature of
the CPU is higher.

[0051] Moreover, it will be understood that, due to any number of factors, diverse
processors and/or cores in a heterogeneous multi-processor SoC may be operating under
different thermal conditions. For example, in the FIG. 1B illustration, a transition point
405 represents the intersection of performance curves for the exemplary CPU
processing component operating at 105°C and the exemplary GPU processing
component operating at 95°C. Consequently, by recognizing that the exemplary
processors are operating at differing temperatures, an embodiment may leverage a
comparative analysis to determine which of the processors is best equipped just prior to
workload allocation to efficiently process a given block of code ready for processing,
similar to the exemplary scenarios described above. For instance, workloads below
2400 DMIPS may be assigned to the CPU processing component, and workloads above
2400 DMIPS assigned to the GPU processing component, in order to ensure that
workloads are processed under the most efficient conditions. Moreover, it is envisioned
that embodiments of energy efficiency aware thermal management solutions may

reallocate workloads among and between processing components such that the overall
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average efficiency of collective processing engines is optimized. In doing so, certain
embodiments may not simply seek to prevent a workload from running on a core that is
less energy efficient. That is, in some embodiments, when a workload starts the system
may consider the energy efficiency of each component and place the workload on the
most efficient CPU that the workload fits on. For example, if the most efficient core is
already too heavily utilized then the next most efficient core may be selected.

[0052] Notably, it is cnvisioncd that certain cmbodiments of an cnergy cfficiency
aware thermal management algorithm may be executed to optimize overall workload
processing efficiency in the event that a next block of code is assigned. For instance,
referring back to the exemplary curves GPU 95°C and CPU 105°C of the FIG. 1B
illustration, suppose that each of the processors GPU, CPU associated with the curves
are currently processing at a rate of 2000 DMIPS and an efficiency management module
is seeking to determine which of the two exemplary processors is best positioned for
efficient processing of an additional workload of 1000 DMIPS. An energy cfficiency
aware thermal management algorithm may be used to compare the curves based on an
assumcd aggregatc workload of 3000 MIPS pcr processing component GPU, CPU
(2000 MIPS previously allocated per engine plus the additional 1000 MIPS to be
allocated to one of the engines), as opposed to the 2000 DMIPS workload currently
being processed. For this non-limiting example, based on the exemplary curves GPU
95°C and CPU 105°C of the FIG. 2 illustration, the thermally aware scheduling module
may select the more efficient GPU which will consume under 400mW of power to
process at 3000 DMIPS as opposed to the CPU which will consume over 500mW of
power at the same workload.

[0053] Extending the above example, after assigning the additional 1000 DMIPS to
the GPU, the efficiency management module may move to reallocate the 2000 DMIPS
of workload running on the CPU to the GPU, thereby further increasing the workload of
the GPU from 3000 DMIPS to 5000 DMIPS. Advantageously, at 5000 DMIPS, the
GPU will consume 1000mW of power, or SmW/DMIPS, to process the workload as
opposed to the roughly 8mW/DMIPS the CPU would consume if its 2000 DMIPS
workload were not reallocated. Moreover, with the workload completely removed from
the CPU in the example, it is envisioned that the efficiency manager module may
transition the CPU to a retention state or even power collapsed state, thereby further

saving energy and mitigating thermal energy generation.
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[0054] Still other embodiments of an energy efficiency aware thermal management
algorithm may be used to compare performance curves based on a predicted shift in the
curves should an additional workload be assigned. For instance, referring back to the
example of processors GPU and CPU processing at a rate of 2000 DMIPS each at
operating temperatures of 95°C and 105°C, respectively, embodiments of an efficiency
management module may predict a shift in the performance curves that could result
from thc additional 1000 DMIPS workload being allocated. Notably, becausc the
additional 1000 DMIPS workload may cause a processing component to which it is
assigned to consume more power, an efficiency management module may consider that
the operating temperature presently associated with the processing component will rise
as a result of the additional workload and, as such, seek to compare performance curves
associated with the predicted temperature rise.

[0055] Returning to the example, the additional 1000 DMIPS of workload may cause
the operating temperature of the GPU to increase from 95°C to 100°C and, similarly,
the operating temperature of the CPU to increase from 105°C to 110°C. Accordingly,
an cmbodiment of an cfficicncy management modulc may query and comparc
performance data associated with the cores GPU and CPU operating at the predicted
temperatures of 100° and 110°, respectively (GPU 100°C and CPU 110°C performance
curves not shown in FIG. 1B).

[0056] FIG. 1C is a graph 500 illustrating a pair of performance curves for an
exemplary pair of cores, Core 1 and Core 2. Core 2 may be viewed as a “faster” core
relative to Core 1 that may be viewed as a “slower” core. Notably, one of ordinary skill
in the art would recognize Core 2 as the faster core of the exemplary pair because Core
2 1s capable of processing at a higher maximum frequency (approximately 2500 MHz)
than Core 1 (approximately 2100 MHz). Consequently, and because operating
frequency correlates with MIPS, one of ordinary skill in the art would also recognize
that Core 2 is capable of processing more MIPS than Core 1.

[0057] Point 510 in the FIG. 1C illustration represents a frequency (~1600 MHz)
above which the Core 2 is more efficient at processing a MIPS of workload than Core 1
[at 2000 MHz the Core 2 is only consuming ~800mW of power (point 515) whereas
Core 1 is consuming ~1100mW of power at the same 2000 MHz operating frequency
(point 520)]. Notably, however, below point 510 the exemplary Core 1 is the more
efficient processor of the two. As such, if both Core 1 and Core 2 were running at

frequencies below 1600 MHz and the efficiency management module recognized a
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trigger to reduce thermal energy generation (such as a thermal alarm for exceeding a
skin temperature threshold, for example), the efficiency management module may seek
to reduce the frequency supplied to Core 2 regardless of whether Core 2 were “hotter”
than Core 1 at the time of the trigger. In this way, thermal energy generation may be
mitigated while the overall efficiency of processing a given MIPS of workload is
optimized.

[0058] FIG. 1D is a graph 600 illustrating a diffcrent pair of performance curves for
the exemplary pair of cores, Core 1 and Core 2, depicted in the FIG. 1C illustration. In
FIG. 1D, each of the performance curves maps the energy efficiency of the core versus
the frequency supplied to the core. Notably, points 610 and 615 in the FIG. 1D
illustration correlate, respectively, with points 510 and 515/520 in the FIG. 1C
illustration. Similarly, the maximum operating frequencies depicted in the FIG. 1D
illustration correlate with the maximum operating frequencies depicted in the FIG. 1C
illustration.

[0059] Using the performance data represented by the FIG. 1D illustration, an
cmbodiment of an cnergy cfficiency awarc thermal management solution may respond
to a thermal trigger by first reducing the frequency supplied to Core 1 if both cores are
running at or near their maximum operating frequencies. Notably, at the maximum
operating frequency of 2000 MHz, Core 1 is processing fewer MIPS of workload per
mW of power consumed than is Core 2. Consequently, an exemplary energy efficiency
aware thermal management solution may reduce the frequency of Core 1 by one step in
an attempt to mitigate thermal energy generation and clear the thermal alarm. If the
frequency reduction of the less efficient Core 1 does not clear the alarm, the exemplary
energy efficiency aware thermal management solution may reevaluate which of the
cores 1s less efficient after the first step reduction and then apply a second step reduction
in frequency to the least energy efficient core. The process may continue in such a step
by step manner, reducing frequency supplied to the least energy efficient core at the
time of the step reduction, until the thermal alarm is cleared on a thermal mitigation
goal is otherwise achieved.

[0060] FIG. 2A is a functional block diagram illustrating aspects of an asynchronous
architecture in an on-chip system 102A that includes heterogeneous processing
components. Certain embodiments of an energy efficiency aware thermal management
solution may be applicable to manage thermal energy generation by the processing

components without unnecessarily degrading workload processing efficiency.
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[0061] The on-chip system 102A is depicted to show a series of processing
components PC 0, PC 1, PC 2, etc. Notably, because the architecture of on-chip system
102A is asynchronous, each of the processing components is associated with a
dedicated clock source for controlling power supply voltage and clock generator
frequency, such as a phase locked loop (“PLL”") as would be understood by one of
ordinary skill in the art. In the illustration, Clock 0 is uniquely associated with the
powecr supply and clock gencrator to PC 0. Clock 1 is uniqucly associatcd with the
power supply and clock generator to PC 1. Clock 2 is uniquely associated with the
power supply and clock generator to PC 2, and so on.

[0062] Advantageously, because each processing component in an asynchronous on-
chip system has a dedicated clock source, embodiments of energy efficiency aware
thermal management solutions may use a DCVS module to make targeted power
reductions on the least energy efficient processing components when thermal energy
generation has exceeded a threshold.

[0063] FIG. 2B is a functional block diagram illustrating aspects of a synchronous
architccturc in an on-chip systcm 102B that includcs hetecrogencous processing
components. Certain embodiments of an energy efficiency aware thermal management
solution may be applicable to manage thermal energy generation by the processing
components without unnecessarily degrading workload processing efficiency.

[0064] The on-chip system 102B is depicted to show a series of processing
components PC 0, PC 1, PC 2, etc. Notably, because the architecture of on-chip system
102B is synchronous, each of the processing components is associated with a single,
common clock source and power supply to all the processing components.
Advantageously, because each processing component in a synchronous on-chip system
shares a single clock source, embodiments of energy efficiency aware thermal
management solutions may optimize processing efficiency when thermal energy
generation has exceeded a threshold by allocating or reallocating workloads away from
less efficient processing components and to more efficient processing components.
[0065] Notably, as less efficient processing components are without workloads,
embodiments of energy efficiency aware thermal management solutions may dictate
that the power states of the less efficient processing components transition from an
active state to a retention state, or from a retention state to a power collapsed state, for
example. Advantageously, by allocating new workloads to the more efficient

processors and/or reallocating active workloads from the less efficient processors to the
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more efficient processors, embodiments of the solutions may optimize the amount of
power required to process a given workload. Further, by transitioning less efficient
processing components in a synchronous SoC 102B from active states to idle states, in
view of latency parameters for bringing the less efficient processing components back
online in the event that the more efficient processing components are unable to maintain
an acceptable QoS, embodiments of the energy efficiency aware thermal management
solution may furthcr optimize overall powcer consumption cfficicncy.

[0066] FIG. 3 is a functional block diagram illustrating an embodiment of an on-chip
system 102 for energy efficiency aware thermal management in a portable computing
device (“PCD”) 100. Notably, it is envisioned that the on-chip system 102 may be
synchronous or asynchronous in architecture. As explained above relative to the FIG. 1
illustration, the targeted reduction in power supply voltage and clock generator
frequency and/or workload allocation across the processing components may be based
on a comparative analysis of performance data uniquely associated with the individual
cores or processors 222, 224, 226, 228. Notably, as one of ordinary skill in the art will
rccognize, the processing componcent(s) 110 is depicted as a group of hetecrogencous
processing engines for illustrative purposes only and may represent a single processing
component having multiple, heterogeneous cores 222, 224, 226, 228 or multiple,
heterogeneous processors 222, 224, 226, 228, each of which may or may not comprise
multiple cores and/or sub-cores. As such, the reference to processing engines 222, 224,
226 and 228 herein as “cores” will be understood as exemplary in nature and will not
limit the scope of the disclosure.

[0067] The on-chip system 102 may monitor temperature sensors 157 which are
individually associated with cores 222, 224, 226, 228 with a monitor module 114 which
1s in communication with an efficiency manager (“EM”’) module 101, a DCVS module
26 and a scheduler module 207. The monitor module 114 may also monitor any number
of thermal energy indicators which may exceed a threshold such as, but not limited to, a
skin temperature sensor, a PoP memory temperature sensor, a junction temperature
Sensor, a current sensor on power rails to processing components, a current sensor
associated with a power supply, a power supply capacity sensor, etc.

[0068] In the event that a thermal threshold is exceeded and recognized by the
monitor module 114, the EM module 101 may be triggered to take measures to mitigate
thermal energy generation in an energy efficiency aware manner. The EM module 101

may receive from the monitor module 114 indications of one or more monitored
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parameters associated with the energy efficiency of the processing components and then
use those indications to determine which of the processing components is least energy
efficient. In some embodiments, the EM module 101 may receive temperature
measurements from the monitor module 114 and use the measurements to query
performance data from the core performance data store 24. Based on the performance
data, the EM module 101 may determine a ranking of the cores 222, 224, 226, 228 by
workload proccssing cfficicncy.

[0069] Subsequently, the EM module 101 may determine to reduce the power supply
voltage and clock generator frequency to the less efficient core(s) in an asynchronous
system 102A or, in a synchronous system 102B, the EM module 101 may cause
workloads to be reallocated from a less efficient core to a more efficient core or queued
workloads to be scheduled to more efficient cores. The dynamic DCVS adjustment
policies dictated by the EM module 101 may set processor clock speeds at reduced
levels on less efficient processing components, transition power states of certain less
efficient processors from active states to idle states, etc. In some embodiments,
workload allocations and/or rcallocations dictatcd by thc EM modulc 101 may be
implemented via instructions to the scheduler 207. Notably, through application of
energy efficiency aware thermal management policies, the EM module 101 may reduce
or alleviate excessive power consumption at the cost of QoS.

[0070] As one of ordinary skill in the art will recognize, the operating temperature of
one or more of the processing cores 222, 224, 226, 228 may fluctuate as workloads are
processed, ambient conditions change, adjacent thermal energy generators dissipate
energy, etc. Accordingly, as the operating temperatures of the various processing cores
222,224, 226, 228 fluctuate, so does the relevant performance data associated with
those engines 222, 224, 226, 228. As the operating temperatures associated with cach
of the cores 222, 224, 226, 228 change, the monitor module 114 recognizes the change
and may transmit temperature data indicating the change to the EM module 101. The
change in measured operating temperatures may trigger the EM module 101 to
reference a core performance (“CP”) data store 24 to query performance curves for one
or more of the cores 222, 224, 226, 228 based on the measured operating temperatures.
Subsequently, the EM module 101 may identify a different core 222, 224, 226, 228 as
the least energy efficient core and adjust the power frequency supplied to it (via DCVS
module 26) so that thermal energy generated is mitigated while maintaining the most

efficient processing of workload per milliwatt of power consumed. The EM module
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101 may also compare the identified performance curves and select the core222, 224,
226, 228 best positioned at the time of comparison to efficiently process a queued block
of code, or a block of code in need of reallocation from a less efficient core.

[0071] An exemplary EM module 101 is configured to leverage a comparative
analysis of one or more performance curves associated with the various, diverse
processing components 222, 224, 226, 228 to either instruct the DCVS module 26 to
adjust powcr supplics and/or to instruct the scheduler module 207 to allocatc or
reallocate a workload to a certain processing component which is best positioned to
efficiently process the workload. Notably, one of ordinary skill in the art will recognize
that, as the operating temperatures of the processing components 222, 224, 226, 228
change, the performance curves queried and compared by the EM module 101 will also
change. As such, at different times the EM module 101 may select different processing
engines 222, 224,226, 228 for application of energy efficiency aware thermal
management policies. In this way, it is an advantage of certain embodiments that an
EM module 101 optimizes QoS when managing thermal energy generation by ensuring
workload assignments arc allocated to the most cfficient processing componcents
available at the time of allocation and/or power consumption by the least energy
efficient processing components is reduced in favor of allowing the more efficient
processors to handle the active workload.

[0072] FIG. 4 is a functional block diagram of an exemplary, non-limiting aspect of a
PCD 100 in the form of a wireless telephone for implementing methods and systems for
monitoring thermal conditions, comparing performance data, setting optimal power
frequencies and scheduling workloads to processing components best positioned for
efficient processing. As shown, the PCD 100 includes an on-chip system 102 that
includes a heterogencous multi-core central processing unit (“CPU”’) 110 and an analog
signal processor 126 that are coupled together. The CPU 110 may comprise a zeroth
core 222, a first core 224, and an Nth core 230 as understood by one of ordinary skill in
the art. Further, instead of a CPU 110, a digital signal processor (“DSP”’) may also be
employed as understood by one of ordinary skill in the art. Moreover, as is understood
in the art of heterogeneous multi-core processors, each of the cores 222, 224, 230 may
process workloads at different efficiencies under similar operating conditions.

[0073] In general, the efficiency manager module(s) 101 may receive temperature
data from the monitor module 114 and use the temperature data to query performance

data, or deduce performance data, associated with the cores 222, 224, 230, determine
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the relative processing efficiencies of the cores 222, 224, 230, and work with a DCVS
module 26 and/or scheduler 207 to adjust power supplies, transition power states, and/or
schedule blocks of code to the cores 222, 224, 230.

[0074] The monitor module 114 communicates with multiple operational sensors
(e.g., thermal sensors 157) distributed throughout the on-chip system 102 and with the
CPU 110 of the PCD 100 as well as with the EM module(s)101. The EM module 101
may work with thc monitor modulc 114 to query processor performance curves rclated
to the temperatures monitored by the monitor module 114, compare the curves, set the
power frequencies to the most efficient levels, and select the most efficient processor
available and capable of processing a block of code.

[0075] Asillustrated in FIG. 4, a display controller 128 and a touchscreen controller
130 are coupled to the digital signal processor 110. A touchscreen display 132 external
to the on-chip system 102 is coupled to the display controller 128 and the touchscreen
controller 130.

[0076] PCD 100 may further include a video decoder 134, ¢.g., a phase-alternating
linc (“PAL”’) dccodcr, a scquential coulcur avec memoire (“SECAM”) decodcr, a
national television system(s) committee (“NTSC”) decoder or any other type of video
decoder134. The video decoder 134 is coupled to the multi-core central processing unit
(“CPU”) 110. A video amplifier 136 is coupled to the video decoder 134 and the
touchscreen display 132. A video port 138 is coupled to the video amplifier 136. As
depicted in FIG. 4, a universal serial bus (“USB”) controller 140 is coupled to the CPU
110. Also, a USB port 142 is coupled to the USB controller 140. A memory 112 and a
subscriber identity module (SIM) card 146 may also be coupled to the CPU 110.
Further, as shown in FIG. 4, a digital camera 148 may be coupled to the CPU 110. In
an exemplary aspect, the digital camera 148 is a charge-coupled device (“CCD”) camera
or a complementary metal-oxide semiconductor (“CMOS”) camera.

[0077] As further illustrated in FIG. 4, a stereo audio CODEC 150 may be coupled to
the analog signal processor 126. Moreover, an audio amplifier 152 may be coupled to
the stereo audio CODEC 150. In an exemplary aspect, a first stereo speaker 154 and a
second sterco speaker 156 are coupled to the audio amplifier 152. FIG. 4 shows that a
microphone amplifier 158 may be also coupled to the stereo audio CODEC 150.
Additionally, a microphone 160 may be coupled to the microphone amplifier 158. In a

particular aspect, a frequency modulation (“FM”’) radio tuner 162 may be coupled to the
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stereo audio CODEC 150. Also, an FM antenna 164 is coupled to the FM radio tuner
162. Further, stereo headphones 166 may be coupled to the stereo audio CODEC 150.
[0078] FIG. 4 further indicates that a radio frequency (“RF’) transceiver 168 may be
coupled to the analog signal processor 126. An RF switch 170 may be coupled to the
RF transceiver 168 and an RF antenna 172. As shown in FIG. 4, a keypad 174 may be
coupled to the analog signal processor 126. Also, a mono headset with a microphone
176 may be coupled to the analog signal processor 126. Further, a vibrator device 178
may be coupled to the analog signal processor 126. FIG. 4 also shows that a power
supply 180, for example a battery, is coupled to the on-chip system 102. In a particular
aspect, the power supply includes a rechargeable DC battery or a DC power supply that
is derived from an alternating current (“AC”) to DC transformer that is connected to an
AC power source.

[0079] The CPU 110 may also be coupled to one or more internal, on-chip thermal
sensors 157A as well as one or more external, off-chip thermal sensors 157B. The on-
chip thermal sensors 157A may comprise one or more proportional to absolute
tempceraturc (“PTAT”) tempcraturc scnsors that arc bascd on vertical PNP structurc and
are usually dedicated to complementary metal oxide semiconductor (“CMQOS”) very
large-scale integration (““VLSI”) circuits. The off-chip thermal sensors 157B may
comprise one or more thermistors. The thermal sensors 157 may produce a voltage
drop that is converted to digital signals with an analog-to-digital converter (“ADC”)
controller 103. However, other types of thermal sensors 157 may be employed without
departing from the scope of the invention.

[0080] The thermal sensors 157, in addition to being controlled and monitored by an
ADC controller 103, may also be controlled and monitored by one or more EM
module(s) 101. The EM module(s) 101 may comprise software that is executed by the
CPU 110. However, the EM module(s) 101 may also be formed from hardware and/or
firmware without departing from the scope of the invention. The EM module(s) 101
may be responsible for querying processor performance data and/or receiving
indications of processor performance and, based on an analysis of the data, adjusting the
power frequencies of the least energy efficient processors and/or allocating or
reallocating blocks of code to processors most capable of efficiently processing the code
at the time of workload allocation.

[0081] Returning to FIG. 4, the touchscreen display 132, the video port 138, the USB
port 142, the camera 148, the first stereo speaker 154, the second sterco speaker 156, the

22



WO 2015/157374 PCT/US2015/024848

microphone 160, the FM antenna 164, the stereo headphones 166, the RF switch 170,
the RF antenna 172, the keypad 174, the mono headset 176, the vibrator 178, thermal
sensors 157B, and the power supply 180 are external to the on-chip system 102.
However, it should be understood that the monitor module 114 may also receive one or
more indications or signals from one or more of these external devices by way of the
analog signal processor 126 and the CPU 110 to aid in the real time management of the
resources opcerable on the PCD 100.

[0082] In aparticular aspect, one or more of the method steps described herein may
be implemented by executable instructions and parameters stored in the memory 112
that form the one or more EM module(s) 101. The instructions that form the EM
module(s) 101 may be executed by the CPU 110, the analog signal processor 126, or
another processor in addition to the ADC controller 103 to perform the methods
described herein. Further, the processors 110, 126, the memory 112, the instructions
stored therein, or a combination thereof may serve as a means for performing one or
more of the method steps described herein.

[0083] FIG. 5A is a functional block diagram illustrating an cxcmplary spatial
arrangement of hardware for the chip 102 illustrated in FIG. 4. According to this
exemplary embodiment, the applications CPU 110 is positioned on the far left side
region of the chip 102 while the modem CPU 168, 126 is positioned on a far right side
region of the chip 102. The applications CPU 110 may comprise a heterogeneous
multi-core processor that includes a zeroth core 222, a first core 224, and an Nth core
230. The applications CPU 110 may be executing an EM module 101A (when
embodied in software) or it may include EM module 101 A (when embodied in
hardware). The application CPU 110 is further illustrated to include operating system
(*O/S”’) module 208 and a monitor module 114.

[0084] The applications CPU 110 may be coupled to one or more phase locked loops
(“PLLs”) 209A, 209B, which are positioned adjacent to the applications CPU 110 and
in the left side region of the chip 102. Adjacent to the PLLs 209A, 209B and below the
applications CPU 110 may comprise an analog-to-digital (“ADC’”) controller 103 that
may include its own EM module 101B that works in conjunction with the main module
101A of the applications CPU 110.

[0085] The EM module 101B of the ADC controller 103 may be responsible, in

conjunction with the monitor module 114, for monitoring and tracking multiple thermal
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sensors 157 that may be provided “on-chip” 102 and “off-chip” 102. The on-chip or
internal thermal sensors 157A may be positioned at various locations.

[0086] As anon-limiting example, a first internal thermal sensor 157A1 may be
positioned in a top center region of the chip 102 between the applications CPU 110 and
the modem CPU 168,126 and adjacent to internal memory 112. A second internal
thermal sensor 157A2 may be positioned below the modem CPU 168, 126 on a right
sidc rcgion of the chip 102. This sccond intcrnal thermal sensor 157A2 may also be
positioned between an advanced reduced instruction set computer (“RISC”) instruction
set machine (“ARM?”) 177 and a first graphics processor 135A. A digital-to-analog
controller (“DAC”’) 173 may be positioned between the second internal thermal sensor
157A2 and the modem CPU 168, 126.

[0087] A third internal thermal sensor 157A3 may be positioned between a second
graphics processor 135B and a third graphics processor 135C in a far right region of the
chip 102. A fourth internal thermal sensor 157A4 may be positioned in a far right
region of the chip 102 and beneath a fourth graphics processor 135D. And a fifth
intcrnal thermal sensor 157A5 may be positioned in a far Icft region of the chip 102 and
adjacent to the PLLs 209 and ADC controller 103.

[0088] One or more external thermal sensors 157B may also be coupled to the ADC
controller 103. The first external thermal sensor 157B1 may be positioned off-chip and
adjacent to a top right quadrant of the chip 102 that may include the modem CPU 168,
126, the ARM 177, and DAC 173. A second external thermal sensor 157B2 may be
positioned off-chip and adjacent to a lower right quadrant of the chip 102 that may
include the third and fourth graphics processors 135C, 135D.

[0089] One of ordinary skill in the art will recognize that various other spatial
arrangements of the hardware illustrated in FIG. 5A may be provided without departing
from the scope of the invention. FIG. 5A illustrates one exemplary spatial arrangement
and how the main EM module 101 A and ADC controller 103 with its EM module 101B
may work with a monitor module 114 to recognize thermal conditions that are a
function of the exemplary spatial arrangement illustrated in FIG. 5A, compare
processing efficiency data and allocate workloads or adjust power supplies to manage
thermal conditions without unnecessarily impacting QoS.

[0090] FIG. 5B is a schematic diagram illustrating an exemplary software architecture
200 of the PCD 100 of FIG. 4 and FIG. 5A for supporting identification of thermal

conditions and application of energy efficiency aware thermal management algorithms.

24



WO 2015/157374 PCT/US2015/024848

Any number of algorithms may form or be part of at least one energy efficiency aware
thermal management technique that may be applied by the EM manager 101 when
certain thermal conditions are met.

[0091] Asillustrated in FIG. 5B, the CPU or digital signal processor 110 is coupled to
the memory 112 via a bus 211. The CPU 110, as noted above, is a multiple-core,
heterogeneous processor having N core processors. That is, the CPU 110 includes a
first corc 222, a sccond corc 224, and an N® corc 230. As is known to onc of ordinary
skill in the art, each of the first core 222, the second core 224 and the N® core 230 are
available for supporting a dedicated application or program and, as part of a
heterogeneous processor, may provide differing levels of performance under similar
thermal operating conditions. Alternatively, one or more applications or programs can
be distributed for processing across two or more of the available heterogencous cores.
[0092] The CPU 110 may receive commands from the EM module(s) 101 that may
comprise software and/or hardware. If embodied as software, the EM module 101
comprises instructions that are executed by the CPU 110 that issues commands to other
application programs bcing cxccuted by the CPU 110 and other proccssors.

[0093] The first core 222, the second core 224 through to the Nth core 230 of the CPU
110 may be integrated on a single integrated circuit die, or they may be integrated or
coupled on separate dies in a multiple-circuit package. Designers may couple the first
core 222, the second core 224 through to the N™ core 230 via one or more shared caches
and they may implement message or instruction passing via network topologies such as
bus, ring, mesh and crossbar topologies.

[0094] Bus 211 may include multiple communication paths via one or more wired or
wireless connections, as i1s known in the art. The bus 211 may have additional elements,
which arc omitted for simplicity, such as controllers, buffers (caches), drivers, repeaters,
and receivers, to enable communications. Further, the bus 211 may include address,
control, and/or data connections to enable appropriate communications among the
aforementioned components.

[0095] When the logic used by the PCD 100 is implemented in software, as is shown
in FIG. 5B, it should be noted that one or more of startup logic 250, management logic
260, energy efficiency aware thermal management interface logic 270, applications in
application store 280 and portions of the file system 290 may be stored on any
computer-readable medium for use by or in connection with any computer-related

system or method.
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[0096] In the context of this document, a computer-readable medium is an electronic,
magnetic, optical, or other physical device or means that can contain or store a computer
program and data for use by or in connection with a computer-related system or method.
The various logic elements and data stores may be embodied in any computer-readable
medium for use by or in connection with an instruction execution system, apparatus, or
device, such as a computer-based system, processor-containing system, or other system
that can fctch the instructions from the instruction cxccution system, apparatus, or
device and execute the instructions. In the context of this document, a “computer-
readable medium” can be any means that can store, communicate, propagate, or
transport the program for use by or in connection with the instruction execution system,
apparatus, or device.

[0097] The computer-readable medium can be, for example but not limited to, an
electronic, magnetic, optical, electromagnetic, infrared, or semiconductor system,
apparatus, device, or propagation medium. More specific examples (a non-exhaustive
list) of the computer-readable medium would include the following: an electrical
conncction (clectronic) having onc or morc wircs, a portablc computer diskctte
(magnetic), a random-access memory (RAM) (electronic), a read-only memory (ROM)
(electronic), an erasable programmable read-only memory (EPROM, EEPROM, or
Flash memory) (electronic), an optical fiber (optical), and a portable compact disc read-
only memory (CDROM) (optical). Note that the computer-readable medium could even
be paper or another suitable medium upon which the program is printed, as the program
can be electronically captured, for instance via optical scanning of the paper or other
medium, then compiled, interpreted or otherwise processed in a suitable manner if
necessary, and then stored in a computer memory.

[0098] In an alternative embodiment, where one or more of the startup logic 250,
management logic 260 and perhaps the energy efficiency aware thermal management
interface logic 270 are implemented in hardware, the various logic may be implemented
with any or a combination of the following technologies, which are each well known in
the art: a discrete logic circuit(s) having logic gates for implementing logic functions
upon data signals, an application specific integrated circuit (ASIC) having appropriate
combinational logic gates, a programmable gate array(s) (PGA), a field programmable
gate array (FPGA), etc.

[0099] The memory 112 is a non-volatile data storage device such as a flash memory

or a solid-state memory device. Although depicted as a single device, the memory 112
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may be a distributed memory device with separate data stores coupled to the digital
signal processor (or additional processor cores).

[00100] The startup logic 250 includes one or more executable instructions for
selectively identifying, loading, and executing a select program for energy efficiency
aware comparative analysis and identification of one or more of the available cores for
application of a energy efficiency aware thermal management policy.

[00101] The management logic 260 includces onc or morce cxccutable instructions for
terminating an energy efficiency aware thermal management program, as well as
selectively identifying, loading, and executing a more suitable replacement program for
energy efficiency aware comparative analysis, selection for adjusted power supplies
and/or workload allocation to one or more of the available cores. The management
logic 260 is arranged to perform these functions at run time or while the PCD 100 is
powered and in use by an operator of the device. A replacement program can be found
in the program store 296 of the embedded file system 290.

[00102] The replacement program, when executed by one or more of the core
processors in the digital signal proccssor, may opcratc in accordance with onc or morc
signals provided by the EM module 101 and monitor module 114. In this regard, the
monitor module 114 may provide one or more indicators of events, processes,
applications, resource status conditions, elapsed time, temperature, etc in response to
control signals originating from the EM module 101.

[00103] The interface logic 270 includes one or more executable instructions for
presenting, managing and interacting with external inputs to observe, configure, or
otherwise update information stored in the embedded file system 290. In one
embodiment, the interface logic 270 may operate in conjunction with manufacturer
inputs received via the USB port 142. These inputs may include one or more programs
to be deleted from or added to the program store 296. Alternatively, the inputs may
include edits or changes to one or more of the programs in the program store 296.
Moreover, the inputs may identify one or more changes to, or entire replacements of one
or both of the startup logic 250 and the management logic 260. By way of example, the
inputs may include a change to the management logic 260 that instructs the PCD 100 to
reallocate workloads from a less efficient core to a more efficient core when a
temperature measurement associated with skin temperature exceeds a certain identified
threshold. By way of further example, the inputs may include a change to the

management logic 260 that instructs the PCD 100 to reduce power by one increment to
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a least energy efficient processing core when a battery level reaches a certain floor
amount.

[00104] The interface logic 270 enables a manufacturer to controllably configure and
adjust an end user’s experience under defined operating conditions on the PCD 100.
When the memory 112 is a flash memory, one or more of the startup logic 250, the
management logic 260, the interface logic 270, the application programs in the
application storc 280 or information in thc cmbedded file system 290 can be cdited,
replaced, or otherwise modified. In some embodiments, the interface logic 270 may
permit an end user or operator of the PCD 100 to search, locate, modify or replace the
startup logic 250, the management logic 260, applications in the application store 280
and information in the embedded file system 290. The operator may use the resulting
interface to make changes that will be implemented upon the next startup of the PCD
100. Alternatively, the operator may use the resulting interface to make changes that
are implemented during run time.

[00105] The embedded file system 290 includes a hierarchically arranged core
performance data storc 24. In this rcgard, the file systcm 290 may includc a reserved
section of its total file system capacity for the storage of information associated with the
performance curves of the various cores 222, 224, 226, 228 at various operating
temperatures.

[00106] FIG. 6 is a logical flowchart illustrating an embodiment of a method 600 for
energy efficiency aware thermal management in an asynchronous system on a chip. In
the FIG. 6 embodiment, the performance curves for each of the various processing cores
222,224,226, 228 may be empirically determined based on actual performance data
gathered by the monitoring module 114 or, in some embodiments, the performance
curves may be a priori curves driven by the performance specs of cach core.

[00107] In some embodiments, to empirically determine the performance curves of the
various processing cores 222, 224, 226, 228, the monitoring module 114 may be in
communication with temperature sensors 157 as well as various other voltage or current
sensors useful for monitoring the power consumption of the cores 222, 224, 226, 228.
In such an embodiment, one of ordinary skill in the art will recognize that data gathered
by the monitor module 114 may be coupled with previous workload allocations and
compiled into empirical performance curves. The empirical performance curves may be
stored in the CP data store 24 and used by an energy efficiency aware thermal

management algorithm.
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[00108] Beginning at block 605, the monitor module 114 may recognize a thermal
event, such as a temperature reading in excess of a predetermined temperature
threshold, as a trigger to reduce thermal energy generation. As previously described,
the monitor module 114 may provide such thermal alarm information to the EM module
101 for application of an energy efficiency aware thermal management solution.
[00109] At block 610, the EM module 101 may query performance data associated
with th¢ various hctcrogencous processing componcents in the SoC. The relevant
performance data may be queried based on operating temperatures provided to the EM
module 101 by the monitor module 114. Using the performance data, the EM module
101 may determine a ranking of the processing components based on their relative
abilities to efficiently process a workload.

[00110] Atblock 615, the EM module 101 may reduce the frequency of power
supplied to one or more of the less efficient processing cores by a predetermined
increment. Notably, one of ordinary skill in the art will recognize that a reduction in
frequency directly correlates with a reduction in the amount of a workload processed by
the proccssing componcnt.

[00111] Next, at decision block 620, the EM module 101 may work with the monitor
module 114 to determine whether the thermal alarm that triggered blocks 610 and 615
has cleared. If the alarm has cleared, i.e. the reduction in frequency implemented at
block 615 resulted in a reduced thermal energy generation that successfully cleared the
alarm, the “yes” branch is followed and the method 600 returns. The EM module 101
may authorize an increase in frequency supplied to the less efficient processing core(s).
If, however, the alarm has not cleared as a result of the action(s) taken at block 615, the
“no” branch is followed back to block 610 and a “new’ least energy efficient processing
component is identified for an incremental reduction in power frequency. Notably, it
will be understood that a “new” least energy efficient processing component may be the
same processing component that was previously identified as the least energy efficient
processing component. The loop from blocks 610 through 620 continues, incrementally
reducing the frequency of power supplied to the least energy efficient processing
components, until the thermal alarm clears.

[00112] FIG. 7 is a logical flowchart illustrating an embodiment of a method 700 for
energy efficiency aware thermal management in a synchronous system on a chip via
workload reallocation. In the FIG. 7 embodiment, the performance curves for each of

the various processing cores 222,224, 226, 228 may be empirically determined based
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on actual performance data gathered by the monitoring module 114 or, in some
embodiments, the performance curves may be a priori curves driven by the performance
specs of each core.

[00113] In some embodiments, to empirically determine the performance curves of the
various processing cores 222, 224, 226, 228, the monitoring module 114 may be in
communication with temperature sensors 157 as well as various other voltage or current
scnsors uscful for monitoring the power consumption of the corcs 222, 224, 226, 228.
In such an embodiment, one of ordinary skill in the art will recognize that data gathered
by the monitor module 114 may be coupled with previous workload allocations and
compiled into empirical performance curves. The empirical performance curves may be
stored in the CP data store 24 and used by an energy efficiency aware thermal
management algorithm.

[00114] Beginning at block 705, the monitor module 114 may recognize a thermal
event, such as a temperature reading in excess of a predetermined temperature
threshold, as a trigger to reduce thermal energy generation. As previously described,
thc monitor modulc 114 may provide such thermal alarm information to thc EM modulc
101 for application of an energy efficiency aware thermal management solution.
[00115] Atblock 710, the EM module 101 may query performance data associated
with the various heterogeneous processing components in the SoC. The relevant
performance data may be queried based on operating temperatures provided to the EM
module 101 by the monitor module 114. Using the performance data, the EM module
101 may determine a ranking of the processing components based on their relative
abilities to efficiently process a workload.

[00116] Atblock 715, the EM module 101 may reallocate active workloads being
processed by a less efficient processor to a more cfficient processor. Notably, one of
ordinary skill in the art will recognize that moving a workload from a less efficient
processor to a more efficient processor may result in the workload being processed at a
reduced amount of power even though the less efficient processor and the more efficient
processor share a common power supply and clock generator.

[00117] Next, at decision block 720, the EM module 101 may work with the monitor
module 114 to determine whether the thermal alarm that triggered blocks 710 and 715
has cleared. If the alarm has cleared, i.e. reallocation of the workload from the less
efficient processor to the more efficient processor resulted in a reduced thermal energy

generation that successfully cleared the alarm, the “yes” branch is followed and the
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method 700 returns. The EM module 101 may authorize future allocation or
reallocation of workloads to the less efficient processing core(s). If, however, the alarm
has not cleared as a result of the action(s) taken at block 715, the “no” branch is
followed back to block 710 and a “new” least energy efficient processing component is
identified for workload reduction. Notably, it will be understood that a “new” least
energy efficient processing component may be the same processing component that was
previously identificd as the Icast energy cfficient processing component. The loop from
blocks 710 through 720 continues, moving workload off the least energy efficient
processing components, until the thermal alarm clears.

[00118] FIG. 8 is a logical flowchart illustrating an embodiment of a method 800 for
energy efficiency aware thermal management in a synchronous system on a chip via
allocation of queued workloads. In the FIG. 8 embodiment, the performance curves for
each of the various processing cores 222, 224, 226, 228 may be empirically determined
based on actual performance data gathered by the monitoring module 114 or, in some
embodiments, the performance curves may be a priori curves driven by the performance
spces of cach core.

[00119] In some embodiments, to empirically determine the performance curves of the
various processing cores 222, 224, 226, 228, the monitoring module 114 may be in
communication with temperature sensors 157 as well as various other voltage or current
sensors useful for monitoring the power consumption of the cores 222, 224, 226, 228.
In such an embodiment, one of ordinary skill in the art will recognize that data gathered
by the monitor module 114 may be coupled with previous workload allocations and
compiled into empirical performance curves. The empirical performance curves may be
stored in the CP data store 24 and used by an energy efficiency aware thermal
management algorithm.

[00120] Beginning at block 805, the monitor module 114 may recognize a thermal
event, such as a temperature reading in excess of a predetermined temperature
threshold, as a trigger to reduce thermal energy generation. As previously described,
the monitor module 114 may provide such thermal alarm information to the EM module
101 for application of an energy efficiency aware thermal management solution.
[00121] At block 810, the EM module 101 may query performance data associated
with the various heterogeneous processing components in the SoC. The relevant
performance data may be queried based on operating temperatures provided to the EM

module 101 by the monitor module 114. Using the performance data, the EM module
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101 may determine a ranking of the processing components based on their relative
abilities to efficiently process a workload.

[00122] At block 815, the EM module 101 may instruct a scheduler 207 to allocate
queued workloads to the processor(s) best positioned to most efficiently process the
workloads. Notably, one of ordinary skill in the art will recognize that allocating a
workload to a more efficient processor may result in the workload being processed at a
rcduccd amount of power.

[00123] Notably, the EM module 101 may continue to work with the monitor module
114 to identify “new” more efficient processing components for workload allocation.
Notably, it will be understood that a “new” more efficient processing component may
be the same processing component that was previously identified as the more efficient
processing component. In this way, the energy efficiency aware thermal management
solution of method 800 may continually ensure that new workloads are scheduled to the
processing component best positioned at the time of processing to consume the least
amount of power.

[00124] FIG. 9 is a logical flowchart illustrating an cmbodiment of a mcthod 900 for
energy efficiency aware thermal management in a synchronous system on a chip via
power mode adjustment. In the FIG. 9 embodiment, the performance curves for each of
the various processing cores 222, 224,226, 228 may be empirically determined based
on actual performance data gathered by the monitoring module 114 or, in some
embodiments, the performance curves may be a priori curves driven by the performance
specs of each core.

[00125] In some embodiments, to empirically determine the performance curves of the
various processing cores 222, 224, 226, 228, the monitoring module 114 may be in
communication with temperature sensors 157 as well as various other voltage or current
sensors useful for monitoring the power consumption of the cores 222, 224, 226, 228.
In such an embodiment, one of ordinary skill in the art will recognize that data gathered
by the monitor module 114 may be coupled with previous workload allocations and
compiled into empirical performance curves. The empirical performance curves may be
stored in the CP data store 24 and used by an energy efficiency aware thermal
management algorithm.

[00126] Beginning at block 905, the monitor module 114 may recognize a thermal
event, such as a temperature reading in excess of a predetermined temperature

threshold, as a trigger to reduce thermal energy generation. As previously described,
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the monitor module 114 may provide such thermal alarm information to the EM module
101 for application of an energy efficiency aware thermal management solution.
[00127] Atblock 910, the EM module 101 may query performance data associated
with the various heterogeneous processing components in the SoC. The relevant
performance data may be queried based on operating temperatures provided to the EM
module 101 by the monitor module 114. Using the performance data, the EM module
101 may dctermince a ranking of the proccssing componcents bascd on their relative
abilities to efficiently process a workload.

[00128] At Dblock 915, the EM module 101 may adjust the power mode of the less
efficient processor(s) in an effort to reduce unnecessary power consumption. It is
envisioned that the EM module 101 may identify the processor best positioned to have
its power mode adjusted based on various parameters including, but not limited to, the
latency associated with the processor transitioning from a given idle state power mode
to an active power mode. Notably, one of ordinary skill in the art will recognize that
adjusting the power mode of a processor from an active mode to a retention mode or
powecr collapscd modc may rcsult in an average savings in powcr consumption across
the SoC.

[00129] Next, at decision block 920, the EM module 101 may work with the monitor
module 114 to determine whether the thermal alarm that triggered blocks 910 and 915
has cleared. If the alarm has cleared, i.e. adjusting the power mode of the least energy
efficient processor resulted in a reduced thermal energy generation that successfully
cleared the alarm, the “yes” branch is followed and the method 900 returns. The EM
module 101 may authorize a return to a higher power consuming power mode for the
less efficient processing core(s). If, however, the alarm has not cleared as a result of the
action(s) taken at block 915, the “no” branch is followed back to block 910 and a “new”
least energy efficient processing component is identified for power mode transition.
Notably, it will be understood that a “new” least energy efficient processing component
may be the same processing component that was previously identified as the least
energy efficient processing component.

[00130] FIG. 10 is a logical flowchart illustrating an embodiment of a method 1000 for
energy efficiency aware thermal management in a synchronous system on a chip via
power mode duty cycling. In the FIG. 10 embodiment, the performance curves for each
of the various processing cores 222, 224, 226, 228 may be empirically determined based

on actual performance data gathered by the monitoring module 114 or, in some
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embodiments, the performance curves may be a priori curves driven by the performance
specs of each core.

[00131] In some embodiments, to empirically determine the performance curves of the
various processing cores 222, 224, 226, 228, the monitoring module 114 may be in
communication with temperature sensors 157 as well as various other voltage or current
sensors useful for monitoring the power consumption of the cores 222, 224, 226, 228.
In such an cmbodiment, onc of ordinary skill in the art will rccognize that data gathered
by the monitor module 114 may be coupled with previous workload allocations and
compiled into empirical performance curves. The empirical performance curves may be
stored in the CP data store 24 and used by an energy efficiency aware thermal
management algorithm.

[00132] Beginning at block 1005, the monitor module 114 may recognize a thermal
event, such as a temperature reading in excess of a predetermined temperature
threshold, as a trigger to reduce thermal energy generation. As previously described,
the monitor module 114 may provide such thermal alarm information to the EM module
101 for application of an cnergy cfficicncy awarc thermal management solution.
[00133] At block 1010, the EM module 101 may query performance data associated
with the various heterogeneous processing components in the SoC. The relevant
performance data may be queried based on operating temperatures provided to the EM
module 101 by the monitor module 114. Using the performance data, the EM module
101 may determine a ranking of the processing components based on their relative
abilities to efficiently process a workload.

[00134] Atblock 1015, the EM module 101 may cycle the power modes of the less
efficient processor(s) in an effort to reduce unnecessary power consumption. By
cycling the power modes, the processor may transition through its various power modes,
such as toggling between a retention state and an active state for example. By dwelling
for a period of time in each of a plurality of power modes, the average power
consumption by the processing component may be optimized. It is envisioned that the
EM module 101 may identify the processor best positioned to cycle its power modes
based on various parameters including, but not limited to, the latency associated with
the processor transitioning from a given power mode to another power mode. Notably,
one of ordinary skill in the art will recognize that cycling a processor through its power
modes may result in an average savings in power consumption across the SoC without

fully sacrificing the processing capacity of the cycle processor.
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[00135] Next, at decision block 1020, the EM module 101 may work with the monitor
module 114 to determine whether the thermal alarm that triggered blocks 1010 and 1015
has cleared. If the alarm has cleared, i.e. cycling the power mode of the least energy
efficient processor resulted in a reduced thermal energy generation that successfully
cleared the alarm, the “yes” branch is followed and the method 1000 returns. The EM
module 101 may authorize discontinuing the duty cycle of power modes for the less
cfficient proccssing corc(s). If, howcver, the alarm has not clcarcd as a result of the
action(s) taken at block 1015, the “no” branch is followed back to block 1010 and a
“new” least energy efficient processing component is identified for power mode
cycling. Notably, it will be understood that a “new” least energy efficient processing
component may be the same processing component that was previously identified as the
least energy efficient processing component.

[00136] FIG. 11 is a logical flowchart illustrating an embodiment of a method 1100 for
runtime verification of a processing component energy efficiency rating. As explained
above relative to exemplary embodiments of an energy efficiency aware thermal
management solution, performance data associated with various hetecrogencous
processing components may be used to determine which of the processing components
is least energy efficient in processing a workload (energy efficiency may be measured in
MIPS/mW or MHz/mW given that power frequency to a processing component directly
correlates with the processing capacity of the processing component). The performance
data may be empirically determined based on actual performance data gathered by the
monitoring module 114 or, in some embodiments, the performance curves may be a
priori curves driven by the performance specs of each core.

[00137] Notably, a priori performance data derived from the performance specs of a
processing component may not be accurate or may lose its accuracy as the processing
component wears over time. As such, embodiments of the method 1100 seek to verify
the validity of the performance data associated with a given processing core prior to an
energy efficiency aware thermal management solution relying on the performance data
to make determinations regarding energy efficiencies.

[00138] Because the monitor module 114 and/or the EM module 101 may access
electrical current sensors and temperature sensors around the chip 102, and because the
EM module 101 may query previously profiled performance data stored in CP data store
24, embodiments of the method 1100 may be used to verify the accuracy of, and update

if necessary, the stored performance data associated with a processing component. The
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relevant electrical current measurements and temperature measurements may be
sampled and compared to stored performance data to determine whether a processing
component or subsystem is actively exhibiting expected current leakage characteristics.
[00139] At block 1105, the monitor module 114 may monitor the electrical current,
operating temperature and operating point (e.g., power frequency setting MHz)
associated with a particular processing component. At block 1110, the EM module 101
may qucry storcd pcrformance data bascd on the opcrating tempceraturc and opcrating
point measured by the monitor module 114 at block 1105. The stored performance data
may include an expected electrical current level in view of the processing component’s
performance specs, the operating point and the operating temperature.

[00140] Next, at block 1115, the EM module 101 may compare the expected electrical
current leakage with the measured current leakage. At decision block 1120, if the
expected current leakage is greater than the actual measured leakage, then the “yes”
branch is followed to block 1140 and the processing component is designated as a lower
leakage processor relative to its initial classification. The expected current leakage
associatcd with the proccssing componcent in the CP storc 24 may be updated to rcflect
the actual measured current leakage. The method 1100 returns.

[00141] Returning to decision block 1120, if the expected current leakage is not greater
than the actual measured current leakage, then the “no” branch is followed to decision
block 1125. At decision block 1125, if the expected current leakage is substantially
equivalent to the actual measured current leakage, within some range of acceptable
statistical significance, the “‘yes” branch is followed to block 1135 and the classification
of the processing component is maintained. The method 1100 returns.

[00142] If at decision block 1125 the expected current leakage does not substantially
equal the actual measured current leakage, i.c. the expected current leakage is lower
than the actual measured current leakage, then the “no” branch is followed to block
1130. At block 1130, the processing component is designated as a higher leakage
processor relative to its initial classification. The expected current leakage associated
with the processing component in the CP store 24 may be updated to reflect the actual
measured current leakage. The method 1100 returns.

[00143] Advantageously, by verifying and updating the relative leakage classifications
of processing components, an energy efficiency aware thermal management solution

may be better equipped to make assessments as to which processing components are
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more or less efficient than other processing components before applying thermal
mitigation measures.

[00144] Certain steps in the processes or process flows described in this specification
naturally precede others for the invention to function as described. However, the
invention is not limited to the order of the steps described if such order or sequence does
not alter the functionality of the invention. That is, it is recognized that some steps may
performed before, after, or parallcl (substantially simultancously with) other steps
without departing from the scope and spirit of the invention. In some instances, certain
steps may be omitted or not performed without departing from the invention. Further,
words such as “thereafter”, “then”, “‘next™, etc. are not intended to limit the order of the
steps. These words are simply used to guide the reader through the description of the
exemplary method.

[00145] Additionally, one of ordinary skill in programming is able to write computer
code or identify appropriate hardware and/or circuits to implement the disclosed
invention without difficulty based on the flow charts and associated description in this
spccification, for cxample. Thercfore, disclosurc of a particular sct of program codc
instructions or detailed hardware devices is not considered necessary for an adequate
understanding of how to make and use the invention. The inventive functionality of the
claimed computer implemented processes is explained in more detail in the above
description and in conjunction with the drawings, which may illustrate various process
flows.

[00146] In one or more exemplary aspects, the functions described may be
implemented in hardware, software, firmware, or any combination thereof. If
implemented in software, the functions may be stored on or transmitted as one or more
instructions or code on a computer-readable medium. Computer-readable media include
both computer storage media and communication media including any medium that
facilitates transfer of a computer program from one place to another. A storage media
may be any available media that may be accessed by a computer. By way of example,
and not limitation, such computer-readable media may comprise RAM, ROM,
EEPROM, CD-ROM or other optical disk storage, magnetic disk storage or other
magnetic storage devices, or any other medium that may be used to carry or store
desired program code in the form of instructions or data structures and that may be

accessed by a computer.
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[00147] Also, any connection is properly termed a computer-readable medium. For
example, if the software is transmitted from a website, server, or other remote source
using a coaxial cable, fiber optic cable, twisted pair, digital subscriber line (“DSL™), or
wireless technologies such as infrared, radio, and microwave, then the coaxial cable,
fiber optic cable, twisted pair, DSL, or wireless technologies such as infrared, radio, and
microwave are included in the definition of medium.

[00148] Disk and disc, as uscd herein, includes compact disc (““CD”), lascr disc, optical
disc, digital versatile disc (“DVD”), floppy disk and blu-ray disc where disks usually
reproduce data magnetically, while discs reproduce data optically with lasers.
Combinations of the above should also be included within the scope of computer-
readable media.

[00149] Therefore, although selected aspects have been illustrated and described in
detail, it will be understood that various substitutions and alterations may be made
therein without departing from the spirit and scope of the present invention, as defined

by the following claims.
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CLAIMS

What is claimed is:

1. A method for managing thermal energy generation in a portable computing
device having a multi-processor system on a chip (“SoC”’), the method comprising:

monitoring temperature readings and clock generator frequencies associated
with cach of a plurality of individual proccssing componcents in the multi-processor
SoC;

monitoring electrical current draw readings uniquely associated with each of the
processing components, wherein the electrical current readings are indicative of the
processing efficiency of each processing component;

monitoring a thermal parameter;

receiving an alarm indicating that a threshold associated with the thermal
parameter has been exceeded;

sampling the monitored temperature readings and clock generator frequencies
associatcd with cach of the processing components;

sampling the electrical current draw readings uniquely associated with each of
the processing components;

based on the sampled temperature and clock generator frequency readings,
querying performance data for each processing component, wherein the performance
data comprises the expected electrical current draw of each processing component when
operating at a given temperature and clock generator frequency;

for each processing component, comparing the expected electrical current draw
to the sampled electrical current draw;

based on the comparison, classifying the efficiency of each processing
component;

based on the efficiency classifications, identifying a least energy efficient
processing component; and

adjusting an input of the least energy efficient processing component, wherein
adjusting the input operates to reduce the power consumption by the least energy

efficient processing component.

2. The method of claim 1, wherein the adjusted input is associated with a power

supply voltage and clock generator frequency.
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3. The method of claim 1, wherein the adjusted input is associated with a workload
allocation.
4. The method of claim 1, further comprising updating the expected current draw

comprised within the performance data associated with the least energy efficient

processing component to the sampled electrical current draw.

5. The method of claim 1, wherein the expected current draw is greater than the

sampled electrical current draw.

6. The method of claim 1, wherein the expected current draw is less than the

sampled electrical current draw.
7. The method of claim 1, wherein the thermal parameter is associated with one of
a skin temperature, a PoP memory temperature, a junction temperature and a battery

capacity.

8. The method of claim 1, wherein the portable computing device is in the form of

a wireless telephone.
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9. A computer system for managing thermal energy generation in a portable
computing device having a multi-processor system on a chip (“SoC”), the system
comprising:
a monitor module for:
monitoring temperature readings and clock generator frequencies
associated with each of a plurality of individual processing components in the
multi-proccssor SoC;
monitoring electrical current draw readings uniquely associated with
each of the processing components, wherein the electrical current readings are
indicative of the processing efficiency of each processing component;
monitoring a thermal parameter;
receiving an alarm indicating that a threshold associated with the thermal
parameter has been exceeded;
sampling the monitored temperature readings and clock generator
frequencies associated with each of the processing components;
sampling the clectrical current draw rcadings uniqucly associated with
cach of the processing components; and
an efficiency manager (“EM”) module for:
based on the sampled temperature and clock generator frequency
readings, querying performance data for each processing component, wherein
the performance data comprises the expected electrical current draw of each
processing component when operating at a given temperature and clock
generator frequency;
for each processing component, comparing the expected electrical
current draw to the sampled electrical current draw;
based on the comparison, classifying the efficiency of each processing
component;
based on the efficiency classifications, identifying a least energy efficient
processing component; and
adjusting an input of the least energy efficient processing component,
wherein adjusting the input operates to reduce the power consumption by the

least energy efficient processing component.

41



WO 2015/157374 PCT/US2015/024848

10. The computer system of claim 9, wherein the adjusted input is associated with a

power supply voltage and clock generator frequency.

11. The computer system of claim 9, wherein the adjusted input is associated with a

workload allocation.

12. The computer system of claim 9, whercin the EM modulc is further operable for
updating the expected current draw comprised within the performance data associated
with the least energy efficient processing component to the sampled electrical current

draw.

13. The computer system of claim 9, wherein the expected current draw is greater

than the sampled electrical current draw.

14. The computer system of claim 9, wherein the expected current draw is less than

the sampled clectrical current draw.
15. The computer system of claim 9, wherein the thermal parameter is associated

with one of a skin temperature, a PoOP memory temperature, a junction temperature and

a battery capacity.
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16. A computer system for managing thermal energy generation in a portable
computing device having a multi-processor system on a chip (“SoC”), the system
comprising:

means for monitoring temperature readings and clock generator frequencies
associated with each of a plurality of individual processing components in the multi-
processor SoC;

mcans for monitoring clcctrical current draw rcadings uniqucly associated with
cach of the processing components, wherein the electrical current readings are
indicative of the processing efficiency of each processing component;

means for monitoring a thermal parameter;

means for receiving an alarm indicating that a threshold associated with the
thermal parameter has been exceeded;

means for sampling the monitored temperature readings and clock generator
frequencies associated with each of the processing components;

means for sampling the electrical current draw readings uniquely associated with
cach of thc proccssing componcents;

based on the sampled temperature and clock generator frequency readings,
means for querying performance data for each processing component, wherein the
performance data comprises the expected electrical current draw of each processing
component when operating at a given temperature and clock generator frequencys;

for each processing component, means for comparing the expected electrical
current draw to the sampled electrical current draw;

based on the comparison, means for classifying the efficiency of each processing
component;

based on the efficiency classifications, means for identifying a least energy
efficient processing component; and

means for adjusting an input of the least energy efficient processing component,
wherein adjusting the input operates to reduce the power consumption by the least

energy efficient processing component.

17. The computer system of claim 16, wherein the adjusted input is associated with

a power supply voltage and clock generator frequency.
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18. The computer system of claim 16, wherein the adjusted input is associated with

a workload allocation.

19. The computer system of claim 16, further comprising means for updating the
expected current draw comprised within the performance data associated with the least

energy efficient processing component to the sampled electrical current draw.

20. The computer system of claim 16, wherein the expected current draw is greater

than the sampled electrical current draw.

21. The computer system of claim 16, wherein the expected current draw is less than

the sampled electrical current draw.
22. The computer system of claim 16, wherein the thermal parameter is associated
with one of a skin temperature, a PoP memory temperature, a junction temperature and

a battcry capacity.

23. The computer system of claim 16, wherein the portable computing device is in

the form of a wireless telephone.
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24. A computer program product comprising a computer usable medium having a
computer readable program code embodied therein, said computer readable program
code adapted to be executed to implement a method for managing thermal energy
generation in a portable computing device having a multi-processor system on a chip
(“SoC”), said method comprising:

monitoring temperature readings and clock generator frequencies associated
with cach of a plurality of individual proccssing componcents in the multi-processor
SoC;

monitoring electrical current draw readings uniquely associated with each of the
processing components, wherein the electrical current readings are indicative of the
processing efficiency of each processing component;

monitoring a thermal parameter;

receiving an alarm indicating that a threshold associated with the thermal
parameter has been exceeded;

sampling the monitored temperature readings and clock generator frequencies
associatcd with cach of the processing components;

sampling the electrical current draw readings uniquely associated with each of
the processing components;

based on the sampled temperature and clock generator frequency readings,
querying performance data for each processing component, wherein the performance
data comprises the expected electrical current draw of each processing component when
operating at a given temperature and clock generator frequency;

for each processing component, comparing the expected electrical current draw
to the sampled electrical current draw;

based on the comparison, classifying the efficiency of each processing
component;

based on the efficiency classifications, identifying a least energy efficient
processing component; and

adjusting an input of the least energy efficient processing component, wherein
adjusting the input operates to reduce the power consumption by the least energy

efficient processing component.
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25. The computer program product of claim 24, wherein the adjusted input is

associated with a power supply voltage and clock generator frequency.

26. The computer program product of claim 24, wherein the adjusted input is

associated with a workload allocation.

27. The computer program product of claim 24, further comprising updating the
expected current draw comprised within the performance data associated with the least

energy efficient processing component to the sampled electrical current draw.

28. The computer program product of claim 24, wherein the expected current draw

is greater than the sampled electrical current draw.

29. The computer program product of claim 24, wherein the expected current draw

is less than the sampled electrical current draw.
30. The computer program product of claim 24, wherein the thermal parameter is

associated with one of a skin temperature, a PoP memory temperature, a junction

temperature and a battery capacity.
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