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DATA STORAGE USING BITMAPS

DESCRIPTION

This invention relates to a data storage system and to a method of operating the data storage
system. In one embodiment, a FlashCopy process is used to separate frequently accessed
data from less frequently accessed data using a single FlashCopy target with multiple

bitmaps to reduce capacity usage.

Within a large data storage system there are likely to be multiple different types of storage
media in use. The various types can be classified by a number of metrics, such as capacity,
availability, performance and cost. Examples of different properties that distinguish the
different classes of storage might include attachment technology (for example, SATA or
FC/SCSI) drives, redundancy scheme (for example, RAID-5, RAID-1 or RAID-10), and
space-saving algorithm (for example, compression, de-duplication or non-compressed). A
new class of storage technology that is emerging is storage-class memory, of which Flash
Memory is a preferred example. The different applications and servers that are being hosted
by the storage media will have varying requirements with respect to these metrics. Each
application will tend to have its own requirements, and a given application's requirements

will also tend to vary over time as the demands on that application vary.

It is a therefore a very complex task to optimise the allocation of storage amongst
applications, to ensure the best use of the available resources, in order to meet the
requirements of a business as a whole. The work required to perform a change to try and
optimise the resource allocation can also be expensive. Re-allocating storage to a server can
require server downtime, plus significant administrator effort in order to perform the change.
The use of a product that implements storage virtualization, such as SAN Volume Controller
(SVC), can eliminate the server downtime, and significantly reduce the administrative effort.
Such products provide a data migration feature that allows data to be relocated from one
class of storage to another, transparently to the using system. One limit of these changes,
however, is that the most convenient unit of management is at the vdisk, volume or logical

unit (LUN) level. A whole vdisk must be given the same class of storage. There are many
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examples though, where the vdisks in a data storage system may not comprise data with
homogenecous requirements. In fact, it is likely that a completely homogenous vdisk is the
exception rather than the norm. One particular case where there will be different regions of

data with different requirements is for performance.

Conventional caching techniques can help with this problem to a limited degree. A write
cache can allow a host to perceive a low write service time, even where backed by slow
access storage. A write cache can also absorb a short burst of write activity quickly, and feed
it to slower backend storage over a longer period of time, emulating higher performance
storage. Both these capabilities are known, and implemented in, for example, SVC. But
write caching as currently used is limited in its capabilities. Firstly, write IO must ultimately
be sent to the backing storage from the write cache. It is possible to eliminate a small
proportion of the traffic, but the majority must still be processed there. If the backing storage
is unable to sustain the host application write traffic, then the write cache becomes full and
the advantage is lost. Additionally, the size of a write cache is small compared to the total
amount of system storage, possibly less than 1%. Together, these mean that a conventional
write cache is not sufficient to allow storage within a low-performance class to be used for

those portions of a disk that have higher performance requirements.

Some classes of storage, such as those that implement compression, or data de-duplication,
present an extreme example of a low performance store. Though these might provide
significant cost savings in terms of capacity required to satisfy a given server or application's
storage requirements, the performance penalty for performing write 1O against these stores
means they cannot be used for general purpose 10. Their algorithms increase the cost of

performing 10, and also place a limit on the peak throughput that they can sustain.

It is therefore an object of the invention to improve upon the known art.

According to a first aspect of the present invention, there is provided a data storage system
comprising a controller, a first lower performance storage medium and a second higher
performance storage medium, the controller connected to the storage mediums and arranged

to control 10 access to the storage mediums, wherein the controller is arranged to store an



10

15

20

25

30

WO 2011/036015 PCT/EP2010/062385

image on the first storage medium, initiate a copy function from the first storage medium to
the second storage medium, direct all IO access for the image to the second storage medium,
periodically age data from the second storage medium to the first storage medium, create a
new empty bitmap for each period, and in response to an 10 access for data in the image,
update the latest bitmap to indicate that the data has been accessed and update the previous

bitmaps to indicate that the data has not been accessed.

According to a second aspect of the present invention, there is provided a method of
operating a data storage system, the system comprising a controller, a first lower
performance storage medium and a second higher performance storage medium, the
controller connected to the storage mediums and arranged to control IO access to the storage
mediums, wherein the method comprises the steps of storing an image on the first storage
medium, initiating a copy function from the first storage medium to the second storage
medium, directing all 10 access for the image to the second storage medium, periodically
aging data from the second storage medium to the first storage medium, creating a new
empty bitmap for each period, and in response to an 10 access for data in the image,
updating the latest bitmap to indicate that the data has been accessed and updating the

previous bitmaps to indicate that the data has not been accessed.

According to a third aspect of the present invention, there is provided a computer program
product on a computer readable medium for operating a data storage system, the system
comprising a controller, a first lower performance storage medium and a second higher
performance storage medium, the controller connected to the storage mediums and arranged
to control IO access to the storage mediums, wherein the product comprises instructions for
storing an image on the first storage medium, initiating a copy function from the first storage
medium to the second storage medium, directing all IO access for the image to the second
storage medium, periodically aging data from the second storage medium to the first storage
medium, creating a new empty bitmap for each period, and in response to an 10 access for
data in the image, updating the latest bitmap to indicate that the data has been accessed and

updating the previous bitmaps to indicate that the data has not been accessed.
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Owing to the invention, it is possible to provide a data storage system in which the system
will automatically identify and segregate high-performance regions from low-performance
regions with a low processing overhead, using a single higher performance storage medium.
Therefore, the portions of the original storage medium containing data which is important
for system performance receive better service than the rest, and therefore the system as a
whole is advantaged. Frequently accessed, high-performance-requiring data on a vdisk is
separated from less-performance-requiring data and is assigned to the very highest-
performing class of storage, leaving the rest of the vdisk data on a lower-performing class of
storage. This capability maximises the performance of the applications and servers on the

storage medium, for the lowest cost.

Preferably, the controller is arranged, when periodically aging data from the second storage
medium to the first storage medium, to perform the aging procedure after a preset time
period. The periodic aging process, which moves data stored by the higher performance
second storage medium to the lower performance first storage medium, is best performed
after a regular defined period, which can be set by an administrator or derived from usage
statistics. This period is then used each time to trigger the aging process. In this way data on
the higher performance second storage medium that has not been used recently can be
merged back into the slower storage medium thereby freeing up more space on the faster

storage medium.

Advantageously, the controller is arranged, when periodically aging data from the second
storage medium to the first storage medium, to copy data from the second storage medium to
the first storage medium that has not been accessed for a predetermined length of time. This
length of time can be expressed as a set number of periods, where the period is the time gap
between two aging procedures. For example, the length of time could be set at five periods,
which means that any data that has not been accessed on the faster storage medium since the
previous five aging procedures will be merged back to the slower storing medium in the

current aging procedure.

Ideally, the controller is arranged, when periodically aging data from the second storage

medium to the first storage medium, to perform the aging according to the oldest existing
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bitmap. The aging process can be carried out using the bitmaps, as this will document in the
oldest existing bitmap which data has not been accessed since that bitmap was created. This
can then be used to decide which data should be merged back onto the slower storage
medium. In this case, it is advantageous that the controller is further arranged, following
periodically aging data from the second storage medium to the first storage medium, to

delete the oldest existing bitmap.

Embodiments of the present invention will now be described, by way of example only, with

reference to the accompanying drawings, in which:-

Figure 1 is a schematic diagram of a storage system,

Figure 2 is a schematic diagram of a second embodiment of the storage system,

Figure 3 is a further schematic diagram of the storage system showing an aging process,
Figure 4 is a schematic diagram of an alternative storage system,

Figure 5 is a further schematic diagram of the storage system showing bitmaps, and

Figure 6 is a flowchart of a method of operating the storage system.

A data storage system is shown in Figure 1, which comprises a controller 10, a first, lower
performance storage medium 12 and a second, higher performance storage medium 14. The
controller 10 is connected to the storage mediums 12 and 14 and is arranged to control the
10 access to the storage mediums 12 and 14. Although the two storage media 12 and 14 are
shown as the same size, their physical size and/or data storage capacity may be different.
The lower performance storage medium 12 could be a hard disk and the higher performance
storage medium 14 could be a solid state memory device, for example. 10 access to the data

storage, whether read or write access, is managed by the controller 10.

The controller 10 is arranged to store an image on the first storage medium 12. This image
will be data representing multiple applications and servers. The controller 10 is further
arranged to initiate a copy function from the first storage medium 12 to the second storage
medium 14. The copy function will copy data to the second storage medium 14 when there is
a read or write access to any data within the image stored by the first storage medium 12.

The controller is arranged to direct all 10 access for the image to the second storage medium
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14, and additionally will periodically age data from the second storage medium 14 to the
first storage medium 12. This process of aging the data will be described in more detail

below.

Figure 1b shows the situation after there has been 10 access to the sector labelled 2 of the
first storage medium 12. This 10 access could be to overwrite some of the data in this sector.
The controller resolves this by using the incoming IO and the original sector 2 to create the
new sector 2a on the faster storage medium 14. Since all IO access is directed to the faster
storage medium 14, any future read or write accesses to the data in sector 2 will be handled
directly by the faster storage medium 14, without the need to make any access to the original

image stored by the slower storage medium 12.

A preferred embodiment of the storage system is shown in Figure 2. This embodiment uses
the FlashCopy and Space-Efficient (thin provisioning) features of IBM SAN Volume
Controller, which are further extended to achieve the desired data separation between the
most frequently used data and less frequently used data. The letters FC in the Figure refer to
the Flashcopy function with the arrow indicating the source storage medium 12 and the
target storage medium 14 of the copy function. At the most fundamental level, a Space-
Efficient FlashCopy image (vdisk) is held on the high-performance, high-cost storage media
14, with the remainder of the storage held as a (typically) fully-allocated image (vdisk) on

the low-performance lower-cost storage medium 12.

In this version of the storage system, all application 10 is directed at the left-most FlashCopy
image stored on the storage medium 14. This image contains the most recently accessed
data, by virtue of the FlashCopy function between the two storage volumes. The image
stored by the higher performance storage medium grows as the recent working set for the
application expands. The right image of the first storage medium 12 contains the full image
of the application disk, however this medium 12 does not contain the most recent updates,
which are held on the left-most disk 14. Before any merging of data back onto the disk 12
takes place that storage disk 12 maintains a point-it-time copy as of the time that the

FlashCopy was taken.
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Write accesses to the image are handled using a conventional FlashCopy algorithm, using a
copy-on-write technique. Therefore, if the data to be over-written is already located on the
left-most disk 14, then it is over-written in place. If data has not been recently accessed, it
will be found on the right-most disk 12. Wherever the data is found, it is read from its
current location, merged with the new write data, and written to the left-most disk 14. In this
mode of operation therefore, the left-most disk 14 is accumulating changes that amount to
the recent working set of the application. Many future 10 accesses will be serviced directly
by the left-most disk 14. Some 1O accesses will not have been accumulated there and will

instead be serviced by the right-most-disk 12.

If the arrangement described above were static, then the left-most disk 14 would, over time,
grow to be closer, in terms of the size of the data being stored, to the full-size of the right-
most disk 12. This will happen, as even infrequently accessed data, once accessed, would
begin to consume space on the storage medium 14. Eventually all of the data on the lower
performance disk 12 would be accessed, and the data stored by the higher performance disk
14 would be the entirety of the original data image stored on the slower storage medium 12,
with 10 amendments. Therefore an ageing process is needed to remove infrequently

accessed data from the left-most disk 16.

Figure 3 illustrates the aging process. The aging process can be triggered after a specific
time has elapsed, or based on the data being stored by the higher performance medium 14
reaching a certain size, or other metrics or combination of metrics. Different triggering
methods can be used in different system arrangements at different times. Figure 3a shows the
higher performance storage medium after there has been 10 access to the data stored in
sectors 2, 3 and 5. These sectors have been copied across to the higher performance storage
medium 14 and combined with the new data contained in the IO accesses (assuming that
they were data writes). Any further 10 accesses to these sectors, whether read or write, will

be handled by the left-most medium 14.

After the periodic aging process has taken place, then the data storage system will be as
shown in Figure 3b. The data stored by the sector 2a, on the higher performance storage

medium 14, has been copied back to the lower performance storage medium 12. This
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process updates the image stored by the lower performance medium 12, and the original
space for the data stored on the medium 14 can be de-allocated. Although, in this example,
the data merged back to the slower medium 12 was the first bit of data to be copied across to
the faster disk 14, this is not necessarily the action undertaken in the merging process. The
data being merged back is the data that has not been accessed most recently. If there had
been a recent read access to the sector 2a on the second medium 14, then this sector would

not have been merged back.

The storage system uses a FlashCopy target with multiple bitmaps to reduce capacity usage.
The system as described above, with reference to Figures 1 to 3, can provide the separation
of frequently and less frequently accessed data for the purposes of creating tiers between
different classes of storage and providing fine granularity of progression of data between
tiers and over longer periods of time than a single target instance. However, if such a system
is extended with multiple target space-efficient disks, for example using two faster storage
media 14 and 16, as shown in Figure 4, then that storage system requires more capacity over
time, especially as the number of targets is increased. A larger numbers of tiers of targets
and/or a larger numbers of targets are required to maintain finer granularity of the

"frequency" of access over longer periods of time of hours, and days etc.

In a system using multiple tiers or multiple targets, during the time period of hours and days
etc., the amount of newly written data, or frequently re-read data, has to be stored on each
target and some percentage of this has to be moved between targets when data is re-written,
or frequently re-read. This places overheads on the infrastructure which has to maintain lots
of targets and increases the necessary bandwidth for the additional grains copied between
targets. The storage system according to the present invention provides an adaptation of the
system of Figure 4 that eliminates the complexity of the multiple targets with no additional

bandwidth requirements, while still providing the advantages of that system.

In an environment such as that of Figure 4, the system allows multiple target space-efficient
disks 14 and 16 to be used as storage "buckets" for frequently accessed data. In such a
scheme, either X targets need to be created and managed at the initialisation of the process,

or as time period Y has elapsed a new target must be created. As frequently accessed data is
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"re-hit" at the newest target, (re-hit meaning the data block already resides on one of the
other earlier targets) then the block must be copied from the earlier target, merged with the
new data I/O and written to the latest target. This places additional bandwidth requirements

on the system.

The storage system according to the present invention provides a scheme by which a single
target resource can be used to achieve the benefits of splitting the data between different
classes of data storage media, but however it removes the need for any data to be re-copied
between targets. The data stays in place on the one target storage medium 14 and so the
management of the system is greatly simplified and the I/O re-direction does not need to
continually adjust to point to the latest target. Overall capacity utilisation may also be
reduced as the system does not end up with two (or more) allocated grains on multiple

targets where some grains are simply marked as 'stale' but are still allocated.

Figure 5 shows the storage system, which uses bitmaps 18. Instead of using a cascade of, for
example, four storage media P, Q, R and S (where S is the lower performance storage
medium 12 and P, Q and R are different targets), only two disks R + S are used. It can be
seen that although the storage system only has one space-efficient target 14, the system
maintains multiple bitmaps that are associated with this single target 14. Each bitmap refers
to the data that resides on the space-efficient target 14 at the end of one of an elapsed time
periods. For example, bitmap1 covers data that was updated during period 2X to 3X
(equivalent to target R), bitmap2 covers data that was updated during period X to 2X
(equivalent to target Q), and bitmap3 covers data that was updated during period X
(equivalent to target P).

When frequently accessed data is re-hit, as per the explanation above, instead of now having
to copy the whole grain from target P to target R, the controller can simply update bitmap3
to show that the data has been accessed during the latest time period and then unset the bit in
the bitmap1. Only the new /O for this grain is now written to the single target disk 14. Thus,
if an I/O was only 4K, and the grain size if 64K, there has been saved 60K of bandwidth in
the system. Thus the system has now (by changing two bits in meta-data) “moved” the data

to be on the latest target, without any physical data moving. Similarly the system does not
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end up with two copies of the same grain (on different targets and corresponding to different
points in time) there is only the latest version of the grain on the disk 14, thus there has been
a cut in the used capacity (on the target(s)) by 50% for data that is frequently accessed. As
the system moves on to the next time period (say 4X) the controller will simply have to
initialize a new bitmap 18 to all zeros. The system does not need to create a new target nor
does it have to move the 1/0O re-direction layer point to a new target. The whole system

simply resides on the single target 14.

The method of operating the storage system is summarised in Figure 6. The method
comprises the first step S1 of storing an image on the first storage medium 12, followed by
the steps S2 of initiating a copy function from the first storage medium 12 to the second
storage medium 14 and S3 of directing all IO access for the image to the second storage
medium 14. The next step is the step S4 of periodically aging data from the second storage
medium 14 to the first storage medium 12, step S5 of creating a new empty bitmap 18 for
each period, and finally, step S6 of, in response to an 1O access for data in the image,
updating the latest bitmap 18 to indicate that the data has been accessed and updating the

previous bitmaps 18 to indicate that the data has not been accessed.
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CLAIMS

1. A data storage system comprising a controller, a first lower performance storage
medium and a second higher performance storage medium, the controller connected to the
storage mediums and arranged to control 10 access to the storage mediums, wherein the

controller is arranged to:

o store an image on the first storage medium,

o initiate a copy function from the first storage medium to the second storage medium,
o direct all IO access for the image to the second storage medium,

0 periodically age data from the second storage medium to the first storage medium,

o create a new empty bitmap for each period, and

o in response to an 10 access for data in the image, update the latest bitmap to indicate

that the data has been accessed and update the previous bitmaps to indicate that the data has

not been accessed.

2. A system according to claim 1, wherein the controller is arranged, when periodically
aging data from the second storage medium to the first storage medium, to perform the aging

after a preset time period.

3. A system according to claim 1 or 2, wherein the controller is arranged, when
periodically aging data from the second storage medium to the first storage medium, to copy
data from the second storage medium to the first storage medium that has not been accessed

for a predetermined length of time.

4, A system according to claim 1, 2 or 3, wherein the controller is arranged, when
periodically aging data from the second storage medium to the first storage medium, to

perform the aging according to the oldest existing bitmap.

5. A system according to any preceding claim, wherein the controller is further
arranged, following periodically aging data from the second storage medium to the first

storage medium, to delete the oldest existing bitmap.
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6. A method of operating a data storage system, the system comprising a controller, a
first lower performance storage medium and a second higher performance storage medium,
the controller connected to the storage mediums and arranged to control IO access to the

storage mediums, wherein the method comprises the steps of:

o storing an image on the first storage medium,

o Initiating a copy function from the first storage medium to the second storage
medium,

o directing all IO access for the image to the second storage medium,

0 periodically aging data from the second storage medium to the first storage medium,
o creating a new empty bitmap for each period, and

o in response to an 10 access for data in the image, updating the latest bitmap to

indicate that the data has been accessed and updating the previous bitmaps to indicate that

the data has not been accessed.

7. A method according to claim 6, wherein the step of periodically aging data from the
second storage medium to the first storage medium comprises performing the aging after a

preset time period.

8. A method according to claim 6 or 7, wherein the step of periodically aging data from
the second storage medium to the first storage medium comprises copying data from the
second storage medium to the first storage medium that has not been accessed for a

predetermined length of time.

9. A method according to claim 6, 7 or 8, wherein the step of periodically aging data
from the second storage medium to the first storage medium comprises perform the aging

according to the oldest existing bitmap.

10. A method according to any one of claims 6 to 9, and further comprising, following
periodically aging data from the second storage medium to the first storage medium, deleting

the oldest existing bitmap.
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11. A computer program product on a computer readable medium for operating a data
storage system, the system comprising a controller, a first lower performance storage
medium and a second higher performance storage medium, the controller connected to the
storage mediums and arranged to control 10 access to the storage mediums, wherein the

product comprises instructions for:

o storing an image on the first storage medium,

o Initiating a copy function from the first storage medium to the second storage
medium,

o directing all IO access for the image to the second storage medium,

0 periodically aging data from the second storage medium to the first storage medium,
o creating a new empty bitmap for each period, and

o in response to an 10 access for data in the image, updating the latest bitmap to

indicate that the data has been accessed and updating the previous bitmaps to indicate that

the data has not been accessed.

12. A computer program product according to claim 11, wherein the instructions for
periodically aging data from the second storage medium to the first storage medium

comprise instructions for perform the aging after a preset time period.

13. A computer program product according to claim 11 or 12, wherein the instructions
for periodically aging data from the second storage medium to the first storage medium
comprise instructions for copying data from the second storage medium to the first storage

medium that has not been accessed for a predetermined length of time.

14. A computer program product according to claim 11, 12 or 13, wherein the
instructions for periodically aging data from the second storage medium to the first storage
medium comprise instructions for performing the aging according to the oldest existing

bitmap.

15. A computer program product according to any one of claims 11 to 14, and further
comprising instructions for, following periodically aging data from the second storage

medium to the first storage medium, deleting the oldest existing bitmap.
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