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SYSTEMIS AND METHODS FOR INCIDENT 
QUEUE ASSIGNMENT AND 

PRIORITIZATION 

BACKGROUND 

0001. Many institutions may have a computing ecosystem 
consisting of a variety of different types of devices and plat 
forms. One example of Such a device or platform may be an 
automated teller machine (ATM). An ATM may be out of 
cash, its screen may be broken, or its software may have 
malfunctioned. However, due to the large number of ATMs 
located in different geographic areas, it may be difficult to 
identify all the issues associated with the ATMs, much less 
resolve the issues quickly. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0002 The detailed description is set forth with reference 
to the accompanying drawings. Use of the same reference 
numerals indicates similar or identical components or ele 
ments; however, similar components or elements may also be 
designated with different reference numerals. Various 
embodiments of the disclosure may utilize elements or com 
ponents other than those illustrated in the accompanying 
drawings and some elements and/or components may not be 
present in one or more embodiments. It should be appreciated 
that while singular terminology may be used to describe 
various components or elements, a plural number of Such 
components or elements is also within the scope of the dis 
closure. 
0003 FIG. 1A schematically depicts an illustrative net 
worked architecture for incident queue assignment and pri 
oritization in accordance with one or more embodiments of 
the disclosure. 
0004 FIG. 1B schematically depicts an illustrative inci 
dent handling system in accordance with one or more 
embodiments of the disclosure. 

0005 FIG. 2 schematically depicts an illustrative incident 
handling serverinaccordance with one or more embodiments 
of the disclosure. 
0006 FIGS. 3-7 are process flow diagrams depicting illus 

trative methods for incident queue assignment and prioritiza 
tion in accordance with one or more embodiments of the 
disclosure. 

0007 FIGS. 8-9 illustrate presentations of information 
associated with incident queue assignment and prioritization 
in accordance with one or more embodiments of the disclo 
SUC. 

DETAILED DESCRIPTION 

Overview 

0008 Systems and methods in accordance with various 
embodiments of the present disclosure are directed to inci 
dent queue assignment and prioritization. An incident han 
dling systemas described herein may support highly customi 
Zable and automated assignment of incidents to incident 
queues and prioritization of the incidents within the queues. 
Both the assignment and prioritization of incidents may be 
based at least in part on a combination of definitions, rules, 
and scoring algorithms. Such a system may help ensure that 
incident resolution personnel are able to work on the next 
highest priority incident. 
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0009 Incident queues may comprise dynamic sets of inci 
dents assigned to or associated with them. Incidents associ 
ated with incident queues may be prioritized. While some 
incident queues may drive automated workflow processing, 
other incident queues may drive issue resolution by incident 
resolution agents. While an incident may be initially assigned 
to a particular incident queue and given a particular priority 
within that incident queue, the incident may be Subsequently 
re-assigned to a second incident queue, have its priority 
changed, have its status changed, or be removed from the 
incident queue. An incident may also be assigned to more 
than one queue simultaneously, and may be removed from all 
the queues with which it is associated after it has been 
resolved in the context of one queue. 
0010. An incident queue may be an association of inci 
dents that satisfy an incident queue assignment rule. An inci 
dent queue may be a non-transient data construct or, in some 
embodiments, a transient data construct. In some embodi 
ments, incident queues may be dynamically generated and 
discarded. 
0011 Incidents may be created and stored in one or more 
incident repositories. Incident attributes may be modified by 
any of several Sub-systems of the incident handling system or 
entities over the life-cycle of the incident. 
0012. In some embodiments, an incident resolution agent 
may subscribe to one or more incident queues simulta 
neously. In some embodiments, the incident handling system 
may obtain the “next highest priority” incident from a specific 
incident queue or across all Subscribed incident queues. 
0013. In some embodiments, an incident may be serially 
assigned to more than one incident resolution agent during its 
course of resolution. The incident may be assigned to an agent 
only when the agent has it "locked' (e.g., is actively working 
on it). If the agent does not completely resolve the issue in the 
current session, he or she may route, re-assign, or otherwise 
release the incident. When the incident is released, it may 
once again be eligible for assignment to the next agent 
requesting the “next highest priority incident for a queue 
holding that incident. Once an incident is ultimately closed, it 
may be removed from all the queues in which it appeared. In 
Some embodiments, an agent may escalate an incident (e.g., 
change its service level or other attribute), which may cause it 
to be assigned to another queue. 

Illustrative Architectures 

0014 FIG. 1A schematically depicts an illustrative net 
worked architecture 100 for facilitating the assignment and 
prioritization of incidents in incident queues in accordance 
with one or more embodiments of the disclosure. FIG. 1B 
schematically depicts an illustrative architecture for an inci 
dent handling system 110. It should be appreciated that 
numerous other Suitable configurations beyond the illustra 
tive configurations depicted in FIGS. 1A-1B are within the 
scope of this disclosure. FIG. 2 schematically depicts an 
incident handling server 200 in accordance with one or more 
embodiments of the disclosure. The illustrative methods 
depicted in FIGS. 3-7 will be described in the context of the 
illustrative configurations shown in FIGS. 1A-1B and the 
illustrative incident handling server depicted in FIG. 2. 
(0015 The illustrative networked architecture 100 may 
include an incident handling system 110 that may include one 
or more incident handling sub-system 106(1)-106(N) (ge 
nerically referred to herein as incident handling Sub-system 
(s) 106) and one or more local datastores 108. The networked 
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architecture 100 may further include one or more external 
device(s) 102 and one or more networks 104. 
0016. The one or more networks 104 may include, but not 
be limited to, a wireless fidelity (Wi-Fi) network, a Wi-Fi 
Direct network, an NFC connection, a radio network, a cel 
lular network, the Internet, a GPS network, a ZigBee(R) con 
nection, a Bluetooth R channel, a dial-up connection over a 
public telephone system, a private network (both wide area 
and local area), proprietary protocol connections, and other 
wireless links, as well as hardwired connections, serial link 
connections, parallel link connections, or combinations 
thereof. 

0017. The incident handling sub-system(s) 106 may 
execute on one or more Suitable computing devices including, 
but not limited to, one or more server computers, mainframe 
computers, workstation computers, personal computing 
devices, mobile computing devices, and so forth. It should be 
appreciated that the incident handling system 110 may further 
include various other components such as routers, gateways, 
Switches, other computing devices, communicative links, or 
any other Suitable components. 
0018. An external device 102 that hosts or otherwise pro 
vides access to an external event reporting platform 102A is 
also depicted in FIG. 1A. As will be described in more detail 
later in this disclosure, the incident handling system 110 may 
receive a report comprising data associated with an event 116 
from the external event reporting platform 102A. An event 
may include, but is not limited to, a software error condition 
or fault reported from an external event reporting platform 
102A, a user service issue reported from an external event 
reporting platform 102A, and/or a hardware error condition 
or fault reported from an external event reporting platform 
102A or the external device 102 itself (e.g., via firmware). It 
should be noted that reporting devices may not be just exter 
nal devices; they may also comprise devices co-hosted with 
the incident handling system 110. Examples of software error 
condition or user service issue events reported by the external 
event reporting platform 102A, may include software failures 
(e.g., abnormal terminations or 'aborts'), failure to meet 
service levels, and reporting of a product or service issue on 
behalf of a user of the external device 102. Examples of 
hardware error condition events that may be reported by the 
external device 102 or the external event reporting platform 
102A may include a device out of cash condition, a device out 
of paper condition, a dispensing problem (e.g., paper or cash 
jam), a processing problem (e.g., of a card), or the like. 
Examples of external devices 102 that may report events 116 
may include any type of computing platform (e.g., mobile 
device, laptop, or the like), a network-connect computer 
peripheral, an ATM, a kiosk, a Smart safes, a branch teller 
terminal, a cash recycling machine, or any of a wide variety of 
specialized devices (e.g., medical diagnostic, manufacturing 
plant machine or robot, controller, or the like). 
0019. In some embodiments, events 116 may be reported 
by devices co-hosted with the incident handling system 110 
(e.g., within the entity running the incident queue assignment 
and prioritization Sub-system), possibly in communication 
with an internal event reporting platform (e.g., depicted as 
122 in FIG. 1B). In some embodiments, for certain hardware 
error condition events, the internal event reporting platform 
may not be needed. In some embodiments, for certain faults 
from external devices, the external event reporting platform 
may not be needed. 
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(0020 Now referring to FIG. 1B, an illustrative architec 
ture for an incident handling system 110 is depicted in accor 
dance with one or more embodiments of the disclosure. In 
brief overview, the incident handling system 110 may include 
one or more incident handling Sub-systems 106 and one or 
more local datastores 108. The incident handling sub-systems 
may include but are not limited to an event collection and 
management Sub-system 120, and incident creation and man 
agement Sub-system 130, an incident queue assignment and 
prioritization Sub-system 140, an administration Sub-system 
160, and an incident resolution sub-system 170. The one or 
more local data stores 108 may include but are not limited to 
a queue definitions repository 142, an assignment rules 
repository 144, a tag definitions repository 146, an incident 
queues repository 148, an incidents repository 150, and/or an 
events repository (not shown). An internal event reporting 
platform 122 may be in communication with an event collec 
tion and management sub-system (ECMS) 120. The ECMS 
120 may receive an event 116 from one or more event report 
ing platforms 102A, 122, or from an external device 102 or 
similar internal device. The ECMS 120 may be in communi 
cation with an incident creation and management Sub-system 
(ICMS) 130. The ICMS 120 may receive an event 116 from 
the ECMS 120, determine whether to create an incident 117 
based at least in part on the received event 116. The ICMS 130 
may store the incident 117 in an incident repository 150. The 
ICMS 130 may be in communication with the incident queue 
assignment and prioritization sub-system (IQAPS) 140. The 
IQAPS 140 may receive the incident 117 from the ICMS 130 
and associate the incident 117 with one or more incident 
queues 118, which may in turn be stored in the incident 
queues repository 148. The IQAPS 140 may also be in com 
munication with one or more local datastores 108 to facilitate 
incident queue 118 assignment and prioritization. The one or 
more local datastore 108 may include, but are not limited to, 
a queue definition repository 142, a queue assignment rules 
repository 144, a tag definitions repository 146, and/or an 
incident queues repository 148. Additionally, each or all of 
the local datastores 108 may be in communication with an 
administration sub-system 160 and/or an incident resolution 
sub-system 170. 
0021. An administration sub-system 160 with one or more 
user interfaces (UICs)) may allow system administration per 
Sonnel to create, modify, and/or delete queue definitions, tag 
definitions, and rules, as well as modify incidents and queues 
(e.g., change an incidents queue assignment, prioritization, 
status, or remove the incident from the incident queue). 
0022. An incident resolution sub-system 170 with one or 
more user interfaces (UI(s)) may allow incident resolution 
agents to Subscribe to particular incident queues, request the 
next highest priority incident within a queue, and modify or 
remove an incident 117 responsive to incident resolution 
activity. 
(0023 The ECMS 120 may receive events 116, process 
events 116, and provide them to the ICMS 120. In some 
embodiments, the events 116 may be received by the ICMS 
130 directly. The ECMS 120 may communicate with one or 
more event sources. In some embodiments, events 116 may 
be either “pushed from sources, whereas in other embodi 
ments they may be “pulled from sources. If events 116 are 
pushed from sources, the ECMS 120 may receive the events 
116 and associated information. For example, the ECMS 120 
may host a web service that may be called to report an event 
116, host a message queue that may receive events 116. 
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receive batch files in well-defined locations via well-defined 
communication mechanisms, or the like. If events 116 are 
“pulled from sources, the ECMS 120 may actively direct the 
polling and retrieval, in accordance with operational configu 
rations (e.g., Schedules, network locations, interprocess com 
munication mechanisms, or the like). 
0024. In some embodiments, the ECMS 120 may trans 
form events 116 that have been received or obtained. For 
example, events 116 may be normalized into one or more 
well-defined formats that Subsequent Sub-systems can pro 
cess. Received event data may be enhanced (e.g., to include 
time of receipt). 
0025. In some embodiments, the ECMS 120 may bestored 
in one or more event repositories. The event repositories may 
store events 116 that may be accessed and/or processed at a 
later time. In some embodiments, events 116 are maintained 
in event repositories for historical purposes, such as statistical 
analysis and data mining. 
0026. In some embodiments, the ECMS 120 may deliver 
the events 116 to the ICMS 130. The ECMS 120 may notify 
the ICMS 130 of a received or obtained event 116. In some 
embodiments, the ECMS 120 may notify the ICMS 130 after 
the event 116 has been transformed by the ECMS 120. In 
some embodiments, the method by which the event 116 was 
received by the ECMS 120 may be different from the way the 
event 116 is delivered to the ICMS 130. For example, an event 
source may be polled on a regular schedule for events 116 and 
any available events 116 may be retrieved asynchronously. 
However, each event 116 may be delivered immediately to the 
ICMS 130 via an application program interface (API) call. 
0027. The ICMS 130 may receive and process an event 
116 to determine if an incident 117 should be created. In some 
embodiments, an incident 117 is similar to a "ticket' associ 
ated with an issue that needs to be resolved (e.g., by auto 
mated processing, external Support entities, or by an incident 
resolution agent). An incident 117 may be generated respon 
sive to the ICMS.130 receiving an event 116. In some embodi 
ments, rules-based processing of the ICMS 130 may create 
incidents for only a subset of received events 116. Rules 
relating to incident creation may be hardcoded in the ICMS 
130 software or may be accessed from an appropriate rules 
data repository. In some embodiments, multiple events 116 
may be associated with a single incident 117 (e.g., multiple 
like events from different sources or multiple distinct events 
received in close proximity from a single source). 
0028. The ICMS 130 may create new incidents 117 as 
appropriate. In some embodiments, a data structure of the 
incident 117 may be created based at least in part on event 
attributes and/or other Supplemental information. In some 
embodiments, the ICMS 130 may store and manage incidents 
117. For example, incidents 117 may be stored in one or more 
repositories 150, from which they may subsequently be 
accessed and/or processed. In some embodiments, the one or 
more repositories 150 may be used for historical purposes 
(e.g., statistical analysis and data mining). 
0029. In some embodiments, the ICMS 130 may auto 
matically handle and/or dispatch incidents based at least in 
part on one or more incident handling rules. In some embodi 
ments, the ICMS 130 may trigger fully automated incident 
resolution or transmission of the incident 117 to a party other 
than an incident resolution agent. For example, a hardware 
incident may be transmitted to an external entity providing 
hardware Support. 
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0030. In some embodiments, the ICMS 130 may monitor 
the status of incidents 117. If automated resolution for an 
incident 117 is not possible or fails, or an incident resolution 
service level agreement has not been met (e.g., slow response 
from an external entity providing support), the incident 117 
may be transmitted to the IQAPS 140 for handling by an 
incident resolution agent, as described below. 
0031. In some embodiments, the ICMS 130 may encom 
pass ECMS 120 functionality if sources connect directly to 
the ICMS 130. The ICMS 130 may trigger incident queue 
assignment and prioritization by the IQAPS 140 for an inci 
dent 117 with an associated status indicating the incident 
requires attention. In some embodiments, the incident queue 
assignment and prioritization may be invoked via an API. 
database trigger, message queue, or the like. In some embodi 
ments, the IQAPS 140 may poll the one or more incident 
repositories 150 to identify new incidents 117. 
0032. The IQAPS 140 may manage and optimize incident 
assignment for incident resolution agents. In some embodi 
ments, the IQAPS 140 may process each incident 117 based 
at least in part on incident queue definitions and incident 
queue assignment rules. In some embodiments, the IQAPS 
140 may process each incident 117 based also on tag defini 
tions and tag assignment rules The IQAPS 140 may process 
an incident 117 to place it in one or more incident queues 118. 
In some embodiments, an incident 117 may be prioritized 
within the incident queue it is associated with based at least in 
part on one or more prioritization or scoring rules and/or 
scoring calculations. In some embodiments, an incident 117 
may be associated with more than one incident queue 118. 
When an incident has been resolved, an incident resolution 
agent may mark the incident 117 as closed. The “closed 
status of the incident indicates that the incident is closed with 
regards to all incident queues associated with the incident. 
0033. An incident 117 may be assigned or associated with 
an incident queue 118. The IQAPS 140 may “score” the 
incident based at least in part on one or more prioritization 
and/or scoring rules. In some embodiments, the prioritization 
and/or scoring rules may be stored in one or more rules 
repositories. In some embodiments, factors that may be used 
to score an incident 117 may include, but are not limited to, an 
incident categorization, one or more fault codes that drove the 
creation of the incident 117, the organization identified by the 
incident handling system 110 as being the primary servicer 
for the incident 117, a service level of the incident, and any 
tags that may be associated with the incident. 
0034 Each of the factors associated with prioritization in 
the incident queue 118 may be assigned a priority level, which 
may drive scoring of the incident 117 for inclusion and/or 
prioritization of the incident within an incident queue 118. 
The factors may be classified as (1) High Priority, (2) Medium 
Priority, (3) Low Priority, or (4) Exclude. Inclusion and/or 
prioritization rules (or scoring calculations or algorithms) 
may evaluate the priority levels for all factors associated with 
an incident in combination to determine inclusion of an inci 
dent within an incident queue and/or one of a small number of 
discrete priorities for the incident within the incident queue. 
In these calculations. Some factors may be given more weight 
than others (e.g., one factor with a priority level of “Exclude 
may cause the incident to not be included in the incident 
queue, irrespective of other factor priority levels). 
0035. The IQAPS 140 may process one or more incidents 
117. Processing the one or more incidents 117 may involve 
applying all the prioritization and/or scoring rules associated 
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with the incident queue 118 to an incident 117. More than one 
rule may be applied based on various incident attribute and/or 
tag values. In some embodiments, the association of tags to 
incidents may need to occur prior to the assignment and 
prioritization of incidents associated with an incident queue. 
In some embodiments, scoring may be based on a point 
system. Multiple rules may effectively add or subtract from a 
total number of points associated with the incident 117 and 
then the IQAPS 140 may order the incidents based on their 
respective scores. Individual prioritization/scoring rules or 
the Sum total of points may map to one of a small number of 
discrete priorities (e.g., Very High, High, Low, and Very 
Low). Multiple prioritization/scoring rules yielding a same 
priority (e.g., High) may not necessarily increase the incident 
117 to a higher priority. However, multiple rules yielding 
different priorities may cause an overall priority to increase or 
decrease. In some embodiments, the age of an incident 117 
may be factored into prioritization (e.g., as a tiebreakeriftwo 
incidents are identified as equivalent priority in association 
with an incident queue). Note that an incident assigned to 
different incident queues may have a different priority within 
each incident queue, in accordance with respective prioriti 
Zation/scoring rules or calculations. 
0036 Incident assignment and prioritization may be per 
formed on newly obtained or received incidents 117, pending 
incidents, or incidents that have already been assigned and/or 
prioritized. For example, if a new incident queue 118 is estab 
lished or a new assignment rule is created, it may be desirable 
to re-evaluate all or some subset of incidents 117, potentially 
causing pending incidents to be associated with the new inci 
dent queue. 
0037. In some embodiments, incident processing may 
only be performed on incidents 117 that are eligible for opti 
mization. Incidents that can be resolved by fully automated 
incident resolution, incidents that have been dispatched to 
entities other than an incident resolution agent, and/or inci 
dents that are still within service level agreement periods may 
not be eligible for Such processing. 
0038 FIG. 2 depicts an illustrative architecture 200 of an 
incident handling server 200 in accordance with one or more 
embodiments of the disclosure. The incident handling server 
200 may be an instance of any Suitable computing device, 
examples of which were identified in relation to the discus 
sion of FIG. 1A. The incident handling server 200 may com 
prise one or more processors 202 and one or more memories 
204 (generically referred to herein as memory 204). The 
processor(s) 202 may include any suitable processing unit 
capable of executing stored computer-executable instructions 
to receive or retrieve data from one or more data repositories, 
I/O devices, and/or network entities; process data; generate 
output data; Store data in one or more data repositories; trans 
mit data to I/O devices or network entities; and/or control the 
operation or use of various hardware resources or other com 
ponents associated with the incident handling server 200. The 
computer-executable instructions may be stored, for 
example, in the memory 204 and may include operating sys 
tem software, application Software, and so forth. The proces 
sor(s) 202 may be configured to execute the computer-execut 
able instructions to cause various operations to be performed. 
The processor(s) 202 may include any type of processing unit 
including, but not limited to, a central processing unit, a 
microprocessor, a Reduced Instruction Set Computer (RISC) 
microprocessor, a microcontroller, an Application Specific 
Integrated Circuit (ASIC), and so forth. 
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0039. The memory 204 may store program instructions 
that are loadable and executable by the processor(s) 202, as 
well as data manipulated and generated by the processor(s) 
202 during execution of the program instructions. Depending 
on the configuration and implementation of the incident han 
dling server 200, the memory 204 may be volatile memory 
(memory that maintains its state when Supplied with power) 
Such as random access memory (RAM) and/or non-volatile 
memory (memory that maintains its state even when not 
supplied with power) such as read-only memory (ROM), 
flash memory, and so forth. In various implementations, the 
memory 204 may include multiple different types of memory, 
Such as static random access memory (SRAM), dynamic 
random access memory (DRAM), unalterable ROM, and/or 
writeable variants of ROM such as electrically erasable pro 
grammable read-only memory (EEPROM), flash memory, 
and so forth. 
0040. The incident handling server 200 may further 
include additional data storage 218 such as removable storage 
and/or non-removable storage including, but not limited to, 
magnetic storage, optical disk storage, and/or tape storage. 
Data storage 218 may provide non-volatile storage of com 
puter-executable instructions and other data. The non-volatile 
instances of memory 204 and/or the data storage 218, remov 
able and/or non-removable, are examples of computer-read 
able storage media (CRSM). 
0041. The incident handling server 200 may further 
include communications connection(s) 222 that allow the 
incident handling server 200 to communicate with other net 
work entities, which may be remote computing devices and/ 
or software components, forming part of the networked archi 
tecture 100 depicted in FIG. 1A. For example, the incident 
handling server 200 may utilize the network interface(s) 222 
to communicate with the external event reporting platform 
102A, the network(s) 104, the internal event reporting plat 
form 122, and so forth. 
0042. The incident handling server 200 may additionally 
include one or more input/output (I/O) interfaces 220, such as 
a keyboard, a keypad, amouse or other pointing device, a pen, 
a voice input device, a touch input device, a display, speakers, 
a camera, a microphone, a printer, and so forth, for receiving 
user input and/or providing output to a user. 
0043. The memory 204 may include various program 
modules comprising computer-executable instructions that 
upon execution by the processor(s) 202 cause the incident 
handling server 200 to perform various operations. For 
example, the memory 204 may have loaded therein an oper 
ating system (O/S) 206 that provides an interface between 
other application Software executing on the incident handling 
server 200 and hardware resources of the incident handling 
server 200. More specifically, the O/S 206 may include a set 
of computer-executable instructions for managing hardware 
resources of the incident handling server 200 and for provid 
ing common services to other application programs (e.g., 
managing memory allocation among various application pro 
grams). The O/S 206 may include any operating system now 
known or which may be developed in the future including, but 
not limited to, a Microsoft Windows(R operating system, an 
Apple OSXTM operating system, Linux, Unix, a mainframe 
operating system Such as Z/OS, a mobile operating system, or 
any other proprietary or freely available operating system. 
0044) The memory 204 may further include a database 
management system (DBMS) 208 for accessing, retrieving, 
storing, and/or manipulating data stored in one or more datas 
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tores. The DBMS 208 may use any of a variety of database 
models (e.g., relational model, object model, etc.) and may 
Support any of a variety of query languages. 
0045. The memory 204 may further include various pro 
gram modules comprising computer-executable instructions 
that upon execution by the processor(s) 202 cause the incident 
handling server 200 to perform various operations. The func 
tionality provided by these various program/application mod 
ules will be described in more detail hereinafter through 
reference to various accompanying drawings. 
0046. The memory 204 may additionally include various 
other program modules that may support various associated 
functionality. For example, the memory 204 may include an 
incident creation module 210, an incident assignment and 
prioritization module 212, and an incident resolution module 
214. Functionality supported by these various modules will 
be described in more detail through reference to the various 
illustrative methods depicted in the process flow diagrams of 
FIGS. 3-7. 

0047. The incident creation module 210 may provide 
functionality directed to receiving and processing an event 
116 to determine if an incident 117 should be created and 
creating a new incident 117 as appropriate. The incident 
creation module 210 may also provide functionality directed 
to the storage and management of incidents 117. 
0048. The incident assignment and prioritization module 
212 may provide functionality directed to manage and opti 
mize incident 117 assignment to one or more incident queues 
118. The incident assignment and prioritization module 212 
may also provide functionality directed to processing all the 
incidents 117 associated with an incident queue 118. In some 
embodiments, the processing may be based at least in part on 
one or more prioritization rules. The one or more prioritiza 
tion rules may be used to identify the next highest priority 
incident to be returned to a requesting incident resolution 
agent. Additionally, the incident assignment and prioritiza 
tion module 212 may provide functionality directed to the 
generation and management of incident queues 118. 
0049. The incident resolution module 214 may provide 
functionality directed to facilitating resolution of an identi 
fied incident. The incident resolution module 214 may aid an 
incident resolution agent in identifying the next highest pri 
ority incident, obtaining data associated with the resolution of 
the incident, and modifying a status associated with the inci 
dent. For example, the incident resolution module 214 may 
permit an incident resolution agent to mark the incident as 
“resolved.” If the incident cannot be resolved, the incident 
resolution module 214 may permit the incident resolution 
agent to release the incident so that the incident is still active 
in the one or more incident queues 118 it may populate. The 
incident resolution module 214 may also support the escala 
tion and/or re-assignment of an incident to another incident 
resolution agent or Supervisor. 
0050. It should be appreciated that software, firmware, or 
hardware components depicted as forming part of the illus 
trative architecture 200, or more particularly, the incident 
handling server 200, are merely illustrative and that some 
components may not be present or additional components 
may be provided in various embodiments. While various 
program modules have been depicted as being loaded in the 
memory 204, it should be appreciated that the functionality 
described as being Supported by the program modules may be 
enabled by any combination of hardware, software, and/or 
firmware. It should further be appreciated that each of the 
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above-mentioned modules depicted as being loaded into the 
memory 204 may, in various embodiments, represent a logi 
cal partitioning of functionality Supported by the incident 
handling server 200. This logical partitioning is depicted for 
ease of explanation of the functionality Supported and may 
not be representative of the structure of software, firmware, 
and/or hardware for implementing the functionality. Accord 
ingly, it should be appreciated that functionality described as 
being provided by a particular module may, in various 
embodiments, be provided at least in part by one or more 
other modules. Further, one or more depicted modules may 
not be present in certain embodiments, while in other embodi 
ments, additional modules not depicted may be present and 
may support at least a portion of the described functionality 
and/or additional functionality. 
0051. Those of ordinary skill in the art will appreciate that 
the illustrative networked architecture 100 depicted in FIG. 
1A, the illustrative incident handling system depicted in FIG. 
1B, and the illustrative incident handling server 200 depicted 
in FIG. 2 are provided by way of example only. Numerous 
other operating environments, system architectures, and 
device configurations are within the scope of this disclosure. 
Various embodiments of the disclosure may include fewer or 
greater numbers of components and/or devices than those 
depicted in FIGS. 1A, 1B, and 2 may incorporate some or all 
of the functionality described with respect to the illustrative 
architecture 100 depicted in FIG. 1A, the illustrative incident 
handling system depicted in FIG. 1B, illustrative incident 
handling server depicted in FIG. 2, or additional functional 

0.052 Those of ordinary skill in the art will appreciate that 
any of the components of the architecture 100 may include 
alternate and/or additional hardware, software or firmware 
components beyond those described or depicted without 
departing from the scope of the disclosure. More particularly, 
it should be appreciated that software, firmware or hardware 
components depicted as forming part of any of the compo 
nents of the architecture 100 are merely illustrative and that 
Some components may not be present or additional compo 
nents may be provided in various embodiments. While vari 
ous program modules have been depicted and described with 
respect to various illustrative components of the architecture 
100, it should be appreciated that functionality described as 
being Supported by the program modules may be enabled by 
any combination of hardware, software, and/or firmware. It 
should further be appreciated that each of the above-men 
tioned modules may, in various embodiments, represent a 
logical partitioning of Supported functionality. This logical 
partitioning is depicted for ease of explanation of the func 
tionality and may not be representative of the structure of 
software, firmware and/or hardware for implementing the 
functionality. Accordingly, it should be appreciated that func 
tionality described as being provided by a particular module 
may, in various embodiments, be provided at least in part by 
one or more other modules. Further, one or more depicted 
modules may not be present in certain embodiments, while in 
other embodiments, additional modules not depicted may be 
present and may support at least a portion of the described 
functionality and/or additional functionality. Further, while 
certain modules may be depicted and described as Sub-mod 
ules of another module, in certain embodiments, such mod 
ules may be provided as independent modules. 



US 2014/0278641 A1 

Illustrative Process Flows 

0053 FIG. 3 is a process flow diagram depicting an illus 
trative method 300 for event collection and management, 
incident creation and management, and incident queue 
assignment and prioritization prior to an incident resolution 
action in accordance with one or more embodiments of the 
disclosure. FIG. 4 is a process flow diagram depicting an 
illustrative method 400 for processing to assign one or more 
tags to an incident in accordance with one or more embodi 
ments of the disclosure. FIG. 5 is a process flow diagram 
depicting an illustrative method 500 for processing to assign 
an incident to one or more incident queues. FIG. 6 is a process 
flow diagram depicting an illustrative method 600 for pro 
cessing to prioritize an incident within each incident queue to 
which it is assigned. FIG. 7 is a process flow diagram depict 
ing an illustrative method 700 for incident assignment and 
prioritization in response to receiving a request on behalf of 
an incident resolution agent for a next highest priority inci 
dent. The illustrative methods 300-700 will be described 
through reference to the illustrative networked architecture 
depicted in FIG. 1A, the illustrative architecture of an inci 
dent handling system 110, and the illustrative configuration 
and implementation of a incident handling server 200 as 
depicted in FIG. 2. However, it should be appreciated that the 
illustrative methods 300-700 may be performed in connec 
tion with any networked architecture and configuration 
within the scope of this disclosure. Further, while various 
operations are depicted in the process flow diagrams depicted 
in FIGS. 3-7, it should be appreciated that any of the depicted 
operations are optional and that, in various embodiments, any 
of the operations may not be performed. Depicted operations 
may also be performed in a different order. Further, in various 
embodiments, additional operations may be performed 
beyond those which are depicted. 
0054) Now referring to FIG. 3, in brief overview, at block 
305, incident handling system 110 may receive data associ 
ated with an event 116. At block 310, the incident handling 
system 110 may generate an incident based at least in part on 
the event. At block315, the incident handling system 110 may 
optionally associate one or more tags with the incident. At 
block 320, the incident handling system 110 may associate 
the incident with an incident queue. At block325, the incident 
handling system 110 may process the one or more incidents in 
the incident queue. 
0055. At block 305, the incident handling system 110 may 
receive data associated with an event 116. In some embodi 
ments, the event 116 may be a software error condition 
reported from an event reporting platform 102A, 122, a cus 
tomer or user service issue reported from an event reporting 
platform 102A, 122, and/or a hardware error condition 
reported from a device 102 or an event reporting platform 
102A, 122. 
0056. At block 310, the incident handling system 110 may 
generate an incident 117 based at least in part on the event 
116. In some embodiments, the incident handling system 110 
may evaluate the event 116 to determine whether an incident 
117 should be created. If the incident handling system 110 
determines that an incident 117 should be created, the inci 
dent handling system 110 may create a data structure of the 
incident 117 from the data associated with the event 116. 
0057. In some embodiments, an identity of an incident 117 
may be received from the ICMS 130. In some embodiments, 
the IQAPS 140 may receive the identity of the incident 117 
from the ICMS 130. The identity of the incident 118 may be 
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a referential identifier to an incident 117 stored in a repository 
150. In some embodiments, the identity of the incident 117 
may be a data structure comprising all the attributes associ 
ated with the incident 117. The incident 117 and its attributes 
may be identified for Subsequent processing. Although this 
process flow specifies a single incident, the process flow may 
also be for multiple incidents. For example, the method 300 
may be performed iteratively as necessary (e.g., to process an 
incoming stream of requests, a message queue, or even a 
batch file). 
0058. At block315, the incident handling system 110 may 
optionally associate one or more tags with the incident 117. A 
tag may be a convenient way of referencing or grouping 
incidents. Incident queue assignment rules may reference 
tags as well as incident attributes. Tags may effectively aggre 
gate a variety of similar but distinct fault codes, add flexibility 
to queue assignment, and Support short-term needs to parti 
tion certain categories of incidents 117. 
0059. In some embodiments, a tag may be a way of refer 
ence a or grouping certain incidents. Then, the queue assign 
ment rules may reference tags as well as incident attributes. 
Tags may effectively aggregate a variety of similar but dis 
tinct fault codes, add flexibility to queue assignments, and 
Support short-term needs to partition certain categories of 
incidents. In some embodiments, tag definitions may com 
prise a set of attributes that may include, but are not limited to, 
a name identifying the tag, one or more incident attribute and 
value pair(s) identifying incidents 117 to be assigned or asso 
ciated with the tag, one or more rules identifying incidents 
117 to be assigned or associated with the tag, one or more 
identifiers associated with one or more tag definition rules, a 
visual element (e.g., color or graphical icon) to be associated 
with the tag in certain user interfaces or presentations and/or 
reports, and the like. 
0060. In some embodiments, a tag may be a non-hierar 
chical keyword, value, or term associated with an incident. 
For example, a tag definition may be named “Georgia' and all 
incidents that are within the geographic boundaries of Geor 
gia may be associated with the tag. In another example, a tag 
definition may be named ATM and all incidents that are 
generated or associated with an ATM issue may be associated 
with the tag. In another example, a tag definition may be 
named “High Priority” and all incidents that are associated 
with a particular fault code may be associated with the “High 
Priority’ tag. Tags may enable the system to filter or identify 
all incidents based on the specified tag to be identified and in 
Some embodiments, only those incidents associated with a tag 
may be used processed for assignment and prioritization for 
an incident queue. 
0061. In some embodiments, tag definitions may be stored 
in and retrieved from a tag definitions repository 146. In some 
embodiments, tag assignment rules, if independent of tag 
definitions, may be stored in and retrieved from an assign 
ment rules repository 144. 
0062 Since incident queue assignment rules may make 
use of tags, tag definitions may need to be evaluated prior to 
incident queue assignment and prioritization. 
0063. In some embodiments, tag definitions may be evalu 
ated and relevant tag assignment rules may be applied to 
associate one or more tags with the incident 117. Further 
details associated with this process are described below in 
relation to FIG. 4. 
0064. At block 320, the incident handling system 110 may 
associate the incident 117 with an incident queue 118. In 
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Some embodiments, queue definitions may be evaluated and 
relevant queue assignment rules may be applied to associate 
the incident 117 with one or more incident queue(s) 118. The 
queue assignment rules may reference tags as possible con 
ditions for assignment. In some embodiments, the identity of 
the incident 117 may be used to associate the incident with an 
incident queue 118. Further details associated with this pro 
cess are described below in relation to FIG. 5. 

0065. At block 325, the incident handling system 110 may 
process the one or more incidents 117 in the one or more 
incident queues 118 with which the incident 117 is associ 
ated. In some embodiments, the incident handling system 110 
may process the one or more incident queues 118 based at 
least in part on one or more prioritization or scoring rules 
and/or scoring calculations to prioritize the incident within 
the respective incident queues 118. The prioritization or scor 
ing rules and/or scoring calculations may reference tags as 
possible conditions for prioritization. Further details associ 
ated with this process are described below in relation to FIG. 
6 

0066 FIG. 4 is a process flow diagram depicting an illus 
trative method 400 for processing to associate one or more 
tags to an incident 117 in accordance with one or more 
embodiments of the disclosure. At block 405, the incident 
handling system 110 may increment a pointer to the next tag 
definition. At block 410, the incident handling system 110 
may determine whether the processing has reached the end of 
the tag definitions. If it is determined that the end of the tag 
definitions has been reached, then the process end. If it is 
determined that the end of the tag definitions has not been 
reached, then at block 415, a pointer may be incremented to 
the next tag assignment rule. The incident handling system 
110 may determine whether the process has reached the end 
of tag assignment rules. If the process has reached the end of 
the tag assignment rule, the process may return to block 405. 
If the incident handling system 110 determines that the end of 
the tag assignment rules has not been reached, then at block 
425, the incident handling system then may evaluate whether 
the current tag assignment rule applies. If the incident han 
dling system 110 determines that the current tag assignment 
does not apply, then the process may return to block 415. If 
the incident handling system 110 determines that the current 
tag assignment rule applies, then at block 430, the tag may be 
associated with the incident 117. Once a tag has been associ 
ated with an incident 117, the processing may return to block 
405. 

0067 FIG. 5 is a process flow diagram depicting an illus 
trative method 500 for processing to associate an incident 117 
to one or more incident queues 118. At block 505, the incident 
handling system 110 may increment a pointer to the next 
incident queue definition. In some embodiments, if process 
ing of the incidents 117 occurs independent of a request from 
an incident resolution agent, then all the incident queue defi 
nitions may be evaluated to ensure assigned of an incident to 
all appropriate incident queues. If the processing of incidents 
117 occurs in response to a request from an incident resolu 
tion agent, then only incident queue definitions associated 
with the incident queue 118 associated with the incident 
resolution agent may be evaluated. In some embodiments, a 
subset of incident queues definitions (less than all of the 
available incident queue definitions) may be evaluated. In 
Some embodiments, the Subset of the incident queue defini 
tions may be evaluated in association with a set of incident 
queues being restructured or reestablished. 
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0068. At block 510, the incident handling system 110 may 
evaluate whether the process has reached the end of the inci 
dent queue definitions. Reaching the end of the incident 
queue definitions may be an indication that all the incident 
queue definitions have been processed and the process may 
end. If the incident handling system 110 determines that the 
process has not reached the end of the incident queue defini 
tions, then at block 515, the incident handling system 110 
may increment a pointer to the next incident queue assign 
ment rule associated with the current incident queue defini 
tions. At block 520, the process may determine whether the 
incident queue assignment rules have been reached. If the end 
of the incident queue assignment rules have been reached, 
then the process may return to block 505. If the end of the 
incident queue assignment rules has not been reached, then at 
block 525, the incident handling system 110 may determine 
whether the incident queue assignment rule applies. If the 
incident queue assignment rule does not apply, then the pro 
cess may return to block 515. If the incident queue assign 
ment rule does apply, then at block 530, the incident 117 may 
be associated with the current incident queue 118. In some 
embodiments, the incident 117 may be excluded from the 
current incident queue 118 based at least in part on the inci 
dent queue assignment rule. Upon associating or excluding 
the incident 117 from the incident queue 118, the process may 
return to block 505. In some embodiments, queue definitions 
may be stored in and retrieved from a queue definitions 
repository 142 and/or queue assignment rules may be stored 
in and retrieved from an assignment rules repository 144. 
0069. In some embodiments, an incident queue 118 may 
comprise a set of prioritized incidents 117 that have a com 
mon element or attributes. In some embodiments, an incident 
queue may be stored in and retrieved from an incident queues 
repository 148. Queue definitions may comprise a set of 
attributes that may include, but are not limited to, a name 
identifying the incident queue 118, one or more identifiers of 
queue assignment rules that control assignment or association 
of an incident 117 to the incident queue 118, one or more 
identifiers of prioritization and/or scoring rules that control 
prioritization of an incident 117 associated with an incident 
queue 118, and the like. 
0070 Incident queues may be a way to effectively parti 
tion incident resolution activity. Typically, a particular inci 
dent queue may be associated with one or more teams of 
incident resolution agents, each team possibly having exper 
tise with particular types of incidents. For example, a finan 
cial institution may establish three ATM-related queues as 
follows: Incident Queue 1: easy incidents for new/inexperi 
enced incident resolution agents; Incident Queue 2: cash 
related incidents for incident resolution agents experienced 
with Such issues; and Incident Queue 3: complex non-cash 
incidents requiring attention by other experienced incident 
resolution agents. 
0071. In some embodiments, incident queues may be 
stable once established. Additional incident queues 118 may 
be created for short periods of time to address particular 
needs. For example, the financial institution may utilize the 
three Incident Queue examples identified above. The finan 
cial institution may then note an increase of network-related 
incidents (e.g., a Subset of complex incidents assigned to 
Incident Queue 3). The financial institution may create a new 
incident queue for just these incidents and assign a team of 
incident resolution agents to address these in a prioritized 
manner. Then this new incident queue may be discarded after 
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the network-related incident(s) have been resolved and the 
Surge in Such incidents has diminished. 
0072. In some embodiments, incident queue assignment 
rules may be based on incident attributes, which may include 
one or more assigned tags. The type of an event 116 or the 
type of an event source (e.g., device or Software system) may 
directly determine association of the incident 117 with a 
particular incident queue 118. For example, if the value asso 
ciated with an event 116 is 12345, an incident queue assign 
ment rule may associate the incident with Incident Queue A, 
whereas if an event source is ATM, another incident queue 
assignment rule may associate the incident with Incident 
Queue B. 
0073. In some embodiments, incident queue assignment 
rules may explicitly identify certain types of incidents that 
should not be placed in a queue. For example, if event 
source-kiosk the rule may require the incident be excluded 
from Incident Queue B. 
0074 Queue assignment rules may be more complex, 
involving more than one attribute in a particular incident. For 
example, if event source=ATM and event source 
geography=Georgia and event source location retail mall, 
the rule may require the incident be associated with Incident 
Queue C. 
0075 Queue assignment rules may involve Boolean 
operations, dynamic evaluations, conditional logic, and the 
like. 
0076. In some embodiments, each queue assignment rule 
may be associated with an identifier that may then be included 
in appropriate queue definitions. In some embodiments, a 
particular rule may be associated with more than one incident 
queue. 
0077 FIG. 6 is a process flow diagram depicting an illus 

trative method 600 for processing to prioritize an incident 117 
within each incident queue 118 to which it is assigned. At 
block 605, a pointer may be incremented to the next incident 
queue 118 the incident 117 to which the incident 117 has been 
assigned. At block 610, the incident handling system 110 may 
determine whether the end of the incident queues 118 asso 
ciated with the incident 117 have been reached. If the end of 
the incident queues 118 associated with the incident 117 have 
been reached, the process may terminate. If the incident han 
dling system 110 determines that the end of the incident 
queues 118 has not been reached, then at block 615, a pointer 
may be incremented to the next prioritization and/or scoring 
rule associated with the current incident queue 118. The inci 
dent handling system 110 may determine, at block 620, 
whether the end of the prioritization rules has been reached. If 
the end of the prioritization rules have been reached, then the 
process may convert the score associated with the incident 
117 to a priority at block 635. In some embodiments, block 
635 may be optional. Block 625 may not be necessary if the 
prioritization/scoring rules define discrete priorities in the 
first place, or if the system 110 operates on a score within a 
range rather than a finite set of discrete priorities. 
0078 If the end of the prioritization rules have not been 
reached, then a determination is made at block 625 as to 
whether the current prioritization rule applies. If the prioriti 
Zation/scoring rule applies, then the process may execute the 
rule at block 630 and then proceedback to block 615. The rule 
may establish or modify a point score or assign a discrete 
priority. Unlike the application of tag assignment rules or 
incident queue assignment rules, the processing may not stop 
after the first applicable prioritization/scoring rule is encoun 
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tered for an incident queue 118. Additional applicable priori 
tization/scoring rules may modify a score up or down, so all 
rules must be evaluate/executed and applied as appropriate. 
0079. In some embodiments, the incident queue assign 
ment and prioritization may be triggered in response to a 
request from an incident resolution agent for the “next highest 
priority” incident. The ICMS 130 may not trigger the IQAPS 
140 after an incident 117 is created and placed in an appro 
priate incidents repository 150. An incident queue 118 may 
not be a non-transient data structure. Rather, an incident 
queue may be created afresh every time an incident resolution 
agent requests a “next highest priority incident. The incident 
queue 118 may be discarded after an incident 117 is assigned 
to the incident resolution agent. Since the request for a “next 
highest priority incident may be from a specific incident 
resolution agent, and in the context of a Subscription to a 
particular incident queue 118, a single incident queue 118 
may be dynamically generated (and the incidents therein 
prioritized) at a time. Another incident resolution agent Sub 
scribed to a different incident queue 118 may trigger the 
dynamic generation of a second incident queue 118. The 
same incident 117 may appear in both the first incident queue 
and the second incident queue. In some embodiments, 
mechanisms (e.g., database locking) may prevent an incident 
117 from being assigned to two different incident resolution 
agents simultaneously. 
0080 FIG. 7 is a process flow diagram depicting an illus 
trative method 700 for incident assignment and prioritization. 
At block 705, the incident handling system 110 may receive 
a request for the “next highest incident. The request may 
have been generated on behalf of an incident resolution agent 
via the incident resolution sub-system 170. 
I0081. At block 710, the incident handling system 110 may 
identify an incident queue 118. In some embodiments, the 
incident queue 118 may be identified based at least in part on 
the received request. In some embodiments, an incident reso 
lution agent may only Subscribe to one incident queue 118 at 
a time, so the incident resolution agent session may be asso 
ciated with a particular incident queue 118. In some embodi 
ments, an incident resolution agent may subscribe to multiple 
incident queues 118. In Such scenarios, a particular incident 
queue 118 may be identified in association with the received 
request. For example, the incident resolution agent may have 
specified a particular queue using an interface of the incident 
handling system 110. 
I0082. At block 715, the incident handling system 110 may 
generate an incident queue 118. In some embodiments, a 
process of the incident handling system 110 may dynamically 
generate the identified queue. In effect, this may be a pass of 
a portion of FIG. 5 across all incidents (or conceivably some 
subset) in the context of just the identified queue. The IAS 
140 functionality may be leveraged to generate the identified 
queue 118. The queue definitions for the identified queue may 
be retrieved the queue definitions repository 142 and may be 
used to determine associated queue assignment rules, which 
may be retrieved from the assignment rules repository 144. In 
some embodiments, all available incidents 117 may be pro 
cessed to generate a transient incident queue 118 in memory 
204. Available incidents 117 may include incidents that (1) 
have not been processed automatically, resolved, or closed, 
(2) are not being handled by an external entity and still within 
a service level agreement response period, and/or (3) are not 
currently assigned to another incident resolution agent. Each 
incident 117 may be processed, such as by a method as 
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described in FIG. 5. In some embodiments, if tags are utilized 
by the incident handling system 110, tags may have been 
assigned to the incidents 117 prior to the generation of inci 
dent queues 118. 
0083. At block 720, the incident handling system 110 may 
process the incident queue 118 to identify the next highest 
incident. In some embodiments, after the transient incident 
queue is generated, a process may prioritize each incident 117 
within the incident queue 118, Such as by a pass of a portion 
of FIG. 6 for just the identified queue (skipping blocks 605 
and 610 and associated looping). 
0084. At block 725, the incident handling system 110 may 
assign the next highest priority incident to an incident reso 
lution agent. The “next highest priority” incident within the 
transient incident queue may be identified and assigned to the 
incident resolution agent who sent the request. If more than 
one incident has the same priority/score, one or more rules 
may be applied to determine the “next highest priority” inci 
dent (e.g., the oldest incident may be selected as a tie 
breaker). 
0085. At block 730, the incident handling system may 
transmit the next highest incident to the incident resolution 
agent. In some embodiments, a response comprising an indi 
cation of the “next highest priority” incident may be trans 
mitted for presentation to the incident resolution agent. Once 
the incident resolution agent has received the incident 117 
and commences working on it through the incident resolution 
sub-system 170, the incident queue 118 may be discarded. 

Illustrative Interfaces 

I0086 FIG. 8 depicts an illustrative embodiment 800 of an 
incident associated with an incident queue viewed by an 
incident resolution agent. Incident queues may aid incident 
resolution agents to request the next prioritized incident from 
the incident handling system 110, which may save them time 
in searching for and identifying priority incidents that require 
attention. In FIG. 8, element 802 indicates the status of a 
current incident. Element 806 is a message that may be dis 
played to an incident resolution agent regarding the current 
status of an incident. If the incident resolution agent selects 
the next incident button 804, the incident resolution sub 
system 170 may generate a request to the incident handling 
system 110 for the next highest priority incident. 
I0087 FIG.9 also depicts an illustrative embodiment 900 
of an incident associated with an incident queue viewed by an 
incident resolution agent. Responsive to an incident resolu 
tion agent selecting the next incident button 804, the incident 
resolution sub-system 170 may present the agent with a drop 
down menu 904 to select a particularincident queue 118 from 
which to request the next highest priority incident. Displayed 
in the drop down menu 904 is an incident queue named 
“Incident Q3902. If the incident resolution agent selects the 
incident queue “Incident Q3.902 the incident handling sys 
tem 110 may identify the next highest priority incident from 
the incidents associated with the incident queue. 
0088 While various illustrative presentations of the infor 
mation and types of content have been described in connec 
tion with FIGS. 8-10, it should be appreciated that numerous 
other variations, modifications, and so forth are within the 
scope of this disclosure. Further, although specific embodi 
ments of the disclosure have been described, one of ordinary 
skill in the art will recognize that numerous other modifica 
tions and alternative embodiments are within the scope of the 
disclosure. For example, any of the functionality and/or pro 
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cessing capabilities described with respect to a particular 
device or component may be performed by any other device 
or component. Further, although specific example embodi 
ments have been presented, it should be appreciated that 
numerous other examples are within the scope of this disclo 
SUC. 

I0089 Additional types of CRSM that may be present in 
association with any of the components described herein 
(e.g., any of the components of the networked architecture 
100) may include, but are not limited to, programmable ran 
dom access memory (PRAM), SRAM, DRAM, RAM, ROM, 
electrically erasable programmable read-only memory (EE 
PROM), flash memory or other memory technology, compact 
disc read-only memory (CD-ROM), digital versatile disc 
(DVD) or other optical storage, magnetic cassettes, magnetic 
tape, magnetic disk storage or other magnetic storage devices, 
Solid-state memory devices, or any other medium. Combina 
tions of any of the above are also included within the scope of 
CRSM. 
0090 Alternatively, computer-readable communication 
media may include computer-readable instructions, program 
modules, or other data transmitted within a data signal. Such 
as a carrier wave, or other transmission. Examples of com 
puter-readable communication media, whether modulated 
using a carrier or not, include, but are not limited to, signals 
that a computer system or machine hosting or running a 
computer program can be configured to access, including 
signals downloaded through the Internet or other networks. 
For example, the distribution of software may be an Internet 
download. Note, however, as used herein, CRSM does not 
include computer-readable communication media. 
0091 Although embodiments have been described in lan 
guage specific to structural features and/or methodological 
acts, it is to be understood that the disclosure is not necessar 
ily limited to the specific features or acts described. Rather, 
the specific features and acts are disclosed as illustrative 
forms of embodiments of the disclosure. Conditional lan 
guage Such as, for example, “can.” “could “might,” or 
“may, unless specifically stated otherwise, or unless other 
wise understood within the context as used, is generally 
intended to convey that certain embodiments include, while 
other embodiments do not include, certain features, elements, 
and/or steps. Thus, such conditional language is not generally 
intended to imply that features, elements, and/or steps are in 
any way required for one or more embodiments or that one or 
more embodiments necessarily include logic for deciding, 
with or without user input or prompting, whether these fea 
tures, elements, and/or steps are included or are to be per 
formed in any particular embodiment. 

That which is claimed is: 
1. One or more computer-readable media storing com 

puter-executable instructions that responsive to execution by 
one or more processors cause operations to be performed 
comprising: 

receiving a request for a next highest priority incident; 
identifying an incident requiring resolution; 
associating the incident with an incident queue based at 

least in part on a queue assignment rule, wherein the 
incident queue is associated with one or more incidents, 
wherein the one or more incidents includes the incident; 

processing the incident queue based at least in part on a 
prioritization rule to identify one of the one or more 
incidents associated with the incident queue as the next 
highest priority incident; and 
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transmitting the next highest priority incident associated 
with the incident queue. 

2. The one or more computer-media medium of claim 1, 
wherein the incident is associated with an event that is asso 
ciated with a software system or a device. 

3. The one or more computer-readable media of claim 2, 
wherein the event is one of: 

i) a software fault, 
ii) a hardware fault, 
iii) a reported product issue, or 
iv) a reported Service issue. 
4. The one or more computer-readable media of claim 1, 

wherein the request is received from an incident resolution 
agent, and wherein the next highest priority incident is trans 
mitted to the incident resolution agent, and the operations 
further comprising: 

identifying the incident queue based on at least one of the 
request or the incident resolution agent. 

5. The one or more computer-readable media of claim 4, 
wherein the incident resolution agent is a first incident reso 
lution agent, and wherein the request is a first request, the 
operations further comprising: 

receiving a release of the next highest priority incident 
from the first incident resolution agent; 

receiving from a second incident resolution agent, a second 
request for the next highest priority incident; and 

transmitting the next highest priority incident to the second 
incident resolution agent. 

6. The one or more computer-readable media of claim 1, 
the operations further comprising: 

associating a tag with the incident based at least in part on 
a tag assignment rule. 

7. The one or more computer-readable media of claim 6, 
whereinassociating the incident with the incident queue com 
prises associating the incident with the incident queue based 
at least in part on the tag associated with the incident. 

8. The one or more computer-readable media of claim 6, 
the operations further comprising: 

generating the incident queue, wherein the incident queue 
is based at least in part on at least one of 

i) an incident categorization, 
ii) one or more tags, 
iii) one or more fault codes, 
iv) a primary servicer, or 
V) a service level. 
9. The one or more computer-readable media of claim 1, 

the operations further comprising: 
generating, in response to receiving the request for the next 

highest priority incident, the incident queue based at 
least in part on a queue definition. 

10. The one or more computer-readable media of claim 9. 
wherein the incident queue is a first incident queue, the opera 
tions further comprising: 

generating a second incident queue based at least in part on 
a second queue definition. 

11. The one or more computer-readable media of claim 10, 
wherein the queue assignment rule is a first queue assignment 
rule, the operations further comprising: 

associating the incident with the second incident queue 
based at least in part on a second queue assignment rule; 
and 

processing the second incident queue to identify the next 
highest priority incident. 
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12. The one or more computer-readable media of claim 11, 
the operations further comprising: 

receiving an indication of a status change associated with 
the incident; and 

reprocessing the first incident queue and the second inci 
dent queue in response to the indication of the status 
change. 

13. The one or more computer-readable media of claim 1, 
the operations further comprising: 

generating a respective score associated with each of the 
one or more incidents associated with the incident queue 
based at least in part on a scoring rule; and 

processing the incident queue based at least in part on the 
respective score associated with each of the one or more 
incidents to identify the respective score associated with 
the next highest priority incident score. 

14. The one or more computer-readable media of claim 1, 
the operations further comprising: 

discarding the incident queue responsive to transmitting 
the next highest priority incident. 

15. The one or more computer-readable media of claim 1, 
wherein the incident is a first incident, the operations further 
comprising: 

identifying a second incident requiring resolution; and 
associating the second incident with the incident queue 

based at least in part on the queue assignment rule, 
wherein the one or more incidents further includes the 
second incident. 

16. A method, comprising: 
receiving, by an incident handling system comprising one 

or more computers, a request for a next highest priority 
incident; 

identifying, by the incident handling system, an incident 
requiring resolution; 

associating, by the incident handling system, the incident 
with an incident queue based at least in part on a queue 
assignment rule, wherein the incident queue is associ 
ated with one or more incidents, wherein the one or more 
incidents includes the incident; 

processing, by the incident handling system, the incident 
queue based at least in part on a prioritization rule to 
identify one of the one or more incidents associated with 
the incident queue as the next highest priority incident; 
and 

transmitting, by the incident handling system, the next 
highest priority incident associated with the incident 
queue. 

17. The method of claim 16, wherein the incident is asso 
ciated with an event that is associated with a software system 
or a device. 

18. The method of claim 17, wherein the event is one of: 
i) a software fault, 
ii) a hardware fault, 
iii) a reported product issue, or 
iv) a reported service issue. 
19. The method of claim 16, wherein the request is received 

from an incident resolution agent, and wherein the next high 
est priority incident is transmitted to the incident resolution 
agent, further comprising: 

identifying, by the incident handling system, the incident 
queue based on at least one of the request or the incident 
resolution agent. 
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20. The method of claim 19, wherein the incident resolu 
tion agent is a first incident resolution agent, and wherein the 
request is a first request, further comprising: 

receiving, by the incident handling system, a release of the 
next highest priority incident from the first incident reso 
lution agent; 

receiving, by the incident handling system, from a second 
incident resolution agent, a second request for the next 
highest priority incident; and 

transmitting, by the incident handling system, the next 
highest priority incident to the second incident resolu 
tion agent. 

21. The method of claim 16, further comprising: 
associating, by the incident handling system, a tag with the 

incident based at least in part on a tag assignment rule. 
22. The method of claim 21, wherein associating the inci 

dent with the incident queue comprises associating the inci 
dent with the incident queue based at least in part on the tag 
associated with the incident. 

23. The method of claim 21, further comprising: 
generating, by the incident handling system, the incident 

queue, wherein the incident queue is based at least in 
part on at least one of 

i) an incident categorization, 
ii) one or more tags, 
iii) one or more fault codes, 
iv) a primary servicer, or 
V) a service level. 
24. The method of claim 16, further comprising: 
generating, by the incident handling system, in response to 

receiving the request for the next highest priority inci 
dent, the incident queue based at least in part on a queue 
definition. 

25. The method of claim 24, wherein the incident queue is 
a first incident queue, further comprising: 

generating, by the incident handling system, a second inci 
dent queue based at least in part on a second queue 
definition. 
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26. The method of claim 25, wherein the queue assignment 
rule is a first queue assignment rule, further comprising: 

associating, by the incident handling system, the incident 
with the second incident queue based at least in part on 
a second queue assignment rule; and 

processing, by the incident handling system, the second 
incident queue to identify the next highest priority inci 
dent. 

27. The method of claim 26, further comprising: 
receiving, by the incident handling system, an indication of 

a status change associated with the incident; and 
reprocessing, by the incident handling system, the first 

incident queue and the second incident queue in 
response to the indication of the status change. 

28. The method of claim 16, further comprising: 
generating, by the incident handling system, a respective 

score associated with each of the one or more incidents 
associated with the incident queue based at least in part 
on a scoring rule; and 

processing, by the incident handling system, the incident 
queue based at least in part on the respective score asso 
ciated with each of the one or more incidents to identify 
the respective score associated with the next highest 
priority incident score. 

29. The method of claim 16, further comprising: 
discarding, by the incident handling system, the incident 

queue responsive to transmitting the next highest prior 
ity incident. 

30. The method of claim 16, wherein the incident is a first 
incident, further comprising: 

identifying, by the incident handling system, a second inci 
dent requiring resolution; and 

associating, by the incident handling system, the second 
incident with the incident queue based at least in part on 
the queue assignment rule, wherein the one or more 
incidents further includes the second incident. 
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