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ABSTRACT

An apparatus that searches for a pattern in a signal is disclosed. The apparatus can be used to implement a real time trigger in an instrument such as a high speed oscilloscope. The apparatus includes a symbol generator and a finite state machine (FSM). The symbol generator receives an ordered sequence of signal values and converts the ordered sequence of signal values into an ordered sequence of symbols, each symbol having a plurality of states. The FSM receives the ordered sequence of symbols and generates a match signal if the ordered sequence of symbols includes a target sequence specified by a regular expression that includes a counting limitation on one of the symbol states. The FSM includes a counting state that includes a counter that counts instances of the one of the symbol states.
REAL TIME TRIGGER USING A FINITE STATE MACHINE HAVING A COUNTING STATE

BACKGROUND

[0001] Measurement instruments that measure, record, process a signal, and display the results of the processing are known to the art. For example, a digital oscilloscope measures the amplitude of a signal as a function of time and displays a portion of the observed signal as a graph of signal amplitude as a function of time. Modern digital oscilloscopes can measure a signal at a rate of close to 100 Gigasamples/second in each of a plurality of measurement channels. To generate data at this rate, the signal is typically digitized using a bank of sample and hold circuits that sample the signal in successive time slots. Each sample and hold circuit feeds a high speed analog-to-digital converter (ADC) that stores its output in a high speed memory bank that is assigned to that ADC.

[0002] Only a small fraction of this data is typically of interest. Hence, some form of “trigger” is utilized to define the beginning of a region of interest in the signal. When the trigger is detected, the instrument records the signal from the trigger to some point in time that depends on the storage capacity of the memory banks. Simple triggers such as detecting a rising edge in the signal can be implemented in hardware in real time. A trigger system that can consume samples as fast as the bank of ADCs can generate the samples will be referred to as a real time trigger system. However, more complex triggers must rely on storing a data sequence and then examining the sequence using hardware that is too slow to operate in real time. In such schemes, a real time trigger is used to define some preliminary trigger event. The instrument then records the data from that trigger point to some predetermined number of samples. The recorded data is then examined by a more complex trigger system to determine if the more complex trigger is present. Such secondary trigger systems are referred to as post acquisition triggers (PATs). If the complex trigger is found, the instrument displays the data starting with that trigger. If the complex trigger pattern is not found, the process is repeated. During the time the PAT is operating on the stored data, the instrument is not acquiring any new data, and hence, the instrument is “blind” for that period of time. The blind time is typically a large fraction of the total operating time, and hence, a signal of interest can be lost.

[0003] In co-pending U.S. patent application Ser. No. 14/313,884, a scheme for using finite state machines (FSMs) to implement a trigger system for complex trigger criteria is disclosed. In that invention, the digitized signal values are first converted to a sequence of symbols that have much fewer states than the digitized signal values. For example, a 12 bit ADC-generated value can be reduced to three symbols, L, M, and H by comparing the signal values to three ranges of values. A trigger is defined as a sequence in the symbol sequence that satisfies a predetermined regular expression. The FSM-implemented trigger system operates on the resultant sequence of symbols. Many triggers of interest can be expressed as patterns on these symbols. Since the number of states is small, the memory requirements for the resultant FSM are significantly reduced. To achieve real time processing speeds, FSMS that operate on words having a plurality of symbols in each word are used, so that the number of symbols consumed in each clock cycle matches the rate at which the symbols are generated by the ADCs. Even in systems in which the rate of consumption is less than that required for real time processing, the processing time can be reduced from that associated with PATs, and hence, the blind time is significantly reduced. Triggering systems that implement triggers in which the trigger pattern is specified in terms of the time a symbol is repeated present significant challenges. The present invention is directed to systems for implementing such triggers.

SUMMARY OF THE INVENTION

[0004] The present invention includes an apparatus that searches for a pattern in a signal. The apparatus includes a symbol generator and an FSM. The symbol generator receives an ordered sequence of signal values and converts the ordered sequence of signal values into an ordered sequence of symbols, each symbol having a plurality of states. The FSM receives the ordered sequence of symbols and generates a match signal if the ordered sequence of symbols includes a target sequence specified by a regular expression that includes a counting limitation on one of the symbol states. The FSM includes a counting state that includes a counter that counts instances of the one of the symbol states.

[0005] In one aspect of the invention, the FSM is characterized by an input word and an FSM clock period. The FSM processes one input word during each FSM clock period, and the input words include a plurality of the symbols.

[0006] In another aspect of the invention, the counting limitation includes a requirement that a precise number of instances of one of the symbol states be present in the target sequence. In yet another aspect of the invention, the counting limitation includes a requirement that more than a specified number of instances of one of the symbol states be present in the target sequence. In a still further aspect of the invention, the counting limitation includes a requirement that more than a first specified number of instances of one of the symbol states and less than a second specified number of instances of the one of the symbol states be present in the target sequence.

[0007] In another aspect of the invention, the FSM has a memory that stores a state table that specifies a next state for the FSM based on a present state for the FSM, and the input word currently is processed by the FSM. The state table specifies first and second next states for the FSM when the FSM is in the counting state. The FSM chooses one of the first and second next states based on whether the counting limitation has been satisfied. In a further aspect of the invention, the counting limitation is not satisfied if the counter has a value less than a first value or greater than a second value, and the one of the first and second states that the FSM chooses also depends on whether the counter is less than the first value or greater than the second value.

[0008] In yet another aspect of the invention, the apparatus also includes a symbol digitizer and a symbol memory, the signal generator receiving a signal and generating the ordered sequence of signal values therefrom. The ordered sequence of signal values is stored in the symbol memory. In one aspect of the invention, the signal digitizer generates a first number of signal values during each FSM clock period, each of the first number of signal values being converted to a corresponding symbol during one FSM clock period. The FSM processes the first number of symbols as a single input word during one FSM clock period.

[0009] In a still further aspect of the invention, the apparatus includes a display controller and a display, the display
controller displaying a portion of the signal values on the display in response to the FSM generating the match signal.

[0010] In yet another aspect of the invention, the FSMS is a Mealy FSM.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] FIG. 1 illustrates a digital oscilloscope system that utilizes an FSM-based trigger system to implement a real-time trigger.

[0012] FIG. 2 illustrates an FSMS that searches for regular expression [L]*H+M+[3,4] L*M*.

[0013] FIG. 3A illustrates the state diagram for a counter extended FSMS for detecting the glitch sequence [T]*L+M+H[m] M*L.

[0014] FIG. 3B illustrates the state diagram for a counter extended FSMS for detecting the glitch sequence [T]*L+M+H[m] M*L.

[0015] FIG. 3C illustrates a counter extended FSMS for the glitch sequence [T]*L+M+H[m,n] M*L.

[0016] FIG. 4 illustrates a base FSMS for a two symbol input word that searches for the sequence shown in FIG. 3A.

[0017] FIG. 5 illustrates the portion of the hardware that implements an FSMS according to the present invention.

[0018] FIG. 6 illustrates a base FSMS for a two symbol input word FSMS that counts an odd number of Hs.

[0022] The trigger patterns that can be defined in the present invention are limited to patterns that can be defined by regular expressions. For the purposes of the present discussion, a regular expression is defined to be a sequence of characters that defines a search pattern. Given a regular expression, an FSMS that executes the search so defined exists, and there are procedures for automatically generating that FSMS. It should also be noted that there is more than one FSMS that is capable of performing the search for any given regular expression.

[0023] An FSMS is a machine that has a plurality of states connected by "directed edges". At each processing cycle, the FSM moves from its current state to a next state when a new input word is received by the FSM. Hence, each edge has one or more input values associated with that edge. When the FSM receives an input word having a value equal to the value corresponding to an edge, and the FSM is in the state associated with the input side of the edge, the FSM changes to the state associated with the output side of the edge. The FSM then proceeds to process the next input word. Certain transitions give rise to the FSM reporting a match that includes information associated with the transition. The transition may be the entry into a particular state or the entry into that state by a specified edge. For the purposes of the present discussion, the processing cycle is complete when the FSM has moved to its new state and made any required reports.

[0024] As noted above, a regular expression is defined to be a sequence of characters that defines a search pattern. Each character in the expression is either a regular character with its literal meaning or one of a predetermined number of metacharacters that have a special meaning. For example, the metacharacter "|" denotes an alternative. The regular expression "ab" satisfies a by a or b. The metacharacters "+", "*", and "+" quantify the preceding element. Metacharacter "?" is satisfied if the preceding element occurs zero or one time, "*" is satisfied if the preceding element occurs zero or more times, and "+" is satisfied if the preceding element occurs one or more times. Many patterns of interest require the repetition of some string. The expression that is to be repeated is surrounded (grouped) by ( ) if there is more than one character, or more than one character range in the expression. Metacharacters "[" and "]" are used to create character classes, such as [L,M,H], "-" is used to represent negation, i.e., [L], everything but "L". To specify that the expression is to be repeated m times, \[m\] is used after the expression. To specify an expression that is to be repeated at least m times, \[m\] is used after the expression. To specify a range between \n\m, the expression is followed by \[m,n\].

[0025] In terms of this notation, a regular expression for a rising edge is \[L+M+H\], i.e., one or more Ls followed by zero or more Ms followed by an H. Similarly, a regular expression for a falling edge is \[H+M+L\]. A regular expression for either a rising or falling edge is \[H+M+L\]. A regular expression for either a rising or falling edge is \[H+M+L\]. Additional features of interest in defining trigger sequences are state transitions, glitches, and runt pulses. A state transition occurs when the waveform, having been established in one of the logic states, switches to the other state and becomes established there. A glitch occurs when the waveform, having been established in one logic state, moves into the indeterminate region but then returns to the first logic state without ever having crossed the other logic state threshold.
One challenge that must be overcome to provide practical triggers using FSMs is creating space efficient counters for use in the triggers. For example, a glitch trigger, must only trigger when the width of the pulse is less than a certain time. Similarly, an edge followed by a second edge should only trigger when the time between the edges is greater than a predetermined time. In a digital oscilloscope, or other similar instruments based upon ADC's, the amount of time passed between events of interest is equivalent to the number of samples. For example, at 1 Gigasample/second, a sample is generated every nanosecond, and hence, the passage of time is equivalent to counting the number of samples.

For example, a glitch trigger can be defined by the regular expression \([L]^*[M]+[H][3,4]\) \(M^*L\). That is, zero or more symbols that are not \(L\), i.e., \(M\) or \(H\), followed by one or more \(L\) followed by zero or more \(M\), followed by between three and four \(H\)s followed by zero or more \(M\)s and an \(L\). Refer now to FIG. 2, which illustrates an FSM that searches for this regular expression. The final reporting state is indicated by the double circle around the state. In this example, the counting feature is implemented by inserting additional states into the FSM, namely states S3-S5. This is a viable approach for small values of the counter. At 1 Gigasample/second, this FSM will trigger on a glitch having a width between 3 ns and 4 ns. However, this approach is not efficient when the count is significantly larger. For example, a glitch that is defined as being in the high state for a microsecond would require a thousand states.

A second problem relates to the need to match the processing rate of the trigger generator to the rate at which the input signal is being sampled and digitized. Consider a system in which samples are digitized at a rate of 6.4 Gigasamples/second. An FSM implemented in a programmable gate array is limited to running at a clock rate of 400 MHz. Hence, the FSM must operate on an input word that is 16 samples wide to keep up with the ADC bank. Counting symbols presents significant challenges when the word size processed by the FSM is large. A wide word FSM must be able to recognize data changes at any alignment in the incoming data. For simplicity, consider a four symbol system where four symbols arrive on each FSM clock edge. Consider the regular expression discussed above for a glitch that is required to count H symbols. The FSM must be able to detect the sequence of Hs independent of the alignment of the symbols in the four-symbol input word. That is, the input word that commences a string of Hs could be \('LMML'\) followed by four words of \('HHHH'\) followed \('1MML\'), i.e., \(18\ 'H'\) symbols. However, the same sequence could arrive on a different word boundary such as \('LMHH'\) then four lots of \('HHHH'\) then \('MML\'). This is also \(18\ 'H'\) symbols, but on a different alignment. Hence, any mechanism for counting a symbol must deal with all of the possible alignments of the symbol sequence within the multi-symbol input words.

A third problem that must be overcome with multiple symbol input words is the need to count samples, not FSM clock cycles. If the word size is one and the FSM consumes one symbol per clock cycle, then counting clock cycles of the FSM is equivalent to counting samples. When the number of symbols per FSM clock cycle is greater than one, counting FSM clock cycles is equivalent to counting multiple samples.

A fourth problem that must be overcome is the need for the FSM to consume a multi-symbol word every FSM clock cycle. Hence, the hardware cannot take two or more clock cycles to make a transition. The FSM must be able to calculate the next state in a single FSM clock cycle and on each and every subsequent FSM clock cycle.

Finally, the counting hardware must support the different styles of counters. There are three fundamentally different styles of counting in regular expressions:

1. \([m]\) match exactly \(m\) times
2. \([m]\) match at least \(m\) times
3. \([m,n]\) match at least \(m\) times but no more than \(n\) times

The first problem can be solved by using an extended FSM that includes a counting function associated with one or more states. Such states will be referred to as counting states in the present discussion. Each counting state has a counter associated with that state. The counter is reset to a particular value when the FSM enters that counting state. The count is incremented or decremented each time a particular input word is input to the FSM when the FSM is in that counting state. The choice of the next state executed by the FSM upon receiving a particular input word when the FSM is in the counting state depends on the count in the counter at the time the input word is received. In general, there will be one set of edges leaving the counting state if the count satisfies a predetermined condition, and there will be another set of edges corresponding to the case in which the count does not satisfy this condition. In the following discussion, the predetermined condition will be referred to as the count satisfied condition.

To simplify the following discussion, each of the counting styles discussed above will be discussed with reference to FSMs in which only one symbol is processed at each FSM clock cycle. The manner in which these FSMs can be utilized to define an FSM for a multi-symbol input word will then be discussed.

Refer now to FIG. 3A, which illustrates the state diagram for a counter extended FSM for detecting the glitch sequence \([L]^*[M]+[H][3,4]\) \(M^*L\). In this embodiment, state S3 references a counter that is initially loaded with the value \(m-1\) when the trigger is armed. Each time S3 is entered in response to an input of H, the counter is decremented by \(1\). The count satisfied condition for this case is \(C=0\), where \(C\) is the count in the associated counter. The next state upon the receipt of a symbol by S3 now depends not only on that symbol, but also on the state of the counter after any decrement operation has been completed. If the count satisfied condition is met, the next state is the state transition shown by the solid line edges leaving S3. If the count satisfied condition is not met, the transitions shown by the dotted edges are taken. A state table for the FSM in FIG. 3A is shown in Table 1 which shows the next state as a function of the current state, input symbol, and whether or not the count satisfied condition has been met. For reasons that will be explained in more detail below, a next state as a function of the counter value is provided even for states that do not reference the counter so that all states have the same format. The next state values for the cases in which the count satisfied condition has not been met are shown in the columns marked "x". The next state values for the cases in which the count satisfied condition has been met are shown in the columns marked "✓".
TABLE 1

<table>
<thead>
<tr>
<th>Current state</th>
<th>S0</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>L</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>M</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>H</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

In the above example, there is only one counter, and hence, the identity of the counter does not need to be shown. However, in many cases of interest, there will be multiple counters. Hence, the identity of the counter corresponding to each state is stored in the state table or an associated table.

TABLE 2

<table>
<thead>
<tr>
<th>Current state</th>
<th>S0</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5 (Match)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>L</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>M</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>H</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The third type of counting style presents additional challenges. Consider the glitch sequence $[I]*L+M*H\{m,n\} M*L$. The count condition is satisfied when the counter value is greater than or equal to $m$ and less than or equal to $n$. There are two cases in which this condition is not met. The first corresponds to the count being less than $m$, and the second corresponds to the count being greater than $n$. If an $H$ is received during the first case, the state loops back to itself and the count is incremented or decremented, as the condition could still be met. In the second case, the FSM returns to S0, i.e., the search failed. During the operation in which the condition is met, an $H$ causes a loop back to S3. Hence, there are three different cases for an $H$ when the FSM is in state S3. Refer now to FIG. 3C, which illustrates a counter extended FSM for the glitch sequence $[I]*L+M*H\{m,n\} M*L$. If the count is less than $m$, and an $H$ is received, the count condition is not satisfied and the edge loops back to S3, as shown by the dotted loop on S3. If the count is greater than $n$, the edge marked $H'$ is taken. If the count is between $m$ and $n$, the count satisfied condition is met, and an additional $H$ is merely added to the counter as indicated by the solid loop back to S3.

TABLE 3

<table>
<thead>
<tr>
<th>Current state</th>
<th>S0</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5 (Match)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>L</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>M</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>H</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

It should be noted that the entry for $H$ and the count condition satisfied will never be taken while $I$ is true, hence, the value stored there has no effect on the operation of the FSM. When the count reaches $m$, $I$ is set to false, and hence the column entries for $H$ are reversed.

In summary, the state tables for any of the three counting styles can be constructed by having at least two columns for the counting state. The choice of column is determined by a first flag that indicates whether the count satisfied condition has been met. In some cases, a second flag that indicates the manner in which the count satisfied condition has not been met is needed. This flag can be used in
conjunction with a third column to pick the next state by selecting which of the count condition not satisfied next states is the correct one. In some cases, the third column can be eliminated by using the second flag to reverse the entries in the two column table depending on the manner in which the count condition is not satisfied.

The above-described embodiments allow the counting function to be implemented without significantly increasing the number of states in the FSM. The computational engine needs to have one counter for each counting function in the regular expression that is operative at any given time. In addition, the state table must be expanded to include an entry for each counted enhanced state to provide the next state for the two different count possibilities. One provides the next state if the count is satisfied, and one provides the next state if the count has not been satisfied. The above-described embodiments are single trigger FSMs in that once the reporting state is achieved, the trigger stops functioning until it is reset. Embodiments in which the trigger operates in a continuous manner will be discussed in more detail below.

While the above-described embodiments provide improvements over embodiments in which a new state is added for each possible count in a regular expression, these embodiments still only process one symbol per FSM cycle. To provide a significant speed improvement in finding the target sequence, an FSM that processes multiple samples per FSM clock cycle is required.

One method for constructing a state table for a multi-symbol FSM that includes counting states and searches for a sequence that satisfies some predetermined regular expression starts from an FSM that processes one symbol per FSM clock cycle and searches for the sequence in question. Using this one symbol FSM, an intermediate one symbol FSM is constructed by expanding the counting states in the one symbol FSM. This expanded FSM will be referred to as a base FSM for an FSM that processes w symbols per symbol. The base FSM is a construct that allows one to construct the state table for the multi-symbol FSM.

To generate a base FSM for a multiple symbol input word, the base FSM for a single symbol input word must first be expanded. The expansion introduces additional counted states for each counted state in the single symbol input word FSM. After the expansion, the number of counted states corresponding to a given counted state in the single symbol FSM is equal to the number of symbols in the input word. Each counted state corresponds to a different alignment of the counted symbols within the input word when the counted state is entered.

Consider a two symbol input word for the sequence shown in FIG. 3A. The base FSM for this case is shown in FIG. 4. State S3 is expanded into two states, S3A and S3B. The state counting H input symbols could be entered in response to an input word XH, or IH, where X is either L or M. State 3A counts H symbols that enter via input words of the form XH. This counter will be referred to as the odd count state. State S3B counts H symbols that enter via an input word of IH. This state will be referred to as the even count state. Once a given counting state has been entered, there are three possibilities. The next input word could be HX, IH, or XX', where X' can be either L or M. If XX' is received, by either state, the count fails by definition. So only the first two possibilities need to be examined. Consider the case in which HX is received by the odd counter, S3A. The counters in the base FSM each count in units of two. On entry into S3A, the counter is reset to the value corresponding to a count of m, namely m/2-1. This reset operation is indicated by the (r-m) tag on the edge in question. On entering the odd state via an H, one count was in effect registered, even though only one H of the pair has been seen. In essence, the state owes one H to actually complete the count. Hence, the counter will either have just reached the desired count on the last HH input word or it is still in need of processing a further HH to complete the count. In the latter case, the fail transition is taken, since the X was received before the desired count was obtained. In the former case, the state table will have an exit transition for the next H. In effect, the H completes the missing symbol from the first pair. Hence, the odd counter will have an output edge on count satisfied for any word of the form HX. State S3B is entered in response to an input word of HH. This counter is likewise reset to the value corresponding to m.

While the base FSM has two counted states, these states can be implemented using a single counter, since only one of the states will be operative at any given time. If two different counters are used, then the counter for state S3 must be reset to zero on entry from the edge connecting S3A to S3B. This guarantees that S3B will not start counting any additional Hs instead of taking the failed edge on another H. If a single counter is used, then the counter that was used for S3A will already have counted down to zero, and hence, no reset is needed.

The manner in which the state table for the multi-symbol FSM is constructed from the base FSM will now be explained in more detail. The number of possible input words for a w symbol wide FSM is N^w, where N is the number of single step symbols. In the current example, 4=2 and N=3; hence, there are nine possible two symbol input words. For each state and each possible input word, the path starting at the state and traversed by the mini-path represented by that input word is determined with reference to the base FSM. For example, if the current state is S0 and the input word LM is received, the next state will be S2, as the FSM first transitions to S1 on the first symbol and then to S2 on the second symbol. If the FSM is currently at state S2 and XH is received, the FSM will transition to S3A and decrement the counter. If on the other hand, HH was received, the FSM would transition to S3B and then decrement the counter.

Refer now to Table 3, which is the state table for the regular expression shown in Table 1 for a word size of two symbols per FSM clock cycle.

<table>
<thead>
<tr>
<th>Input</th>
<th>S0</th>
<th>S1</th>
<th>S2</th>
<th>S3A</th>
<th>S3B</th>
<th>S4</th>
<th>(Match)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LL</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>LM</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>LH</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>ML</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MM</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MH</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>HL</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>HM</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>HH</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The above described embodiments refer to a counter whose contents are examined to determine if a count condi-
tion has been satisfied. If a single count register is utilized, the register can be incremented until it matches a value stored in another register, e.g., \( m/w-1 \). Alternatively, the register can be reset to the desired value and decremented on each clock cycle. This second alternative is preferred because testing the contents of the register for zero can be done more economically.

For counted states of the third type, i.e., \( \{m,n\} \), a single counter can also be utilized. The counter is first loaded with the value corresponding to \( m \), and the flag that indicates that the count condition has been achieved is set to false. After the counter counts down to zero, the counter is reset to the value corresponding to \( n \), and the flag is set to true. When the counter again counts down to zero, the flag is reset to false.

Alternatively, a two register counter could be utilized in which the first register is loaded with a value related to \( m \) and the second is loaded with a value related to \( n \). Two flags are used to keep track of whether the count condition is satisfied, and if not, which non-satisfied state is present, i.e., count below the \( m \) value or above the \( n \) value.

The present invention is preferably implemented in custom computer hardware to provide the desired speed. Refer now to FIG. 5, which illustrates the portion of the hardware that implements an FSM according to the present invention. The state table for FSM processor 30 is stored in a memory 35 which is loaded by trigger generator 16 shown in FIG. 1. The type of trigger is specified by the user input to trigger generator 16. The symbols of the current word are loaded into a counter input word generator 32 which together with the current state of the FSM which is stored in register 33 to determine an address in memory 35 at which the next state values for the count satisfied and count not satisfied entries are located together with any information associated with the next state such as reset values for the counter and flags that determine which of the two entries is to be used. The choice of column is made by controller 38 which generates a selection signal that is input to multiplexer 36 which receives the two possible values.

Controller 38 controls counter 37. Controller 38 receives signals defining the count mode and the values to be loaded into counter 37 when the counter is reset. Controller 38 loads a starting value into counter 37 when required either by the start of the trigger or reset instructions associated with the state output from multiplexer 36. Counter 37 is incremented on each clock cycle and controller 38 tests the contents of counter 37 to determine if the counter stored therein is now zero. Controller 38 also includes the flags discussed above. The first flag determines if the condition specified by the mode and values of \( m \) and \( n \) has been satisfied. Controller 38 also sets the second flag needed to process a \( \{m,n\} \) count condition.

As noted above, a trigger generator according to the present invention may include a number of counters. In many cases of interest such as the glitch sequence trigger, a single hardware counter is sufficient, since only one counting state is operating at any time. However, a state table with more than one active counter could be utilized for a particular trigger sequence. In this case, counter 37 would be replaced by a plurality of counters and the current state would specify which counter is to be used for that state transition.

To simplify the address generation, each state in the state table is assigned two next state entries for each possible input word. If the state does not depend on the count in counter 37, both entries are identical. Alternatively, controller 38 can be programmed to take the first of the two entries unless the current state is a counting state. Strategies to remove this redundant information via compression techniques can also be employed.

Refer again to FIG. 1. As noted above, the ADC's 12 operate in banks to achieve the necessary throughput for a high speed instrument. In one aspect of the invention, the symbol generator 15 also includes a bank of symbol generators that create a corresponding group of symbols that become the input symbols to the multi-symbol FSM of the present invention. For example, an instrument having a bank of 16 ADC's generates 16 consecutive time samples each FSM clock cycle. These 16 time samples are then converted to 16 consecutive symbols that are loaded into the input word trigger generator 16. The FSM clock period is set to be less than or equal to the clock in the ADC's in embodiments in which the FSM provides a real time trigger.

To achieve the desired trigger speeds, the number of symbols in an input word must at least match the number of symbols generated by the bank of ADC's in the instrument. The amount of memory needed to store the state table increases exponentially with the number of symbols in the multi-symbol input word to the FSM. Hence, FSM designs that reduce the memory requirements are preferred.

Refer again to the FSM shown in FIG. 3A. With one symbol input word, the state table for this FSM has three rows and ten columns in embodiments in which each state stores a two entry next symbol value. The corresponding FSM with a 16 symbol input word requires 310 rows and 30 columns corresponding to the 15 states. The maximum number of different rows that can be created from the 30 columns is less than 302 or 900, since the four columns are identical for the non-counted states. Hence, the state tables must have a large number of cases in which the row for one input word is the same as the row for another input word with the exception of the input word in the first column. This redundancy can be used to reduce the size of the memory needed by storing a reduced table that has only the unique rows with the input word replaced by a key value. A correspondence table that stores the correspondence between the input words and the key values is then used to access the reduced table. The correspondence table has one column that is indexed by the input word. Hence, this compressed version of the state table reduces the memory requirements by roughly a factor of 30 at the expense of a table lookup that is performed in address generator 34 shown in FIG. 5.

This form of table compression is particularly well suited to the type of state table generated by multi-symbol FSMs. However, other forms of table compression could also be utilized to further reduce the size of the state table.

The above-described embodiments of the present invention utilize Moore FSMs in which the FSM stops when a match is found. In a Moore FSM, the output values are determined solely by the current state of the FSM. That is, the FSM reports a match when it enters a state no matter how it got to that state. In a Mealy machine, the output depends on the current state and the current inputs. Hence, a Mealy machine reports on a particular edge being taken. In a Mealy machine, a state may report a match if entered by one edge, but not if entered by another edge. Mealy machines can also be used for implementing the present invention. For triggers in which the trigger is to operate continually without resetting, a Mealy FSM is preferred. First, a non-stopping trigger can have transitioned through a matching state on a w-symbol.
path, while reporting on the edge that passes through the matching state. Secondly, the Mealy machine is more compact. Third, a Mealy machine can be made to match and return to the start state all in one transition. For example, in a Moore machine which repeats S5 is both a match state and the next pass through the start state, which is not ideal.

[0064] In a Mealy FSM embodiment of the present invention, the edges carry the information about incrementing counters and whether a match has occurred instead of associating this information with entering a particular state. The Mealy FSM embodiments are also generated from a base FSM. Each state of the multi-symbol FSM corresponds to a w-symbol path within the base FSM. An intermediate stop on that path may trigger a count operation or match report. Hence, the two edges that terminate on the same state in the base FSM can correspond to different counting and reporting behaviors even though the two paths end on the same state.

[0065] As noted above, a multi-symbol FSM counting state counts in units of the word size. That is m and n must be divisible by the word size w, and the counters are incremented or decremented by w. If an or n value that is not a multiple of w is desired, the state table can be augmented instead of the appropriate number of additional states that consume the needed symbols. The state table can be constructed from a base FSM by inserting one or more additional states that are entered on the receipt of another symbol of the type being counted. Refer now to FIG. 6, which illustrates a base FSM for a two symbol input word FSM that counts an odd number of Hs. The base FSM is obtained by adding the state S6 after state S3B. Hence, one additional H must be received before the trigger fires. Alternatively, the additional states could be added before S3A and/or after S3A. For an \( \{m,n\} \) counter, the extra states are added before S3A. For an \( \{m,n\} \) counter, the states may have to be added both before S3A and after S3B depending upon the required values of m and n. For values of n which are smaller than m plus w additional symbols then additional states can also be utilized instead of the second counter to construct an FSM that counts correctly, for example between values of m=33 and n=35 on a four symbol per clock FSM.

[0066] The FSM of the present invention is preferably implemented in special purpose hardware to implement the speed needed to implement a real-time trigger for a high speed oscilloscope or similar instrument. However, embodiments could be implemented on general purpose data processing systems if the speed of the incoming data stream was sufficiently low.

[0067] The above-described embodiments of the present invention have been provided to illustrate various aspects of the invention. However, it is to be understood that different aspects of the present invention that are shown in different specific embodiments can be combined to provide other embodiments of the present invention. In addition, various modifications to the present invention will become apparent from the foregoing description and accompanying drawings. Accordingly, the present invention is to be limited solely by the scope of the following claims.

What is claimed is:

1. An apparatus comprising:
   a symbol generator that receives an ordered sequence of signal values and converts said ordered sequence of signal values into an ordered sequence of symbols, each symbol having a plurality of states; and
   a finite state machine (FSM) that receives said ordered sequence of symbols and generates a match signal if said ordered sequence of symbols includes a target sequence specified by a regular expression that includes a counting limitation for one of said symbols, wherein said FSM includes a counter state including a counter that counts instances of said one of said symbols.

2. The apparatus of claim 1 wherein said FSM is characterized by an input word and an FSM clock period, and wherein said FSM processes said input word during each FSM clock period, said input word comprising a plurality of said symbols.

3. The apparatus of claim 1 wherein said counting limitation comprises a requirement that a precise number of instances of one of said symbol states be present in said target sequence.

4. The apparatus of claim 1 wherein said counting limitation comprises a requirement that more than a specified number of instances of one of said symbol states be present in said target sequence.

5. The apparatus of claim 1 wherein said counting limitation comprises a requirement that more than a specified number of instances of said symbol states and less than a second specified number of said instances of said one of said symbols be present in said target sequence.

6. The apparatus of claim 1 wherein said FSM has a memory that stores a state table that specifies a next state for said FSM based on a present state for said FSM and said input word currently being processed by said FSM, said state table specifying first and second next states for said FSM when said FSM is in said counting state, said FSM choosing one of said first and second next states based on whether said counting limitation has been satisfied.

7. The apparatus of claim 6 wherein said counting limitation is not satisfied if said counter has a value less than a first value or greater than a second value, and wherein said one of said first and second next states that said FSM chooses also depends on whether said counter is less than said first value or greater than said second value.

8. The apparatus of claim 1 further comprising a signal digitizer and a signal memory, said signal digitizer receiving a signal and generating said ordered sequence of signal values therefrom, said ordered sequence of signal values being stored in said signal memory.

9. The apparatus of claim 8 wherein said signal digitizer generates a first number of signal values during each FSM clock period, each of said first number of signal values being converted to a corresponding symbol during one FSM clock period, and wherein said FSM processes said corresponding symbols as a single input word during one FSM clock period.

10. The apparatus of claim 8 further comprising a display controller and a display, said display controller displaying a portion of said signal values on said display in response to said FSM generating said match signal.

11. The apparatus of claim 1 wherein said FSM is a Mealy FSM.

12. A method for operating a data processing system to detect a signal pattern in a signal comprising an ordered sequence of signal values, said method comprising:
   converting said ordered sequence of signal values and converts said ordered sequence of signal values into an ordered sequence of symbols, each symbol having a plurality of states; and
implementing an FSM in said data processing system, said FSM receiving said ordered sequence of symbols and generating a match signal if said ordered sequence of symbols includes a target sequence specified by a regular expression that includes a counting limitation for one of said symbols, wherein said FSM includes a counting state including a counter that counts instances of said one of said symbol.

17. The method of claim 1 wherein said FSM has a memory that stores a state table that specifies a next state for said FSM based on a present state for said FSM and said input word currently being processed by said FSM, said state table specifying first and second next states for said FSM when said FSM is in said counting state, said FSM choosing one of said first and second next states based on whether said counting limitation has been satisfied.

18. The method of claim 17 wherein said counting limitation is not satisfied if said counter has a value less than a first value or greater than a second value, and wherein said one of said first and second next states that said FSM chooses also depends on whether said counter is less than said first value or greater than said second value.

19. The method of claim 12 further comprising a signal digitizer and a signal memory, said signal digitizer receiving a signal and generating said ordered sequence of signal values therefrom, said ordered sequence of signal values being stored in said signal memory.

20. The method of claim 9 wherein said signal digitizer generates a first number of signal values during each FSM clock period, each of said first number of signal values being converted to a corresponding symbol during one FSM clock period, and wherein said FSM processes said corresponding symbols as a single input word during one FSM clock period.

* * * * *