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3D POINTING SYSTEM

RELATED APPLICATIONS
The present application claims the benefit under 35 U.S.C. 120 of US Patent
Application 12/003,705 filed December 31, 2007 the disclosure of which is incorporated

herein by reference.

FIELD

This invention relates to human-computer interaction (HCI) technology.

BACKGROUND

Human-computer interaction (HCI) is the study of interaction between people and
computers. People generally interact with computers through a keyboard and a mouse, to
enter alphanumeric data such as text, and to identify objects of interest on a computer
screen, respectively. Computers are also often embedded in other devices that people
encounter on a daily basis, such as household appliances, automobiles, retail displays, and
industrial equipment. These devices usually require users to press a button or touch a
screen to communicate their instructions. A common element in all of these forms of
interaction is that they have an intermediary object between the user and the computer with
which intermediary object the user makes direct physical contact to interact with the
computer.

In some applications, it is desirable to eliminate the intermediary device and have
direct interaction between users and computers. For example, it is often easier for a user to
simply point to a location rather than try to explain it to a computer by typing or even using
a mouse. In other cases, such as when driving a vehicle, an appropriate form of
communication with a computer is often by voice command. Some computers are used by
many people, such as a computer that controls a public kiosk. Intermediary devices used in
such cases are prone to breakdown and to becoming unhygienic, due to the device being
touched and used by large numbers of users.

Gesture recognition is the focus of some HCI research in the area of direct user-
computer interaction. People commonly interact with one another by using gestures, for

example, by shaking one’s head to indicate “no”, or by pointing to an object of interest. A
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computer capable of gesture recognition could potentially free a user in some instances
from having to type, point and click, or press a button to convey instructions,

An example of a gesture controlled human-computer interface is provided in U.S. Pat.
6,950,534, to Cohen. In the system described, a user stands in front of a self-service
machine and gestures an intention with respect to the product or service being offered. The
system takes an image of the user and runs pattern recognition algorithms to locate the
relevant part of the image and identify the gesture. In its analysis the system distinguishes
between static and dynamic gestures, and uses parameterization and “predictor bins” to help
in determining the gesture.

U.S. Pat. 6,072,494, to Nguyen, creates an initial background model by recording an
image of a scene before the person who will perform the gesture enters the scene. After
processing, the image is compared to a gesture database to identify the particular gesture
being exhibited. The Nguyen patent describes how the system can be used to recognize
such gestures as flapping arms, jumping, and squatting.

Gokturk, U.S. Pat. 7,340,077, uses 3D imaging to obtain an image which provides
distance information to different parts of the user’s body. Body posture is determined from
the image by determining the shape and the pose of the body part of interest. Further
processing involves identifying the gesture from a gesture database.

A related area of HCI research is recognition of pointing gestures (hereinafter also
“pointing recognition”). Examples of the application of this technology are discussed in a
number of published papers. Nickel and Stiefelhagen, “Recognition of 3D-Pointing
Gestures for Human-Robot Interaction” (Proceedings of Humanoids 2003, Karlsruhe,
Germany), for example show a system in which a user interacts with a robot by pointing. The
system uses a fixed-baseline stereo camera connected to a standard PC. After an image is
taken, the head and hands are identified by skin color. The movement of the hands and
pointing gestures are tracked by watching the trajectory of the pointing hand and breaking
down the movement into three phases, “Begin”, “Hold”, and “End”. Hidden Markov Models
are used to aid in tracking. After a pointing gesture is detected, a head-hand line and a forearm
line are extracted to determine a pointing direction.

A pointing system for use by the public to view an art display is discussed in
Malerczyk, “Interactive Museum Exhibit Using Pointing Gesture Recognition” (Journal of

WSCG, vol. 12, no. 1-3, Feb. 2004). In this system users are required to stand in a
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precisely defined area so that two cameras fixed overhead can acquire a clear and consistent
view of the user’s pointing finger. The software applies pattern recognition techniques to
locate the user’s extended index finger to determine the spot on the display to which the
user is pointing. The user points to select an image to spotlight or magnify selected areas of
the image for further study.

A paper by Do, Kim, et al. “Soft Remote Control System using Hand Pointing
Gestures” (Int’l. Journal of Human-friendly Welfare Robotic Systems, vol. 3, no. 1 2002)
shows a system of remote control of home appliances by recognition of a user’s hand
pointing gestures. The system is an “intelligent room” that uses three cameras mounted on
the ceiling to track a user’s hand and recognize hand orientation. It is required that there be
only one user in the room, and that pointing be done with the user’s right arm and right
hand. Skin color is used to locate the head and hands, and the multiple views provided by
the overhead cameras are used to determine the orientation of the pointing hand.

Confirmation is provided by the system when the user successfully points to an appliance.

SUMMARY

An aspect of some embodiments of the invention relates to providing an improved
human-computer interaction system, hereinafter referred to as a “3D pointing system”, for
determining a region of interest (“ROI”) pointed to by a person (hereinafter also “pointing
person”).

An aspect of some embodiments of the invention relates to providing a 3D pointing
system that provides a pointing direction reponsive to two relatively localized body regions
of a person or a body region and an instrument held by the person.

In an embodiment of the invention, a first localized region comprises an eye of the
pointing person, and a second localized region comprises a fingertip or finger of the
pointing person. In some embodiments, the second localized region comprises a tip of a
pointing instrument such as a pen or a stick held in the person’s hand. The two localized
regions are used to define a line which substantially connects the two localized regions.
The 3D pointing system uses the line connecting the localized regions to determine the
pointing direction, and therefrom the ROI pointed to by the person. This information may
be provided to a computer, which optionally uses the ROI to initiate a responsive action.

An aspect of some embodiments of the invention relates to providing the 3D pointing

system as an interface between a pointing person and a computer or a device controlled by a
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computer. The 3D pointing system in these embodiments enables the person to operate or
interact with the computer or computer-controlled device by pointing at a region of interest
(ROD).

In accordance with some embodiments of the invention, the 3D pointing system
comprises a 3D camera capable of providing an image of a scene and a 3D depth map of the
scene and a processor that processes the image and depth map to determine a pointing
direction. The processor processes the image to locate in the image the first relatively
localized region comprising the pointing person’s eye and the second relatively localized
region comprising the tip of the pointing finger or instrument.

The processor uses depth information from the depth map corresponding to the two
localized image regions, as well as the location of the two localized image regions in the image
to determine 3D spatial coordinates for each of the regions. The processor uses the
coordinates for each of the regions to determine a line in space. A direction of pointing
indicated by the person is assumed to be substantially coincident with the line, in a direction
from the person’s eye towards the person’s finger. Optionally, the processor uses the line to
determine spatial coordinates for the ROL Optionally, the processor communicates the
location coordinates of the ROI to an outside computer over a communication link.

In an embodiment of the invention, the processor determines location of the two
localized image regions in the image responsive to reflectivity of features in the scene that
they image. For example, location of a first image region that images the pointing person’s
eye may be determined by identifying a region in the image exhibiting reflectivity typical of
“red-eye”. Optionally, reflectivity of a feature imaged in a region of the image provided by
the 3D camera is determined using a method described in US Patent Application
61/084,263 entitled “Imaging System” filed on July 29, 2008, the disclosure of which is
incoporated herein by reference.

According to an aspect of some embodiments of the invention a 3D pointing system
provides a pointing direction reponsive to two relatively localized regions of a pointing
instrument or device held by the person. Such an device may be, by way of example, an
accessory used to ineract with a computer game, such as for example, a pointer or a model
pistol. The two localized regions of the pistol may comprise front and back sights of the
pistol or a front end of the pistol barrel and a “hammer” of the pistol. Optionally, the

pointing device comprises user activated components indicating activation of the device.
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For example, the model pistol may have a light that is turned on and off when the model
pistol is fired by activation of a trigger. Optionally, the pointing device comprises
identifying markings or features, such as for example highly reflective features, features of
easily identifiable shape, or illuminated features, that identify the first and second localized
regions and facilitate identification of the regions from an image of the device.

An aspect of some embodiments of the invention relates to providing the 3D pointing
system with a controllable light source. The 3D pointing system uses the light source to
direct a distinctive light pattern at an ROI pointed to by a pointing person, to confirm to the
person that the ROI determined by the 3D pointing system correctly reflects the person’s
intention. The person optionally uses the feedback information provided by the directed
light to adjust his or her direction of pointing until the determined ROI is satisfactory. In
some embodiments, the controllable light source comprises an adaptive illumination system
such as that described in U.S. Patent 6,993,255, incorporated herein by reference.

An aspect of some embodiments of the invention relates to providing a lecture hall
comprising a 3D pointing system having a light source. The 3D pointing system identifies
the location of a particular student pointed to by a lecturer from among a plurality of
students in the lecture hall being lectured to by the lecturer by illuminating the particular
student.

An aspect of some embodiments of the invention relates to providing firefighting
equipment comprising 2 3D pointing system. In an embodiment of the invention, the
firefighting equipment comprises a fire hose coupled to an aiming apparatus controllable to
aim the fire hose in a desired direction. When the fire fighting equipment is in use to fight a
fire, a firefighter at a distance from the hose can direct the hose to deliver water to a desired
region, i.e. an ROI, of the fire by pointing to the region. In some embodiments, the 3D
pointing system includes an adaptive illumination system that shines a distinctive light at
the ROI of the fire. The distinctive light provides feedback to the firefighter, confirming
that water hosed at the fire by the firehose will be directed to the specific location of the fire
designated by the firefighter.

In accordance with some embodiments of the invention the computer-controlled
device comprises a vending machine having a visual display that shows items available for
sale. The 3D camera is positioned so that its field of view includes a person accessing the

vending machine to make a purchase. The person points to an item in the display to be



10

15

20

25

30

WO 2009/083984 PCT/IL2008/001703
6

purchased. The 3D pointing system determines the region of the display being pointed to
and optionally passes the location information to a suitable controller (hereinafter a
“vending machine computer”). The vending machine computer uses the location
information to determine which item is selected for purchase and sends an appropriate
signal to dispense the selected item to the user.

An aspect of some embodiments of the invention relates to providing a smart
conference room comprising a 3D pointing system and a video screen controllable
responsive to control signals generated by the 3D pointing system. A presenter in the
conference room, may stand near the screen and a number of attendees may be seated at a
conference table in the room. When the presenter or any of the attendees point to the
screen, the 3D pointing system determines the ROI on the screen being pointed to by each
person. The identity of each pointing person could be determined by any method known in
the art, and could include for example, identifying the location of the person at the
conference table, or assigning each person a uniquely identifiable patch or pointer. The
controller sends the ROI information and the information identity of the person who
pointed to the particular ROI to the computer controlling the electronic screen. The
computer uses this information to illuminate the electronic screen at each ROI being
pointed to with a distinctive light pattern corresponding to the information identity of the
person pointing to that ROL In this way all of the individual conference participants can
identify the parts of the screen being pointed to by any of the other participants.

According to an aspect of some embodiments of the invention, the 3D pointing
system initiates interaction with a person by predetermining and displaying a ROI to which
the person is instructed to respond by pointing.

In a game example, in accordance with some embodiments of the invention, the 3D
pointing system shines a spot of light at a random part of a room. The person reacts by
pointing to the spot as quickly as possible. The 3D pointing system could also shine three
spots of light, for example, at random parts of the room. The spots might be distinct from
one another in some way, for example having different colors. The person is instructed to
point to a spot having a particular color as fast as possible, or to point to different colored
spots in a particular order as quickly as possible.

In accordance with some embodiments of the invention the 3D pointing system is

used to train the reaction time of security personnel. The system flashes an image of a
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criminal intruder at random, to which the person reacts by pointing a gun. The 3D pointing
system takes a 3D image of the scene and processes the image to determine the ROI being
pointed to by the person. If the ROI is located within the image of the criminal intruder, the
3D pointing system provides feedback to the person confirming that the person has
successfully “shot” the intruder. In such embodiments the tip of the gun could be used as
the second localized region identified from the 3D image of the scene.

In accordance with an embodiment of the invention, a 3D pointing system is used in
a “first person shooter” game in which a player observes and participates in the action of a
computer game environment from his own point of view. An avatar representing the player
is shown in the computer game environment and is controlled by the player’s motion. To
control a direction in which the avatar operates a device, such as, by way of example, a gun
or a camera, the player points with his or her hand. The 3D pointing system determines the
direction in which the player is pointing and controls the avatar to operate the device in a
corresponding direction in the computer game environment. Currently popular FPS games
are Crysis® published by Electronic Arts, Inc. of Redwood City CA, Quake4®, Doom4®,
Call of Duty4: Modern Warfare, all published by Activision Publishing, Inc. of Santa
Monica, CA, among numerous others.

An aspect of some embodiments of the invention relates to providing a musical
device comprising a 3D pointing system coupled to a plurality of electronically controlled
musical instruments, and a suitable controller and display. The controller controls the
display to show the different instruments to a person who points to one or more of the
displayed instruments. When the person points to a particular instrument, the controller
produces a sound corresponding to the instrument.

An aspect of some embodiments of the invention relates to providing a “smart movie
theater” comprising a 3D pointing system and an illumination guide system to help
latecomers find seats. Upon such latecomers entering the theatre, a suitable computer
controls the illumination guide system to illuminate available seats. The latecomers scan
the theatre and point to their preferred seat or group of seats. The seats that are pointed to
are recognized by the 3D pointing system, which signals the light system to stop
illuminating seats not pointed to and continue illuminating the pointed to seats, until the

latecomers are seated in their selected seats.
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BRIEF DESCRIPTION OF FIGURES

The invention will be more clearly understood by reference to the following
description of embodiments thereof read in conjunction with the figures attached hereto. In
the figures, identical structures, elements or parts which appear in more than one figure are
generally labeled with the same numeral in all the figures in which they appear.
Dimensions of components and features shown in the figures are chosen for convenience
and clarity of presentation and are not necessarily shown to scale. The figures are listed
below.

Fig. 1 shows a schematic view of a 3D pointing system in accordance with an
embodiment of the invention;

Fig. 2A shows a schematic view of a 3D pointing system in accordance with an
embodiment of the invention;

Fig. 2B shows a schematic view of a depth map acquired by the 3D pointing system
in accordance with an embodiment of the invention;

Fig. 2C shows a schematic view of an image acquired by the 3D pointing system in
accordance with an embodiment of the invention;

Figs. 3A and 3B show schematic views of an image processed by the 3D pointing
system in accordance with an embodiment of the invention;

Figs. 4A and 4B show schematic views of a 3D pointing system controlling a device,
in accordance with an embodiment of the invention;

Fig. 5 shows a schematic view of an example lecture hall application in accordance
with an embodiment of the invention;

Fig. 6 shows a schematic view of firefighting equipment comprising a 3D pointing
system, in accordance with an embodiment of the invention;

Fig. 7 shows a schematic view of a vending machine comprising a 3D pointing
system, in accordance with an embodiment of the invention;

Fig. 8 shows a schematic view of a “smart” conference room comprising a 3D
pointing system, in a}ccordance with an embodiment of the invention;

Figs. 9A-9D show schematic views of a computer game apparatus comprising a 3D
pointing system, in accordance with an embodiment of the invention;

Fig. 10 shows a schematic view of a training system comprising a 3D pointing

system, in accordance with an embodiment of the invention;
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Fig. 11 shows a schematic view of a first person shooter game comprising a 3D
pointing system, in accordance with an embodiment of the invention;

Figs. 12A and 12B show schematic views of a music making apparatus comprising a
3D pointing system, in accordance with an embodiment of the invention;

Fig. 13 shows a schematic view of a smart theater comprising a 3D pointing system,
in accordance with an embodiment of the invention;

Fig. 14 shows a schematic view of a person gesturing to control a computer using a
3D pointing system in accrodance with an embodiment of the invention; and

Fig. 15 shows a schematic view of pointing device being used to control a computer

using a 3D pointing system, in accordance with an embodiment of the invention.

DETAILED DESCRIPTION OF EMBODIMENTS

Figure 1 shows a schematic 3D pointing system 20 in accordance with an
embodiment of the invention. 3D pointing system 20 optionally comprises at least one 3D
camera 22 and a processor 24. In Fig. 1 and figures that follow, at least one 3D camera 22 is
shown as a single camera and referred to as such in discussion of the figure. However, it is
noted that in some embodiments of the invention, to provide a field of view appropriate to
an application for which the 3D pointing system is used, at least one 3D camera 22 requires,
and is understood to comprise, a plurality of 3D cameras. A 3D camera generally produces
a 3D image or “depth map” of a scene that provides distances of objects in the scene from
the camera. 3D camera 22 can use any 3D imaging technology such as, for example,
stereoscopy or time of flight. Examples of time of flight 3D cameras are described, for
example, in U.S. Patent 7,224,384 and International Patent Publication WO 00/19705,
incorporated herein by reference. In addition to producing a 3D image, 3D camera 22 also,
optionally, acquires a 2D image, also referred to as a “contrast image”, of the scene.
Processor 24 processes the 3D and 2D images produced by 3D camera 22 and optionally
communicates with a device such as a computer (not shown in Fig. 1) over a
communication link 26. Communication link 26 may comprise any wire or wireless
channel known in the art. Components of 3D pointing system 20 are optionally located
inside a housing schematically represented by a dashed border 27.

Figure 1 also shows a scene 28 within the field of view of 3D camera 22. Scene 28

contains a pointing person 30 and, by way of example, three randomly sized and shaped
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objects 32, 33, and 34. Person 30 is assumed to point to a region of interest (ROI) by
looking at the ROI, extending his arm, and aligning an eye 36 and a fingertip 38 from an
extended arm so that eye 36, fingertip 38, and the ROI in space are substantially in line. In
Fig. 1 person 30 points to an ROI 40 located on object 32. 3D pointing system 20
determines a location in space of the ROI pointed to by person 30, and optionally transmits
spatial coordinates of the ROI through communication link 26 to another device (not shown
in Fig. 1) that uses the coordinates. For additional clarity, eye 36, fingertip 38, and ROI 40
may also be shown in the figures as letter symbols “P;”, “P,”, and “X”, respectively.

Figure 2A schematically shows 3D camera 22 acquiring a 3D image of scene 28. In
the figure, dashed lines 29 are shown emanating from 3D camera 22 to schematically
represent, by way of example, transmission of light pulses used in a time of flight method
of 3D imaging. Figure 2B schematically shows a resulting 3D image or depth map 42.
Distances labeled “d” from 3D camera 22 to a sampling of points in 3D image 42 are
shown in depth map 42 for illustration purposes. As indicated in Fig. 2B, two points P; and
P, in 3D image 42 for which distances have been acquired are the person’s eye 36 and
fingertip 38. Figure 2C schematically shows a 2D image 43 of scene 28 also taken by 3D
camera 22.

3D image or depth map 42 and 2D image 43 are received by processor 24, which
applies any of various image processing techniques to the images to identify person’s eye
36 and fingertip 38. In an embodiment of the invention, processor 24 determines the
location of eye 36 and fingertip 38 responsive to the reflectivity of these features in 2D
image 43. For example, location of eye 36 may be determined by identifying regions in 2D
image 43 exhibiting reflectivity typical of retroreflection known as “red-eye”. Optionally,
reflectivity of a feature imaged in a region of the image provided by the 3D camera is
determined using a method described in US Patent Application 61/084,263, referenced
above. Processor 24 further uses the depth of points Py and Py, i.e. eye 36 and fingertip 38,
obtained from depth map 42 to determine 3D spatial coordinates for eye 36 and fingertip 38.

Figure 3A shows a resulting, very schematic, 3D image 44 representing a 3D map of
of scene 28 comprising 3D spatial coordinates for identified eye region 36 (P1) and
pointing tip region 38 (P2), as well as 3D spatial coordinates of the other elements of scene
28 comprising objects 32, 33, and 34. The 3D coordinates for a given region in scene 28

are indicated by “(x,y,z)” subscripted with the number labeling the region. The image of
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person 30 is not needed for further processing and has been removed from image 44 for
illustration purposes.

When processing the image, it can be appreciated that the relative size of any point in
the image could vary over a wide range. For example, person 30 may be located a relatively
large distance away from 3D camera 22 and accordingly appear relatively small in 3D image
42. In that case a single pixel or small group of pixels in 3D image 42 might image a
relatively large region from scene 28 that comprises not only the person’s eye but also adjacent
facial features. In another case, where person 30 is closer, a region comprising the person’s
eye 36 or part of the eye exclusively might image onto a group of pixels in 3D image 42.
Accordingly, processor 24 functions to identify a relatively localized region comprising the
person’s eye 36 (hereinafter also called the “eye region” or “localized eye region™), and a
relatively localized region around person’s fingertip or pointing device 38 (hereinafter also
called the “pointing tip region” or “localized pointing tip region”).

Using 3D coordinates from 3D image 44 for localized eye region 36 and localized
pointing region 38 processor 24 determines a “pointing” line 46 in space schematically
indicated in Fig. 3B. A direction of pointing indicated by person 30 is assumed to be
substantially coincident with pointing line 46 in a direction from eye region 36 towards
fingertip 38. Optionally, processor 24 calculates an intersection of pointing line 46 with a
feature present in image 44 to determine the region of interest. As shown in Fig. 3B, the
point of intersection is ROI 40, located on object 32. Optionally, processor 24
communicates the location coordinates of ROI 40 for use by another computer over
communication link 26 (Fig. 1).

Figs. 4A and 4B show an application of 3D pointing system 20 in which a beam of
light is directed to light up ROI 40 pointed at by person 30. 3D pointing system 20
optionally connects to a computer 48 through communication link 26, and computer 48
connects to and controls a light source 50. It can be appreciated that while computer 48 and
light source 50 are shown as separate devices in Figs. 4A and B, computer 48 could also be
integrated into light source 50.

Light source 50 is configured to rotate in both a horizontal and vertical plane so that it
can direct a beam of light 52 in substantially any direction in 3D space. Upon receiving the
coordinates of ROI 40 from controlling computer 48, light source 50 adjusts its orientation

and directs a beam of light at ROI 40. For example, in Fig. 4A person 30 points to ROI
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40A. 3D pointing system 20 identifies the 3D coordinates of ROI 40A and communicates
the coordinates to computer 48 over communication link 26. Computer 48 transmits the
coordinates to light source 50, which responds by shining light beam 52 at ROI 40A. If
person 30 then shifts his eye and hand and points to a different ROI 40B, located for
example on another part of object 32. 3D pointing system 20 identifies the new ROI,
communicates the coordinates of ROI 40B to computer 48, and light source 50 re-directs
light beam 52 to ROI 40B.

It can be appreciated that by changing the direction of pointing, person 30 causes light
source 50 to change the direction of light beam 52 in space. Person 30 effectively controls
light source 50 by the action of pointing. 3D pointing system 20 acts as an interface
between person 30 and computer 48 or computer-controlled light source 50, since 3D
pointing system 20 translates the physical pointing motion of person 30 into a numerical
coordinate format compatible with light source 50.

Fig. 5 shows an application of a pointing-directed lighting system similar to that of
Figs. 4A and B. The application is a lecture hall in which person 30 is a lecturer presenting
to a room of students. When the lecturer wishes to call upon a particular student 55 he or
she points to the student. Since two or more students sitting near one another might raise
their hands at the same time, 3D pointing system 20 directs light beam 52 at the selected
student so there is no confusion as to which student should answer.

Fig. 6 schematically shows a firefighting application comprising 3D pointing system
20 in accordance with an embodiment of the present invention. In the example, 3D pointing
system 20 is mounted on a fire truck 60 located at the scene, and is optionally coupled to a
controllable light source 50. For clarity, the 3D pointing system and light source are shown
disproportionally enlarged. A water cannon 61 capable of emitting a stream of water
suitable for fire fighting is mounted on an elevated pedestal 62 of fire truck 60 so that it can
be used to douse a fire 63 occurring in a building 64.

A firefighter 65 points to fire 63. 3D pointing system 20 takes a 3D image of
firefighter 65 and determines a direction in which the firefighter is pointing and therefrom
identifies ROI 40 on building 64, where fire 63 is burning. 3D pointing system 20 further
directs light beam 52 from light source to illuminate ROI 40. Firefighter 65 views light
beam 52 and either confirms that ROI 40 is positioned as desired, or if it is not, repositions

his direction of pointing until he receives feedback confirming that the ROI is accurate.
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Subsequently, water cannon 61 emits a jet of water at ROI 40. As the fire is doused at ROI
40, firefighter 65 re-directs the water by pointing at another part of fire 63.

It can be appreciated that 3D pointing system 20 in the embodiment of Fig. 6 enables
firefighter 65 to combat fire 63 without having to physically handle a water hose. Pedestal
62, which is mounted on fire truck 60, can be optimized to support water cannon 61 and
need not be designed to support the weight or space occupied by a firefighter. The pointing
gesture interface employed by 3D pointing system 20 advantageously enables firefighter 65
to position himself closer to the scene of the fire, and conveniently direct the water stream.
Visual feedback of the accuracy of ROI 40 provided by light beam 52 reduces the risk of
injury or accidental destruction that could be caused by misdirecting water cannon 61.

Fig.7 schematically shows a vending machine application comprising 3D pointing
system 20 in accordance with an embodiment of the present invention. Person 30 wishes to
purchase an item 62 from a selection of items 63 displayed on a display in a show window
64 of a vending machine 65. 3D pointing system 20 is mounted on vending machine 65,
with 3D camera 22 oriented to view purchasers such as person 30 standing in front of
vending machine 65. In accordance with an embodiment of the invention, 3D pointing
system 20 “learns” the location coordinates of each item 63 through an initial calibration
procedure in which an installer points at each item 63. In accordance with another
embodiment of the present invention processor 24 (Fig. 1) of the 3D pointing system 1is
provided with an internal map or table in which the 3D coordinates of each item 63 are
recorded. Communication link 26 (Fig. 1) connects with a vending machine computer 66,
which controls various internal functions of vending machine 65. It can be appreciated that
3D pointing system 20 could be provided as original equipment and thereby integrated with
vending machine computer 66.

Person 30 points to desired item 62 from the group of items 63 available for purchase.
3D pointing system 20 acquires a 3D image of person 30, and processes the image, in
accordance with the an embodiment of the invention, to determine a direction along which
person 30 is pointing. The direction and coordinates of items 63 are used to determine an
ROI 40, which is identified with item 62. The identity of item 62 is is passed to vending
machine computer 66 through communication link 26. Vending machine computer 66

dispenses item 62 for pickup by person 30.
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Fig. 8 schematically shows a smart conference room comprising 3D pointing system
20 in accordance with an embodiment of the present invention. The conference room
optionally has a screen 68 viewed by a number of participants 70 at the meeting. Typically
one of the participants is a presenter 71 who stands at the front of the room while other
participants 70 are seated. 3D pointing system 20 includes a light source 50, and is
positioned in the conference room so the field of view of 3D camera 22 includes screen
participants 70, 71 and optioanlly screen 68.

During the meeting, any number of participants 70 point to screen 68 in the course of
their discussion. 3D pointing system 20 takes a 3D image of the room and processes the
image to obtain regions of interest 40 on screen 68 from one or more of participants 70
pointing at screen 68. The identity of each pointing person could be determined by any
method known in the art, and could include for example, identifying the location of the
person in the room, or assigning each person a uniquely identifiable patch or pointer.

Light source 50 directs light beam 52 at each of the regions of interest 40, so that each
participant can see which point on screen 68 is being pointed to by him or herself, and
which, if any, are being pointed to by the other participants. For further clarity 3D pointing
system 20 can be configured to assign a different color or image shape on screen 68 for
each participant. When two or more participants point at the same time, light source 50
could display each ROI 40 sequentially, rapidly switching between them. Alternatively,
light source 50 could be configured to have multiple light beams 52, with different light
beams 52 having different colors and each being assigned to display the ROI 40 being
pointed to by a particular participant 70. In Fig.7, standing presenter 71 points to ROI 40F,
and at the same time a seated participant 70 points to ROI 40G. In some embodiments of
the present invention, 3D pointing system 20 can initiate interaction with a person by
predetermining and displaying a ROI to which the person is instructed to respond by
pointing.

Fig. 9A to 9D schematically illustrate a game apparatus comprising 3D pointing
system 20 and a game being played by a person using the apparatus, in accordance with an
embodiment of the present invention. In the figures 3D pointing system 20 is shown, by
way of example, mounted on a television set 72 in a home environment. In Fig. 9A 3D
pointing system 20 initiates interaction with person 30 by displaying a predefined ROI 74,

optionally in the form of a circular image on the floor adjacent to person 30. Circular
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image 74 is created by light beam 52 from light source 50 (not shown) optionally integrated
with 3D pointing system 20. Figure 9B shows person 30 pointing to predefined ROI 74,
and indicates that ROI 40 is within predefined ROI 74. 3D pointing system 20 takes a 3D
image of the scene, identifies ROI 40, and confirms that person 30 has correctly pointed to
circular image 74. In an embodiment of the invention, 3D pointing system 20 scores person
30 according to the time taken to point to circular image 74.

In Fig. 9C, 3D pointing system 20 displays three predefined regions of interest 74A,
74B, and 74C, in accordance with an embodiment of the invention. Generally the three
predefined regions of interest are visually distinct from one another, such as by each having
a unique color. In Fig. 9D person 30 responds to the display of three distinctive circular
images by pointing to predefined ROI 74B, presumably because the color or other aspect of
that image comports with the rules of the game. As indicated, ROI 40 is within predefined
ROI 74B. 3D pointing system 20 takes a 3D image of the scene, identifies ROI 40, and
confirms that person 30 has pointed to circular image 74B in accordance with a rule of the
game. In an embodiment of the invention, 3D pointing system 20 scores person 30
according to the time taken to point to circular image 74B.

Fig. 10 schematically shows a security training application comprising 3D pointing
system 20 in accordance with an embodiment of the present invention. 3D pointing system
20 displays predefined ROI 74 comprising an image of a criminal intruder, optionally on a
wall 75. Person 30 quickly points a gun 76 at predefined ROI 74 to simulate apprehending
a criminal intruder. 3D pointing system 20 takes a 3D image of the scene, identifies ROI
40, and confirms, assuming ROI 40 is within predefined ROI 74, that person 30 has
successfully “shot” the intruder. In processing the 3D image to determine ROI 40, 3D
pointing system 20 uses a tip 77 of gun 76 for pointing tip region 38 (Fig. 1) to determine a
pointing direction for person 30. In an embodiment of the invention, 3D pointing system
20 scores person 30 according to the time taken to “shoot” the criminal.

In accordance with an embodiment of the invention, a 3D pointing system is used in
a “first person shooter” game in which a player observes and participates in the action of a
computer game environment from his own point of view. Fig. 11 schematically shows a
first person shooter game in which a game environment 100 is displayed on a video screen
102 and a game player 104 interacts with the environment by animating an avatar 106 using

a 3D pointing system 20. By way of example, the game is a “Space Patrol” game in which
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the player is a space marshall defending against alien life forms 108 and the avatar is armed
with a ray gun 110.

The game proceeds from the point of view of player 104 represented by avatar 106,
portions of which are shown from behind the avatar’s head. Player 104 indicates a direction in
which he or she wants to shoot to neutralize an alien by pointing with a finger. 3D pointing
system 20 images the player, determines a direction in which the player points and transmits
data indicating the pointing direction to a game controller (not shown), optionally integrated
with 3D pointing system 20. The game controller points the avatar’s weapon 110 in the desired
direction and shoots when player 104 provides a suitable gesture, such as making a throwing
motion with a hand not used to point.

Figures 12A and 12B schematically show a musical application comprising 3D
pointing system 20 in accordance with an embodiment of the present invention. In the
figures 3D pointing system 20 connects to an external musical instrument or synthesizer 76
connected to a speaker 77. 3D pointing system 20 displays, optionally, on a wall 75
predefined ROI’s 74 comprising one or more images of musical instruments. In Fig. 12A
predefined ROI 74 comprises a piano image having individual key images 74D, 74E, 74F,
74G, and 74H. Person 30 points to a particular key 74E. 3D pointing system 20 determines
that ROI 40 pointed to by person 30 is within key 74E, and sends an appropriate signal to
instrument 76 to play a real musical note corresponding to image key 74E.

In Fig. 12B, 3D pointing system 20 displays predefined ROI’s 74 comprising images
741, 74J, 74K, and 74L of different musical instruments. Person 30 points for example at
cello image 74J. 3D pointing system 20 identifies ROI 40 pointed at by person 30 and
upon confirming that ROI 40 is within predefined ROI 74J, signals synthesizer 76 to play a
cello musical note. In a further embodiment, person 30 may point at different instruments
simultaneously (e.g. using two hands), and 3D pointing system 20 identifies the selected
instruments and plays musical notes corresponding to both instruments. In the
embodiments of Figs. 12A and B, person 30 can play a continuous musical piece by
pointing or making a series of pointing gestures at one or more different parts of the
displayed instruments, with each pointing gesture producing a corresponding musical
sound.

Fig. 13 schematically shows a theatre seating application comprising 3D pointing

system 20 in accordance with an embodiment of the present invention. 3D pointing system
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20 is located in a theatre having a multiplicity of seats 78. In this emb;)diment, instead of
having a light source that displays an image by shining a light beam, 3D pointing system 20
connects to a local electrical network (not shown) capable of turning on a light 80 at any
individual seat 78. Upon a person or a group of persons 30 entering late to a dark theatre,
controller 24 (in system 20, e.g. Fig. 8), or an external computer (not shown), could activate
light 80 at all available seats. Person 30 could scan the theatre and point to the preferred
seat or group of seats 78. In this case person 30 is with a companion, and points to seat
78N or adjacent seat 78P, hoping to secure both seats. 3D pointing system 20 takes a 3D
image of the scene, identifies ROI 40, and either itself or in conjunction with the external
computer determines that ROI 40 corresponds to selected seat 78P. The computer could
then turn off the other seat lights 80 in the theatre, for example, and leave on the seat lights
80 at selected seats 78P and 78N until persons 30 reach them.

Attention is now turned to Fig. 14, which is a schematic illustration of a 3D
pointing system 1100 for remotely and intuitively providing control commands to
computerized system, according to an embodiment of the invention. Control commands to
system 1100 may be based on gesture recognition of the body 1150 of a user of the system.
System 1100 is optionally a time of flight (TOF) system and may comprise a computerized
system 1200 comprising at least a computer 1210 and a 3D camera 1220. Computer 1210
may comprise a computing unit loaded with appropriate software and a screen 1212 on
which said software may present graphical images, symbols and other data, which may
require response from a user having a body 1 150 by way of pointing at a graphical entity on
screen 1212 and possibly further by dictating to computerized system 1200 commands that
need to be effected to the graphical entity. Computerized system 1200 may be further
loaded with software, which supports 3D depth measurement of a body based on TOF
principles. Based on the 3D imaging, the momentary position in space of certain points on
body 1150, such as a first point 1152, located for example at the iris of an eye of user’s
body 1150 and a second point 1154 located, for example at the end of pointing finger of the
user’s hand. Camera 1220 may have a spatial section of interest covering at least section
1110 and it may be located slightly aside of screen 1212. In yet another embodiment of the
invention, camera 1220 may be located close to screen 1212. The use of 3D imaging based

on TOF calculations may provide continuous data of the spatial position of points 1152 and
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1154. Accordingly, computing system 1200 may continuously provide data representing a
line-of-sight (LOS) 1140 connecting points 1152 and 1154 and extending to screen 1212.

In some embodiments, the initial location of screen 1212 with respect to camera
1220 may need to be calibrated. Such calibration may involve pointing at an intended point
on the screen and instructing system 1200 of the difference between the intended point and
the point at which system 1200 has calculated the hit-point of LOS 1140. Such calibration
may be required each time the setting of screen 1212 has changed with respect to camera
1220 and it may be done using, for example, a specific software for controlling the
calibration process.

According to some embodiments of the invention, a user may intuitively point at a
desired point on screen 1212 and aim at a selected graphical entity on it, without needing to
have any specific device and without needing to be connected, by wire or wirelessly, to
system 1100 for this purpose. Using principles of TOF based 3D imaging, it is further
possible to recognize gesture movement of an additional organ or a portion of an organ in
user’s body 1150, such as, for example, right-hand long finger 1156. Computerized system
1200 may be trained to recognize a plurality of different movements and gestures of user’s
body 1150 and/or of organs of body 1150 and to accord certain, predefined commands to
each such organ and/or movement. |

For example, in the pointing example detailed above, while the computation of
LOS 1140 may be used for selecting a graphical entity on screen 1212, gesture recognition
of long finger 1156 may be used for providing one or more control commands for that
graphical entity, such as, in a non-limiting example, activation of software associated with
the entity or for rotating a graphical symbol on the screen or for expending its size, and the
like.

According to an embodiment of the invention, a user may use a pointing object
which is optionally inactive (i.e. not connected, electrically, to system 1100) in order to
point at a selected graphical object on screen 1212, and further to activate or inactivate
software programs at the user’s command. Fig. 15, shows a schematic illustration of a
system comprising a pointing device 1250 for intuitive pointing according to an
embodiment of the invention. Pointing device 1250 may be a passive device which does not
require any electrical connection to system 1100 (Fig. 14). Pointing device 1250 may be

formed to comfortably fit into a user’s hand, such as like a pistol. Yet, it would be apparent
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that pointing device 1250 may have any other shape, as may be desired, according to the
applications to which it is adapted, to the user’s preferences, etc. An imaginary line-of-
pointing 1258 may be defined as the “line-of-firing” of pointing device 1250. As described
above, system 1100, to which pointing device 1250 may be connected, may identify line
1258 according to the principles of operations described above.

In an embodiment of the invention, pointing device 1250 may include a frontal
visual point 1252 and a rear visual point 1254 defined in close vicinity to line 1258 in
pointing dévice 1250. Visual points 1252 and 1254 may be placed on pointing device 1250
so that they are easily seen by camera 1220 when pointing device 1250 is in the field of
view 1110 of camera 1220. Visual points 1252 and 1254 may further have distinct visual
property, such as a high reflective feature, reflectivity with specific color or phase, and the
like. This feature may be used to ease the identification of the gesture of pointing device
1250 for purposes of identification of line-of-pointing 1258. According to an embodiment
of the invention, pointing device 1250 may further be equipped with a trigger-like assembly
1256. Assembly 1256 may be designed so that when pulled by the user it discloses a
reflective area 1264 that is visible to and identifiable by camera 1220. Accordingly, camera
1220 may identify that trigger 1256 was pulled, and may send this information to system
1100, in order to activate, for example, a relevant piece of software. In an embodiment of
the present invention, pointing device 1250 may comprise a light source 1262 which may
be activated/deactivated by pulling/releasing trigger 1256. As with reflective area 1264,
light source 1262 may indicate to system 1100, when identified as in ON status, that trigger
1256 was activated.

In yet another embodiment of the present invention, either reflective area 1264 or
light source 1262, when identified by camera 1220 and system 1100, may further be used to
improve the accuracy and certainty of calculation of pointing line 1258 by adding a third
point with high certainty of identification as their location in pointing device may be pre-
loaded to system 1100.

In the description and claims of the application, each of the words “comprise”
“include” and “have”, and forms thereof, are not necessarily limited to members in a list with
which the words may be associated.

The invention has been described using various detailed descriptions of embodiments

thereof that are provided by way of example and are not intended to limit the scope of the
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invention. The described embodiments may comprise different features, not all of which are
required in all embodiments of the invention. Some embodiments of the invention utilize only
some of the features or possible combinations of the features. Variations of embodiments of
the invention that are described and embodiments of the invention comprising different
combinations of features noted in the described embodiments will occur to persons with skill
in the art. It is intended that the scope of the invention be limited only by the claims and that

the claims be interpreted to include all such variations and combinations.
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CLAIMS

1. A method of determining a direction in which a person is pointing comprising:
acquiring a 3D image of the person;
determining a first set of spatial coordinates for a location of an eye of the person
responsive to the 3D image;
determining a second set of spatial coordinates for a location of a pointing region of
a body part or an instrument that the person orients to indicate a pointing direction;
determining a line responsive to the spatial coordinates; and

determining a pointing direction for the person responsive to the line.

2. A method according to claim 1 wherein determining the first set of coordinates
comprises:

acquiring a 2D image of the scene;

locating a localized region in the 2D image comprising the eye; and

using distances provided by the 3D image for a region corresponding to the

localized region in the 2D image to determine the first spatial coordinates.

3. A method according to claim 2 wherein locating the localized region comprises
locating a region in the 2D image exhibiting reflectivity characteristic of a facial region

comprising an eye.

4. A method according to claim 3 wherein the characteristic reflectivity is red-eye.

5. A method according to any of the preceding claims wherein the pointing region

comprises a tip of a finger.

6. A method according to any of claims 1-5 wherein the pointing region comprises a

tip of an instrument.
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7. A method according to any of the preceding claims and comprising using the
pointing direction to determine a region of interest (ROI) in an environment in which the

person is located to which the person is pointing.

8. A method according to claim 7 and illuminating the ROI to which the person is
pointing.
9. A method according to claim 7 or claim 8 wherein the environment comprises a

vending machine and the region of interst is associated with a product vended by the

vending machine

10. A method according to claim 7 or claim 8 wherein the region comprises a fire.

11. A method according to claim 10 and comprising directing firefighting equipment

responsive to the ROL

12. A method according to claim 7 or claim 8 wherein the environment is a lecture hall

and the ROI is a person sitting in the lecture hall.

13. A method according to claim 7 or claim 8 wherein the environment is a theater and

the ROl is a seat in the theater.

14. A method according to claim 7 or claim 8 and comprising interfacing the person

with a computer application responsive to the pointing direction.

15. A method according to claim 14 and comprising animating an avatar of the person

generated by the computer responsive to the pointing direction.

16. A method according to claim 14 or claim 15 wherein the application comprises a

computer game.



10

15

20

25

30

WO 2009/083984 PCT/IL2008/001703
23

17. A method according to claim 16 wherein the computer games comprises a first

person shooter game.

18. A method according to claim 16 wherein the computer game generates ROIs that

are images to which the person is required to point to play the game.

19. A method according to claim 18 wherein the images comprise images of musical

instruments,

20. A method according to claim 19 wherein the computer generates sounds responsive

to which musical instrument the person is determined to be pointing.

21. A method according to claim 18 wherein the images comprise images to which the

person is required to point to score.

22. A method according to claim 21 wherein the score is greater to an extent that the

person is more efficient in pointing to a given image.

23. A method according to claim 22 wherein efficiency is a function of how fast the

person points to a given image.

24. A method according to claim 22 or claim 23 wherein efficiency is a function of how

accurately the person points to a given image.

25. A method according to claim 7 or claim 8 wherein the environment is a conference

room and the ROI is a feature of a visual presentation.

26. A method according to claim 14 or claim 15 wherein the application comprises a

training program.

27. A method according to claim 26 wherein the training application generates ROIs

that are images to which the person is required to point to train.
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28. A computer readable medium comprising an instruction set for implementing any of
the preceding claims.
29.  Apparatus for determining a direction in which a person is pointing comprising:

at least one camera that provides 3D and 2D images of a scene comprising the
person; and
a processor operable to process the 3D and 2D images in accordance with any of

claims 1-6 to determine a pointing direction.

30. A vending machine that displays products for sale, the vending machine comprising:
apparatus according to claim 29 for determining a pointing direction along which a
customer of the vending machine points; and
a processor that uses the pointing direction to determine to which product that the

vending machine displays the cutomer points.

31. A vending machine comprising a light source controllable to illuminate a product

for sale to which the customer points.

32. A video game machine for playing a computer game, the game machine comprsing:
apparatus according to claim 29 for determining a pointing direction along which a
game player using the game machine points; and

a processor that uses the pointing direction to interface the player with the game.

33. A video game machine according to claim 32 wherin the computer game is a first

person shooter game.

34. A video game machine according to claim 32 or claim 33 wherein interfacing the

player comprises animating a feature of the video game.

35. A video game machine according to claim 34 wherin the feature is an avatar.
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36. A method according to claim 32 wherein the computer game generates ROIs that

are images to which the person is required to point to score.

37. A method of determining a direction in which a person is pointing comprising:
determining a location of an eye of the person and a tip of a finger with which the
person points;
determining a line between the eye and the tip; and

using the line to determine a direction in which the person points.
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