UK Patent Application .,GB .,2487848 A

(43)Date of A Publication 08.08.2012
(21) Application No: 1203788.3 (51) INT CL:
GO6F 11/10 (2006.01)
(22) Date of Filing: 26.10.2010
(56) Documents Cited:
Date Lodged: 02.03.2012 WO 2009/017991 A1 WO 2004/107175 A1
US 20080195922 A1 US 20060069948 A1

(30) Priority Data:
(31) 12634286 (32) 09.12.2009 (33) US

(62) Divided from Application No
1018116.2 under section 15(9) of the Patents Act 1977

(71) Applicant(s):
Intel Corporation
(Incorporated in USA - Delaware)
2200 Mission College Boulevard, Santa Clara,
California 95052, United States of America

(72) Inventor(s):
Kuljit S Bains
David J Zimmerman
Dennis Brzezinski
Michael Williams
John B Halbert

(74) Agent and/or Address for Service:
Beresford & Co
16 High Holborn, LONDON, WC1V 6BX,
United Kingdom

(58) Field of Search:
INT CL GO6F, HO3M
Other: EPODOC, WPI

(54) Title of the Invention: Memory controller and method for error management in a memory device
Abstract Title: Management command errors in a memory device

(57) A memory controller (110) including logic (112) which is
adapted to send a command, and a parity bit signal (14)
associated with the command, to a plurality of memory
modules (120). The memory controller logic is adapted to
detect 610, 615 whether an indication of a parity error of
the command is received and, responsive to the
detection of such an indication, determine 622 which one
of the plurality of memory modules (120) has received the
command. Preferably, the memory controller logic (112)
is also adapted to wait 620 until all of one or more
commands sent to the memory modules (120) has
completed execution and to send 625, 630 a pre-charge
command and a refresh command to all the memory
modules (120).
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MEMORY CONTROLLER AND METHOD FOR ERROR MANAGEMENT
IN A MEMORY DEVICE

FIELD OF THE INVENTION

This invention relates to a memory controller, and a mgzthoq for'the

'mévh‘éijét'rient.of errors such as command and/or address parity errors and cyclic

(édUndapcy-_ check errors in a memory device.
BACKGROUND DESCRIPTION

In a typical computer system, a memory controller facilitates the
aécess of one or mare memories in the computer system. In a'scenario
where the communication between memory controller and the memories
is corrupted, the memories may receive an errant command. This results
in the corruption of the data in the memories as the memories do not have
any. mechanism to detect errant commands and will perform all write
op‘eraﬁons. ln order to recover from the errant command, the computer

systém needs to reboot. This affects the performance of the computer

system and critical data may be lost.

BRIEF DESCRIPTION OF THE DRAWINGS

The features and advantages of embodiments of the invention will

become apparent from the following detailed description of the subject
matter in which:
Figure 1 illustrates-a block diagram of a memory control hub and a

memory module m accordance with one embodiment of the invention:

Figure 2 dllustrates a format of a mode register in accordance with
one embodiment of the invention:

Figure 3 illustrates a sequence of handling parity errors in a

memory module in accordance with one embodiment of the invention:
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Figure 4 illustrates a sequence of handling cyclic redundancy check

errors in a memory module in accordance with one embodiment of the

invention;

Figure S illustrates a flow chart of the steps to perform error
management in a memory module in accordance with one embodiment of
the invention;

Figure 6 illustrates a flow chart of the sleps ta perfor;n error
management in a memory controller hub in accordance with one
embodiment of the invention: and ‘

Figure 7 illustrates a system to implement the methods disclosed

herein in accordance with one embodiment of the invention.

DETAILED DESCRIPTION

Embodiments of the invention described herein are illustrated by
way of example and not by way of limitation in the accompanying figures.
For simplicity and clarity of illustration, elements illustrated in the figures
are not necessarily drawn to scale. For example, the dimensions of some
elements may be exaggerated relative to other elements for clarity.
Further, where considered appropriate, reference numerals have been
repeated among the figures to indicate corresponding or analogous
elements. Reference in the specification to “one embodiment” or “an
embodiment” of the invention means that a particular feature, structure, or
characteristic described in connection with the embodiment is included in
at least one embodiment of the invention. Thus, the appearances of the
phrase “in one embodiment” in various places throughout the specification
are not necessarily all referring to the same embaodiment.

Embodiments of the invention provide a method and system for
error management in a memory device. In one embodiment of the

invention, the memory device can handle commands and address parity
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errors and cyclic redundancy check errors. In one embodiment of the
invention, the memory can detect whether a received command has any
parity errors by determining whether the command bits or the address bits
of the received command has any parity errors. If a parity error in the
received command is detected, an error handling mechanism is triggeréd
to recover from the errant command.

With command/address (C/A) parity support in the memory device,
the performance of a system utilizing the memory device can be improved.
The system does not need to reboot in order to recover from an errant
command received by the memory device. In one embodiment of the
invention, the memory device includes but is not limited to, a Synchronous
Dynamic Random Access Memory (SDRAM), Dynamic Random Access
Memory (DRAM), RAMBUS Dynamic Random Access Memory (RDRAM),
double-data-rate three SDRAM (DDR3), DDR four SODRAM (DDR4), and
any other type of random access memory device.

Figure 1 illustrates a block diagram 100 of a memory control hub
110 and a memory module 120 in accordance with one embodiment of the
invention. In one embodiment of the invention, the memory module 120
includes, but is not limited to, DRAMSs, register devices, buffer devices.
The memory control hub 110 has an error handling logic 112 to handle
commands and address parity errors when the memory module 120
receives an errant command. The memory control hub 110 communicates
with the memory module 120 using signals including, but not imited to,
address signals 130, control signals 132, clock signals 136. data signals
138, parity signals 140 and any other signals to facilitate communication
between the memory control hub 110 and the memory module 120.

in one embodiment of the invention, when the memory coatrol hub
110 is required to send a command to the memory module 120, the error

handling logic 112 in the memory control hub 110 computes the parity of

- 3 -
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the address signal bits and the command signal bits of the command. A
parity bit signal is selected or determined based on an even or odd parity
of a combination of the computed parity and the parity bit signal. In one
embodiment of the invention, the error handling logic 112 covers the parity
for the signals including but not limited to, row address strobe (RAS)
signal, column address strobe (CAS) signal, write enable (WE) signal,
address bus signals, and bank select sigrials of the memory module 120.

The memory control hub 110 provides the parity bit signal as one of
the parity signals 140 when a command is sent to the memory module
120. in one embodiment of the iﬁvention, the memory module 120, upon
receiving a command and its associated parity signal, is able to detect or
determine if the received command has any C/A parity error. In another
embodiment of the invention, the memory module 120 is able to detect or
determine if the received command has any cyclic redundancy check
(CRC) error. The memory module 120 has an error handling logic 124 to
perform the C/A parity or CRC error detection.

If the memory module 120 detects a parity error in the received
command, it ignores the received command and stores the command bits
and address bits of the received command in a mode register 122 in one
embodiment of the invention. The memory module 120 asserts an
indication signal as one of the parity signals 140 to the memory control
hub 110 when the parity error in the received command is detected.
Similarly, when a CRC error in the received command is detecled, the
memory module 120 asserts the indication signal as one of the parity
signals 140 to the memory controf hub 110.

The memory controller hub 110, upon receiving the indication
signal, determines from the indication signal whether a parity or a CRC
error 1s present in the received command. The memory controller hub 110

performs an appropriate recovery mechanism to recover from the parity or

- 4 -
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CRC error. With the error handling logic 112 in the memory control hub
110, it has hooks to recover from errors in the memory module 120

One of ordinary skill in the relevant art will readily appreciate that
other forms of error detection mechanisms can be implemented without
affecting the workings of the invention. in another embodiment of the
invention, more than one memory modute 120 or memory control hub 110
is present in a system. The memory control hub 110 is integrated into a
processor of the system in another embodiment of the invention.

Figure 2 illustrates a format 200 of a mode register 122 in
accordance with one embodiment of the invention. The mode register 122
has a C/A parity bit 210 and a CRC error bit 215 that can only be written
or set by the memory control hub 110. The C/A parity bit 210 allows the
activation or deactivation of the parity checks of the memory module 120.
The CRC error bit 215 allows the activation or deactivation of a CRC
indication pulse when CRC errors are detected in the memory module
120. When the C/A parity bit 210 is asserted or set to logic one, the error
handling logic 124 of the memory module 120 is enabled. When the C/A
parity bit 210 is de-asserted or set to logic zero, the error handling logic
124 of the memory module 120 is disabled.

The mode register 122 has an error status bit 220 and a CRC error
status bit 225 that can be read and written. When a parity error is detected
by the memory module 120, the memory module asserts or sets the error
status bit 220 to logic one. When a CRC error is detected by the memory '
module 120, the memory module asserts or sets the CRC error status bit
225 to logic one. When the memory control hub 110 has completed the
recovery mechanism or process for the parity or CRC error, it de-asserts
or sets the error status bit 220 or CRC error status bit 225 respectively to

logic zero.
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When the memory module 120 detects a parity error in a received
command, the memory module 120 stores the command bits and address
bits of the received command in the error log bits 230 of the mode register
122. The memory control hub 110 can read the error log bits 230 to
determine which command has been received with parity errors by the
memory module 120.

The format 200 of the mode register 122 illustrates one

configuration in one embodiment of the invention and is not meant to be

limiting. One of ordinary skill in the relevant art will readily appreciate that

other variations of the configuration of the mode register 122 can be used
without affecting the workings of the invention. In one embodiment of the
invention, the mode register 122 is part of a mode register set (MRS)
register on a DRAM device.

Figure 3 illustrates a sequence 300 of handling parity errors in a
memory module 120 in accordance with one embodiment of the invention.
The events 310 show a possible sequence 300 of events when the
memory module 120 receives a command with a parity error. In event 312,

the memory module 120 is responding to all commands with a valid or

correct parity bit signal. The error status bit 220 and the ALERT signal 340

are not set or asserted during the event 312. This is illustrated in the event
bit not set 332. The ALERT signal 340 is an indication signal to the
memory control hub 110 that the memory module 120 has received a
command with a parity error. In one embodiment of the invention, the
ALERT signal is a OR signal that is connected to all memory modules in a
system.

In the event 314, the memory module 120 detects or determines
that it have received a command with incorrect parity. In the event 316,
the memory module 120 ignores the command with incorrect parity and all

other external commands. The memory module 120 stores the errant

Py
- O -
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command and address in the error log bits 230 and asserts the error
status bit 220. This is illustrated in the event bit set 334. The ALERT signal
340 is asserted when the error status bit 220 is asserted. In the event 316,
the fnemory module 120 empties the queue of pending valid commands
that have been received prior to the received errant command, i.e., the
memory module 120 waits for all of the pending valid commands to finish
execution.

In the event 318, the memory module 120 waits for an active-to-
precharge command delay (tRAS) to lapse. The tRAS delay is the number
of clock cycles required between a bank active command and issuing the
precharge command. In one embodiment of the invention, the memory
module 120 waits for the minimum delay time required for tRAS. When the
tRAS delay has tapsed. the memory module 120 closes all open pages if
there are any.

In the event 320, the memory module 120 issues an internal
precharge command to all banks of the memory module 120. In the event
322, the memory module 120 responds to refresh commands and mode
register set (MRS) read and write commands from the memory controlier
hub 110. The memory module 120 does not respond to any other
commands in event 322 when the error status bit 220 is asserted. The
refresh commands include but are not limited to, refresh-all commands
and refresh-group commands.

In event 324, the memory controller hub 110 has completed its
error handling recovery process and de-asserts the error status bit 220
using a MRS write command to the mode register 122. The memory
module 120 resumes its normal operation and responds to all commands
with valid panty. The ALERT signal 340 is de-asserted when the error

status bits 220 is de-asserted. This is illustrated in the event bit not set
336.



10

15

20

25

Figure 4 illustrates a sequence 400 of handling CRC errors in a
memory module 120 in accordance with one embodiment of the invention.
The CRC error mechanism shares the same ALERT signal 340 in one
embodiment of the invention. In order to determine between CRC errors
and parity errors, the memory control hub 110 needs to read the error
status bit 220 of each memory module. This is time consuming and
reduces the efficiency of the system.

To overcome this problem, the events 410 show a possible
sequence 400 of events when the memory module 120 is writing data with
a CRC error. In the events 412 to 418, the memory module 120 has
written data in response to a write operation. The error status bit 220 and
the ALERT signal 440 are not set or asserted during the events 412 to
418. In the event 420, the memory module receives the CRC for the
written data and it checks if the written data is correct based on the CRC.
When a CRC error is detected or determined, the memory module 120
sets the error status bit 220 in the event 432. The memory module 120
sends a pulse on the ALERT signal 440 to indicate to the memory control
hub 110 that a CRC error has been detected.

The memory control hub 110 can easily differentiate between a
CRC error or a parity error from the memory module 120 by examining the
ALERT signal 440. The number of clock cycles or width of the pulse can
be set to any suitable number that the memory control hub is able to
detect. In one embodiment of the invention, the pulse width of the ALERT
signal 440 is set to two clock cycles when a CRC error is detected by the
memory module 120. One of ordinary skill in the relevant art will readily
appreciate that other variations of indicating the CRC error to the memory

control hub 110 can be used without affecting the workings of the

invention.
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Figure 5 illustrates a flow chart 500 of the steps to perform error
management in a memory module 120. in accordance with one
embodiment of the invention. For clarity of illustration, figure 5 is
discussed with reference to figure 1. In step 505, the memory module 120
checks if there are any C/A parity error in any received command, where
the received command is qualified by a chip select (CS) signal. If there is
no C/A parity error, the memory module 120 checks if there is any CRC
error in step 508. If there is no CRC error, the memory module 120 goes
back to step 505. If there is a CRC error, the memory module 120 asserts
an indication signal for X pulses in step 522.

The number X can be any suitable number that allows the memory
control hub 110 to differentiate between a parity error and a CRC error.
The width of the X pulses can also be varied in one embodiment of the
invention. In optional step 542, the memory module checks if the error
status bit 220 s cleared or de-asserted by the memory control hub 110.
The memory control hub 110 clears the error status bit 220 after it has
finished the error recovery for the errant command. If the error status bit
220 is cleared, the flow ends. If the error status bit 220 is not cleared, the
memory module 120 goes back to step 542.

If there is a C/A parnty error, the memory module 120 ignores the
received command with the C/A party error in step 510. The memory
module ignores all other external commands in step 510. In step 515, the
memory module 120 sets or asserts the error status bit 220 and stores the
errant command frame in the error log bits 230. In step 520, the memory
module 120 asserts an indication signal continuously. In one embadiment
of the invention, the indication signal is the ALERT signal 340. In step 525,
the memory module 120 waits for all current commands to be completed.

The current commands are received prior to the errant command.
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In step 530, the memory module 120 waits the minimum active-to-
precharge commmand delay (tRAS_min) to lapse. In step 535, the memory
module 120 closes all open memory pages and responds only to refresh
COMmands and MRS read/write commands from the memory control hub
110. In step 540, the memory module 120 checks if the error status bit 220
is cleared by the memory control hub 110. The memory control hub 110
clears the error status bit 220 after it has finished the error recovery for the
errant command. If the error status bit 220 is cleared or de-asserted, the
memory module 120 de-asserts the indication signal in step 545 and the
flow ends. If the error status bit 220 is not cleared, the memory module
120 goes back to step 540.

Figure 6 illustrates a flow chart 600 of the steps to perform error
management in a memory controller hub 110 in accordance with one
embodiment of the invention. For clarnity of illustration, figure 6 s
discussed with reference to figure 1. In step 610, the memory control hub
110 checks if it has received any indication signal. In one embodiment of
the invention, the indication signal is the ALERT signatl 340. If no
indication signal is received, the memory control hub 110 goes back to
step 610 If an indication signal is received, the memory control hub 110
checks if the indication signal indicates a parity error in step 615 If the
indication signal has indicated a parity error, the memory control hub 110
waits for the current command queue to be completed in step 620.

In step 625, the memory control hub 110 sends a precharge
command to all memory modules. All memory modules, except the
memory module that has a parity error, execute or perform the precharge
command from the memory control hub 110. In step 630, the memory
control hub 110 sends a refresh command to all the memory modules to

retain the data in each memory module. All memory modules, including
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the memory module that has a parity error, execute or perform the refresh
command from the memory control hub 110. -

In step 635, the memory control hub 110 reads the error status bit
220 from each-memory module to determine which memory module is the
source of the error. For example, in one embodiment of the invention, the
memory control hub 110 is connected to four memory modules. The
memory control hub 110 reads the error status bit 220 from each of the
four memory modules to determine which of the four memory modules has
received a command with a C/A parity error.

In step 640, the memory control hub 110 clears the error status bit
220 from the memory module that has received the command with a C/A
panty error. In step 645, the memory control hub 110 resends the write
command (if needed) to the memory module that has received the
command with a C/A parity error and thé flow ends.

vIn step 615, if there is no parity error detected in the indication

signal, it means that a CRC error has been detected and the flow goes to
optional step 622. For purposes of illustration, the memory control hub 110
is able to detect either a parity error or a CRC error. In optional step 622,
the memory module determines which of the memory modules has
received a write command with a CRC error. In one embodiment of the
invention, the memory control hub 110 detects or determines which of the
memory modules has received a write command with a CRC error by
examining the timing of the indication signat and the propagation delay of
the indication signal. In another embodiment of the invention, step 622 is
not performed and the memory control hub 110 handles CRC error by
backing up write commands to a certain point which assumes that the
furthest DRAM device has the CRC error and then resends all the write

commands from that point on. The worst case latency for the ALERT
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signal can be determined as part ofb training before using the memory
channel for write commands.

Figure 7 illustrates a system 700 to implement the methods
disclosed herein in accordance with one embodiment of the invention. The
system 700 includes, but is not limited to, a desktop computer, a laptop
computer, a netbook, a notebook computer, a personal digital assistant
(PDA), a server, a workstation, a cellular telephone, a mobile computing
device, an Internet appliance or any other type of computing device. In
another embodiment, the system 700 used to implement the methods
disclosed herein may be a system on a chip (SOC) system.

The processor 710 has a processing core 712 to execute
instructions of the system 700. The processing core 712 includes, but is
not limited to, pre-fetch logic to fetch instructions, decode logic to decode
the instructions, execution logic to execute instructions and the like. The
processor 710 has a cache memory 716 to cache instructions and/or data
of the system 700. In another embodiment of the invention, the cache
memory 716 includes, but is not limited to, level one, level two and level
three, cache memory or any other configuration of the cache memory
within the processor 710.

The memory control hub (MCH) 714 performs functions that enable
the processor 710 to access and communicate with a memory 730 that
includes a volatile memory 732 and/or a non-volatile memory 734. The
volatile memory 732 includes, but is not limited to, Synchronous Dynamic
Random Access Memory (SDRAM), Dynamic Random Access Memory
(DRAM), RAMBUS Dynamic Random Access Memory (RDRAM), and/or
any other type of random access memory device. The non-volatile
memory 734 includes, but is not limited to, NAND flash memory, phase

change memory (PCM), read only memory (ROM), electrically erasable
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programmable read only memory (EEPROM), or any other type of non-
volatile memory device.

The memory 730 stores information and instructions to be executed
by the processor 710. The memory 730 may also stores temporary
variables or other intermediate information while the processor 710 is
executing instructions. The chipset 720 connects with the processor 710
via Point-to-Point (PtP) interfaces 717 and 722. The chipset 720 enables
the processor 710 to »Connect to other modules in the system 700. In one
embodiment of the invention, the interfaces 717 and 722 operate in
accordance with a PtP communication protocol such as the Intel®
QuickPath Interconnect (QP1) or the like.

The chipset 720 connects to a display device 740 that includes, but
is not limited to, liquid crystal display (LCD), cathode ray tube (CRT)
d'isplay, or any other form of visual display device. In one embodiment of
the invention, the processor 710 and the chipset 720 are merged into a
SOC. In addition, the chipset 720 connects to one or more buses 750 and
735 that interconnect the various modules 774, 760, 762, 764, and 766.
Buses 750 and 755 may be interconnected together via a bus bridge 772
if there is a mismatch in bus speed or communication protocol. The
chipset 720 couples with, but is not limited to, a non-volatile memory 760,
a mass storage device(s) 762, a keyboard/mouse 764 and a network
interface 766.

The mass storage device 762 includes, but is not limited to, a solid
state drive, a hard disk drive, an universal serial bus flash memory drive,
or any other form of computer data storage medium. The network
interface 766 is implemented using any type of well known network
interface standard including, but not limited to, an Ethernet interface, a
universal serial bus (USB) interface, a Peripheral Component Interconnect

(PCI) Express interface, a wireless interface and/or any other suitable type

- 13 -
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of interface. The wireless interface operates in accordance with, but is not
limited to, the IEEE 802.11 standard and its related famity, Home Plug AV
(HPAV), Ultra Wide Band (UWB), Bluetooth, WiMax, or any form of
wireless communication protocol.

While the modules shown in figure 7 are depicted as separate
blocks within the system 700, the functions performed by some of these
blocks may be integrated within a single semiconductor circuit or may be
implemented using two or more separate integrated circuits. For example,
although the cache memory 716 is depicted as a separate block within the
processor 710, the cache memory 716 can be incorporated into the
processor core 712 respectively. The system 700 may include more than
one processar / processing core in another embodiment of the invention.

The methods disclosed herein can be implemented in hardware,
software, firmware, or any other combination thereof. Although examples
of the embodiments of the disclosed subject matter are described, one of
ordinary skill in the relevant art will readily appreciate that many other
methods of implementing the disclosed subject matter may alternatively
be used. In the preceding description, various aspects of the disclosed
subject matter have been described. For purposes of explanation, specific
numbers, systems and configurations were set forth in order to provide a
thorough understanding of the subject matter. However, it is apparent to
one skilled in the relevant art having the benefit of this disclosure that the
subject matter may be practiced without the specific details. In other
instances, well-known features, components, or modules were omitted,
simplified, combined, or split in order not to obscure the disclosed subject
matter.

The term “is operable” used herein means that the device, system,
protocol etc, is able to operate or is adapted to operate for its desired

functionality when the device or system is in off-powered state. Various

— L;l -
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matter

embodiments of the disclosed. subject matter may be impleméented in
hardware, firmware, software, or combination thereof. and may be
described by reference to or in conjurction with program code, such.as
instructions, functions, proce'd_.Ures, data structures, logic, application
programs, design representations or formats for simulation, emulation,
and fabrication of a design, which when accessed by a machine results in
the machine performing tasks, defining abstract data types or low-level
hardeare contexts, or producing a result.

The techniques shown in the figures can be implemented using
Codé_ and data stored and executed on one or more computing devices
such as general purpose computers or computing devices. Such
computing. devices store and co.mmunicate (nternally and with other
computing devices over a network) code and data using ma_chine~
readable media, such as machine readable storage media (e.g., magnetic
disks; optical disks; random access memory; read only memory; flash
memory devices; phase-change memory) and machine readable
communication media (e.qg., electrical, optical, acoustical or other form of
propagated signals — such as carrier waves, infrared signals, digital
signals, etc ).

While the disclosed subject matter has been described with
reference (o illustrative embodiments, this description is not intended to be
construed i a limiting sense. Various modifications of the illustrative
embodiments, as well as other embodiments of the subject matter, which
are apparent to persons skilled in the art to which the disclosed subject

maller pertains are deemed to lie within the scope of the disclosed subject
" In addition to the method set out in the appended claims, there is
also disclosed herein another method of error management and a memory

device as described in the following clauses:
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CLAUSES:

1. A method comprising:
detecting whe\ther a received command has a parity error; and
responsive to a detection of the parity error, |
ignoring the received command:

storing command bits and address bits of the received

command: and

asserting an indication signal.

2. The method of clausel, wherein detecting whether the received
command has the parity error comprises:
determining whether the command bits or the address bits of the

received command has the parity error.

3. The method of clause 1, wherein responsive to the detection of the
parity error, the method further comprising:

asserting an error status bit:

waiting until all of one or more current commands has finished
execution, wherein the one or more cu‘rrent commands are received prior
to the received command:

waiting until an active-to-precharge command delay has lapsed:;

and
- 16 -
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closing all open pages.

4. The method of clause3, wherein respansive to the detection of the
parity error, the method furiher comprising:

responding only to one of a refresh command, a mode register set
(MRS) read command or a MRS write command:

determining that the error status bit is de-asserted: and

de-asserting the indication signal.

5. The method of clausel, further comprising:

detecting whether a write operation has a cyclic redundancy check

(CRC) error; and

responsive to a detection of the CRC error, sending a pulse on the

indication signal.

6. A memory module comprising:
a register; and
error handling logic to:
detect whether a received command has a parity error; and
responsive to a detection of the parity error,

ignore the received command,;

- 17 -
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store command bits and address bits of the received
command in the register; and

assert an indication signal.

7. The memory module of clause 6, wherein the error handling fogic to
detect whether the received command has the parity error is to:
determine whether the command bits or the address bits of the

received command has the parity error.

8. The memory module of <lauseg wherein the error handling logic
responsive to the detection of the parity error is further to:

assert an error status bit of the register;

wait until all of one or more current commands have finished
execution, wherein the one or more current commands are received prior

to the received command:

wait until an active-to-precharge command delay has lapsed; and

close all open pages.

9. The memory module of clause6, wherein the error handling logic
responsive to the detection of the parity error is further to:

respond only to one of a refresh command, a mode register set

(MRS) read command or a MRS write command:

- 18 -



determine that the error status bit is de-asserted; and

de-assert the indication signal.

10. The memory module of clause, wherein the error handling logic is
further to:

detect whether a write operation has a cyclic redundancy check
(CRC) error; and |

responsive to a detection of the CRC error, send a pulse on the

indication signal.



CLAIMS:
1. A memory controller comprising:
logic to:
provide a command and a parity bit signal associated with the
5 command to one or more memory modules;
detect whether an indication of a parity error of the command is
received; and
responsive to a detection of the indication of the parity error,
determine which one of the one or more memory modules

10 has received the command.

2. The memory controller of claim 1, wherein the logic to provide the parity
bit signal associated with the command is to:
compute parity of address signals and command signals of the command,
15 and
select a bit signal as the provided parity bit signal associated with the
command, wherein the bit signal is selected based on an even or odd parity of a

combination of the computed parity and the bit signal.

20 3. The memory controller of claim 1, wherein the logic responsive to the

detection of the indication of the parity error is further to:

-20-



wait until all of one or more sent commands to the one or more memory
modules have completed execution,;
send a pre-charge command and a refresh command to all memory
modules;
5 reset the error status bit of the determined one memory module; and

send the command to the determined one memory module.

4. The memory controller of claim 1, wherein the logic to determine which
one of the one or more memory modules has received the command is to:

10 read an error status bit of each of the one or more memory modules to
determine which one of the one or more memory modules has received the

command, wherein the error status bit is to indicate the parity error.

S. The memory controller of claim 1, wherein the logic is further to:
15 detect whether another indication of a cyclic redundancy check (CRC)
error of the command is received; and
responsive to a detection of the another indication of the CRC error,
determine which one of the one or more memory modules has
recetved the command; and

20 send the command to the determined one memory module.

-21 -



6. A method of managing comprising:
detecting whether a parity error or a cyclic redundancy check (CRC) error
is indicated on an indication signal; and
responsive to a detection of the parity error,
5 waiting until all of one or more sent commands has completed
execution;
sending a pre-charge command and a refresh command to all of
one or more memory modules; and
determining which one of the one or more memory modules has

10 received a command with the parity error.

7. The method of claim 6, wherein detecting whether the parity error or the
CRC error is indicated on the indication signal comprises:
determining whether an asserted signal or a pulse is sent on the indication

15 signal.

8. The method of claim 6, wherein determining which one of the one or more
memory modules has received the command with the parity error comprises:
reading an error status bit of each of the one or more memory modules to
20 determine which one of the one or more memory modules has received the
command with the parity error, wherein the error status bit is to indicate the parity

€rror.

-22-



9. The method of claim 8, wherein responsive to a detection of the parity
error, the method further comprising:
resetting the error status bit of the determined one memory module; and

sending the command to the determined one memory module.

5
10. The method of claim 6, further comprising;
responsive to a detection of the CRC error,
determining which one of the one or more memory modules has
performed a write operation with the CRC error; and
10 performing the write operation to the determined one memory
module that has performed the write operation with the CRC error.
11. The method of claim 10, wherein determining which one of the one or
more memory modules has performed the write operation with the CRC error
15 comprises:
determining which one of the one or more memory modules has
performed a write operation with the CRC error based on a delay time of the
indication signal.
20

-23-
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