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(57) ABSTRACT 

A method for parsing the flow of natural human language to 
convert a flow of machine recognizable language into a con 
ceptual flow includes, first, recognizing the lexical structure 
and then, a basic semantic grouping is determined for the 
language flow in the lexical structure. The basic semantic 
grouping is then determined that denotes the main action, 
occurrence or state of being for the language flow. The 
responsibility of the main action, occurrence or state of being 
for the language flow is then determined within the lexical 
structure followed by semantically parsing the lexical struc 
ture. Thereafter, any ambiguities in the responsibilities are 
resolved in a recursive manner by applying a predetermined 
set of rules thereto 
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entitled METHOD FOR SUBSTITUTING AN ELEC 
TRONIC EMULATION OF THE HUMAN BRAIN INTO 
AN APPLICATION TO REPLACE A HUMAN” (Atty. Dkt. 
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TECHNICAL FIELD 

0002 The present invention pertains in general to artificial 
brains and, more particularly, to the aspect of storing infor 
mation as a plurality of individual concepts that are capable of 
being connected to each other through predetermined rela 
tionships. 

BACKGROUND 

0003. When dealing with a processing system that emu 
lates a human brain, multiple techniques have been used in the 
past. One is to utilize a first principals system which defines 
the artificial brain in the form of a plurality of rules and 
various hierarchical structures. For example, some linguistics 
systems utilize a database comprised of a plurality of linguis 
tic rules that are used to parse a sentence into its individual 
parts, such as Subject, verb and object and then organize 
sentences as groups of components into paragraphs and the 
paragraphs into an overall outline. Some of these systems 
have rules to determine the concepts behind particular sen 
tences and paragraphs, and even generate an overall outline. A 
second type of system utilizes a neural network which is 
comprised of a plurality of weighted nodes that are intercon 
nected with input and output nodes. The various internal 
nodes, referred to as activation nodes, are trained to provide 
an overall representation of a system. These are non-linear 
networks and each node has a function that is determined by 
training and the Such. No one given node has a predefined 
relationship. Any type of nodal system utilized to represent a 
series of complex relationships typically requires a plurality 
of individual node, each defined in terms of activation levels, 
Such that the “firing of a particular node based upon an input 
or an event will cause the firing of sequential nodes to repre 
sent an overall concept. The use of such nodes does not lend 
itself to defining concepts in the discrete manner or of inter 
connecting Such concepts in an adequate manner. 

SUMMARY 

0004. The present invention disclosed and Claimed 
herein, in one aspect thereof, comprises a method for parsing 
the flow of natural human language to convert a flow of 
machine recognizable language into a conceptual flow. First, 
the lexical structure is recognized and then, a basic semantic 
grouping is determined for the language flow in the lexical 
structure. The basic semantic grouping is then determined 
that denotes the main action, occurrence or state of being for 
the language flow. The responsibility of the main action, 
occurrence or state of being for the language flow is then 
determined within the lexical structure followed by semanti 
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cally parsing the lexical structure. Thereafter, any ambigu 
ities in the responsibilities are resolved in a recursive manner 
by applying a predetermined set of rules thereto. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0005 For a more complete understanding, reference is 
now made to the following description taken in conjunction 
with the accompanying Drawings in which: 
0006 FIG. 1 illustrates an overall block diagram of agen 
eral artificial brain and the associated neuron database; 
0007 FIG. 2 illustrates the concept organization; 
0008 FIG. 3 illustrates a diagrammatic view of one con 
cept flow: 
0009 FIG. 4 illustrates a block diagram of a plurality of 
neurons showing the interconnection thereof through rela 
tionships; 
0010 FIG. 5 illustrates a diagrammatic view of various 
relationship flows defined as clumps; 
0011 FIG. 6 illustrates an alternate diagrammatic view of 
the organization of clumps; 
0012 FIG. 7 illustrates a block diagram of the general 
overall artificial brain and the operation of receiving a textual 
input and providing an output; 
0013 FIG. 8 illustrates a diagrammatic view of the data 
fields for a relational neuron; 
0014 FIG. 9 illustrates a nodal array for one conceptual 
flow: 
0015 FIG. 10 illustrates a detail of the nodal array of FIG. 
10: 
0016 FIG. 11 illustrates a diagrammatic view of intercon 
nections between neurons; 
0017 FIG. 12 illustrates a diagrammatic view of the 
parser; 
0018 FIG.12a illustrates a diagram of the system linkage 
to clumps; and 
0019 FIGS. 13-18 are tables illustrating clump defini 
tions. 

DETAILED DESCRIPTION 

0020 Referring now to the drawings, wherein like refer 
ence numbers are used herein to designate like elements 
throughout, the various views and embodiments of a method 
and apparatus for defining an artificial brain via a plurality of 
concept nodes connected together through predetermined 
relationships are illustrated and described, and other possible 
embodiments are described. The figures are not necessarily 
drawn to scale, and in Some instances the drawings have been 
exaggerated and/or simplified in places for illustrative pur 
poses only. One of ordinary skill in the art will appreciate the 
many possible applications and variations based on the fol 
lowing examples of possible embodiments. 
0021 Referring now to FIG.1, there is illustrated a general 
block diagram of the processing system that represents the 
artificial brain. In general, the brain processing system is 
referred to by a reference numeral 102. It is operable to 
receive an input on an input line 104 and provide an output on 
an output node 106. Input 103 can receive inputs such as 
speech, text or some sensory input and the output on node 106 
can be an action, text or the such. It should be understood that 
any type of input can be accommodated that provides some 
sort of information to the system, either static or dynamic. In 
one implementation of the artificial brain, the system will 
have a discourse with a user. The user will input text in the 
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form of a query (or input voice that is translated to text or 
Some similar machine recognizable form). For example, the 
input may be a question that may ask the system to “show me 
the tree,” which is then interpreted by the system to possibly 
display a picture of a tree. It may be that the system detects 
Some type of ambiguity in that it does not understand whether 
the query is trying to askit about a plantoragraph, as the term 
“tree' could be the plant defined as a tree or it could be a graph 
that is in the form of a tree structure. In this situation, the 
output would be a question to the user asking whether the user 
means the plant or the graph. Another input would then be 
received indicating that it was the plant. The system would 
then process this further. However, if the user had indicated 
the query as show me the tree that was to be cut down, it is then 
possible, based upon the level of training in the artificial brain 
to determine that there is some type of learned association 
between the concept of “cut” and the tree as a plant as 
opposed to the tree as a graph. In that situation, no additional 
query would be required. Of course, this is a very simple 
example of the type of input that could be received and the 
type of output that could be provided. 
0022. Additionally, in the flow of the discourse, it could be 
that the context was sufficient to discern that a tree was the 
plant type as, for example, a previous query could have been 
directed towards walking in the woods to find a “tree.” This 
context is maintained in an ongoing contextual list. In this 
situation, the brain itself can resolve an ambiguity and no 
clarifying query would be required. 
0023 The brain processing system 102 interfaces with a 
nodal array 104 comprised of a plurality of individual neuron 
nodes, hereinafter referred to as “neurons. The nodal array 
104 is operable to store in each of the plurality of neurons a 
unique concept. This concept can relate to a hard object oran 
abstract idea. For example, the concept could be the concept 
of a tree in a plant based context. It could also be the concept 
of a “truck.” Further, it could be related to the concept of a 
“fire truck.” Any complex number of words could define a 
particular concept and this particular concept does not nec 
essarily require that it be a single word but, rather, it can be a 
combination of words and could even include the concept 
embodied in a phrase. 
0024. As will be described herein below, each concept has 
Some type of relationship with other concepts, when taken in 
the context of a sentence. In order to have any type of dis 
course or to relay a particular overall concept in a discourse, 
a plurality of individual concepts are organized in a particular 
sequence and organization. Therefore, it is the structure and 
sequence of an individual concept in a particular manner 
which defines an idea or a “conceptual flow.” The details of 
this conceptual flow will be described in more detail herein 
below. 

0025 Referring now to FIG. 2, there is illustrated a dia 
grammatic view of the concept universe. There are illustrated 
a plurality of nodes (neurons, noting that “node' and “neu 
ron’ will be utilized interchangeably throughout), each rep 
resenting an individual concept. One could be the concept of 
a particular verb, one the concept of a particular noun, etc. 
Each of these concepts has a group of relationships associated 
therewith. For example, a particular sentence could be uti 
lized in a discourse wherein it was stated that “A leopard 
named Egor is in the cat family and has white fur and wears a 
red collar.” There are a plurality of relationships that exist 
within this sentence. First, if the relationships did not previ 
ously exist, there would be a neuron for the concept of leopard 
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created and a relationship generated between leopard to a 
previously existing neuron defined as the "cat' neuron. This 
would be created in such a manner wherein the relationship 
created is defined as being the “parent relationship between 
the “leopard’ concept and the "cat' concept, i.e., a “parent 
relationship. There would also be an “instance of relation 
ship created between the leopard neuron and the name 
“Egor.” There would be a “possession relationship between 
the “Egor neuron and a neuron for “red collar.” If the concept 
“red collar previously existed as a concept for a neuron, then 
the relationship would be created in the “Egor neuron to the 
“red collar neuron. There would also be created what is 
termed a “back relationship' from the “red collar neuron to 
the “Egor neuron. This will be described in more detail 
herein below when specific relationships are referred to. For 
the rest of this discussion, relationships between neurons will 
be called “relins' or a relationship “relin.” An additional rela 
tionship would be an attribute which would show that an 
attribute of the specific “Egor neuron would be directed to 
the “white' neuron, assuming this concept embodied in a 
neuron previously existed. 
0026. When defining a particular grouping, i.e., a sen 
tence, all that is necessary is to define the concepts that are 
defined in this grouping, a sentence making a logical group 
ing in natural language, and then define the relationships 
between the various concepts. Once the concepts in a group 
ing, i.e., a sentence, and the relationships between those con 
cepts, is defined, the overall idea or concept of the sentence or 
logical grouping is defined. This can be further extended to a 
paragraph, a chapter in an overall book, etc. Again, this will 
all be described in much more detail herein below. Referring 
back to FIG. 2, there are illustrated a plurality of neurons, 
each defining concepts. There is defined a first grouping 202 
and a second grouping 203. These each being independent 
groupings. A particular grouping of concepts and their rela 
tionships would be associated with, for example, a particular 
Sentence. 

0027. Referring now to FIG. 3, there is illustrated a dia 
grammatic view of a conceptual flow in a particular overall 
conceptual flow. The following sentence is that which is rep 
resented by the conceptual flow of FIG. 3: 

0028. A dog is a domestic animal. Dogs are compan 
ions. Dogs are members of the canine family and they 
are hairy. A dog I know of is named Fido. 

0029. The sequence flow would then go between various 
neurons. In this example, there is the “dog” neuron, the 
“domestic animal neuron, the “companions' neuron, the 
“Fido' neuron, the “canine' neuron and the “hairy’ neuron. 
The flow of a sentence would be the first relationship between 
“dog” and “domestic animal' along a first path represented by 
O. There would be a second flow from “domestic animal' 
back to “dog”, as there is a relationship from “dog” to 
“domestic animal' which is one of parentage, i.e., “dog” is a 
member of the “domestic animal' category. The relationship 
between “domestic animal’ and “dog” is one where “dog” is 
a child of the “domestic animal' category (a back reln). 
There will then be the next relationship defined which is 
between “dog” and “companions.” There will be a relation 
ship at the “dog” neuron indicating that the “companions' 
neuron is an associative relationship, which will have a back 
relationship with the (4) relationship. Thus, dog will have a 
stored relationship to “companions” and companions will 
have a stored relationship back to “dog” It is understood that 
stored in the “dog” neuron is the relationship to other neurons 
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and not the relationship “from other neurons, i.e., all that is 
important for the dog neuron is to know that it has an asso 
ciative relationship to the companion neuron and not to know 
that the companionship neuron has a back relationship to the 
dog neuron. In a similar manner, the next relationship in the 
flow will be the relationship of the “dog” neuron to the 
“canine' neuron, which is one of parent/child. The “dog” 
neuron indicates that there is a parent relationship to the 
“canine' neuron and the “canine' neuron will indicate a child 
relationship back to the “dog” relationship. Thus, the “child 
relationship is not stored in the “dog” relationship. There will 
then be a relationship defined between “canine' and “hairy.” 
this being an associative relationship. The last relationship 
will be the instance of relationship to the "Fido' neuron. 
There will be a relationship in one direction to “Fido' that is 
an instance relationship and the back relationship from 
“Fido' to “dog” will be a “instance of relationship. These 
relationships will be described in more detail herein below. 
0030. As noted herein above, the nodal array and the over 

all information stored for the artificial brain is comprised of a 
plurality of concept neurons that are interconnected together 
with various relationships. That is to say, one particular neu 
ron may have thousands of potential relationships to other 
neurons. For example, the “dog” neuron may be related to the 
“canine' neuron, the “dog body’ neuron, the “fur neuron, 
etc. However, until Some conceptual flow occurs such as that 
associated with a particular sentence, these relationships 
mean nothing. It is when the concept flow is disposed in some 
organized and structural conceptual manner that these con 
cepts give meaning to a particular overall idea that is con 
veyed by the sequence, structure and organization of the 
particular grouping and flow of concepts. 
0031 Referring now to FIG. 4, there is illustrated a single 
concept node or neuron 404 that is associated with a plurality 
of other concept nodes 406 labeled concept node b, concept 
node c. . . concept node N. Each of the concept neurons or 
nodes has associated with it a set of properties in a block 408 
defining certain aspects of a particular neuron. For example, 
if the concept neuron were the concept of a branch of a tree, 
the property block might include such things as it being thin, 
having a size less than a particular diameter, being made of 
wood, fiber, etc. These are certain things that are fixed with 
respect to the properties thereof. Although not discussed in 
the parent applications herein, which were incorporated 
herein by reference, it should be understood that concept 
neurons can be created with certain properties such as the type 
of word they are, i.e., noun, verb, etc., and they can have 
defined properties associated therewith. Alternatively, these 
concept neurons can be “learned neurons. There can be text 
neurons, there can be identity neurons, etc. However, each 
neuron or node constitutes a particular concept of either a 
hard object or an abstract idea. It is defined in the system by 
a neuron ID “NID” which is all that is necessary to refer one 
neuron to another, i.e., it is a flow of NIDs. {???? 
0032 Referring back to FIG. 4, the particular neuron 404 

is defined as having a plurality of relins to the other neurons or 
nodes 406. There can be thousands of these relns which can 
number as high as 32K relins per neuron. These relns are 
useful when querying the knowledge set that includes the 
nodal array of neurons about particular relationships. For 
example, it may be desirable to determine information about 
a dog. The nodal array would go in and determine the closest 
relationships and then the most distant relationships. For 
example, it might first determine that dogs are canines and 
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that dogs possess a dog body. It then may go one more step 
and determine that, since the dog exists in a dog body, it 
possesses paws and then a further relationship would be that 
it possesses claws because it possesses paws. The direct rela 
tionship would be the immediate relationship to a particular 
neuron and then a more distant relationship, i.e., removed by 
one relationship, would be a further relationship. The query 
could be defined in terms of specific relationships, one 
example being a “made of relationship that defines some 
neuron that constitutes the makeup of a particular object. A 
dog body, for example, would be made of paws, a tail and hair, 
for example. One could query what is a dog made of and the 
database would look to the closest made of relationships for 
the purpose of responding to the query. Again, all the database 
query has to do is look to the relationships to determine how 
to generate a particular response. 
0033. Thus, referring back to FIG. 4, all of the potential 
relationships, which are direct relationships, flow to the con 
cept nodes 406. Each of the concept nodes 406 can then flow 
to other concept nodes, illustrated as concept nodes 410 with 
respect to concept node B, and concept nodes 412 are asso 
ciated with concept node C. Thus, if the relationship desired 
were that of two steps down from concept node 404, it is 
possible to determine a relationship between concept node 
404 and concept node 410 by allowing the relationship to be 
taken two steps down. By defining the query in terms of the 
relationship, the particular relationship path can be defined. 
Thus, until a query is made or a sentence is constructed, all of 
the relationships between particular concept nodes are 
“potential relationships. 
0034. From the standpoint of how a neuron is defined, a 
word can be parsed from a particular sentence that exists 
within a particular paragraph or discourse and “conceptual 
ized into the particular neuron, wherein the properties of that 
neuron may be defined and the relationships between that 
particular concept and other concept neurons defined. There 
in the conceptualization process, the relationships are defined 
between various other neurons that exist within the particular 
discourse. It may be that the discourse results in a new rela 
tionship that will be presented. For example, if the discourse 
indicated that “the dog has a red collar.” The indication would 
be that there is a POSSN (possession) relin between the “dog” 
neuron and a “red collar neuron, which may have previously 
existed. These relationships would result in the “dog” neuron, 
which already exists, possibly having a POSSN relin pointing 
to the “red collar' neuron and a POSSN OF relin stored at the 
“red collar neuron pointing back to the “dog” neuron. This is 
how a relationship would be defined as a result of a particular 
input discourse, this being described herein below in more 
detail. In general, as noted herein above multiple times, every 
unique concept to be known is embodied as a single neuron. 
While all neurons are essential identical, the truly important 
information is not what is stored within them (or their specific 
characteristic) but how they are interconnected with other 
neurons. It is these connections that define a concept for what 
it is, i.e., its unique relationships with other concepts within 
the system. These relationships can be fixed or they can 
change. Some can be temporal, i.e., they disappear, or not. As 
will be described herein below, most of these relins, i.e., the 
relational connections, are non-weighted, but there are some 
that are weighted. There are some that are bi-directional con 
nections between two neurons such as the ASOC reln and 
other concepts required to separate relins, such as the PAR 
ENT and CHILD relins. In general, when discussing the gen 
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eral context or flow of concepts, one has to view communi 
cations of a concept or a thought. In general, words are used 
to communicate a concept or a thought. The predominant 
memory mechanism of human beings is a storage of the 
concept or thought, not the words by which it was conveyed. 
There are memory mechanisms that do store exact text. Such 
as memorizing the Declaration of Independence, but this is 
not addressed herein. The matter of conceptual memory 
exists across all cultures, because all languages intend to 
convey something through the use of words. The use of the 
concept nodes and the relational interconnections is provided 
to represent overall concepts, ranging from the simplest to the 
more complex concepts. A listener, in general is like a 
parser—a translator of text—trying to arrive at the greater 
meaning that words in and of themselves attempt to convey. 
Text comes in through various channels and it is broken down 
and processed. 
0035 Concepts are remembered in one of four basic types 
of neurons. The first is a simple neuron. This is one wherein a 
single concept is stored in a single neuron or node, where the 
neuron is simply a place-holder for that concept. As described 
herein above, relational connections, “relins.” are provided to 
other concepts (or words) that give the neuron meaning 
within the overall context of the brain to provide a knowledge 
set. These simple neurons store relationships between con 
cepts in a factual manner. For example, the word “dog” forms 
a “dog” neuron, and that neuron is linked through a reln to 
other neurons that help to establish the concept of the dog in 
the system. This may be simply a single neuron or multiple 
neurons requiring multiple relins. Neuron IDs (NID) for both 
simple and complex neurons share the same number space. 
0036 Complex neurons are another type of neuron, which 
are required in that there are occasionally repeated references 
to nouns that have a qualifying adjective, such as "black dog.' 
A complex neuron is created to handle Such cases. The com 
plex neuron and its associated concept carries all the impli 
cations of “dog” and the qualification of “red for example, 
but without the overhead of its own copy of all the linkages. 
This is due to the fact that the complex “red dog' concept can 
be viewed in a single concept, albeit requiring two words to 
convey that concept in text. 
0037. By comparison, when referring to a specific dog 
(such as “that dog”) that has particular traits or associations, 
a simple concept neuron is created. The simple neuron refers 
to a specific instance of “dog” and is connected to “dog” by an 
INST OF “dog” and from “dog” to “that dog' by an INST 
reln. 

0038 An additional type of neuron is referred to as the 
"clump' neuron. This is the concept of gathering "clumps' of 
information about an action that has taken place and garners 
with it all the history of that particular action or event. As 
Such, every clump neuron contains a connection to a verb (a 
distinguishing characteristic). Such clumps are the repository 
for actions taken by nouns, and each Such clump implies what 
can be viewed as the content of an independent clause, with a 
variant handling dependent clauses. In general, the brain 
parses a sentence and outputs a single Conceptual Clump 
which stores the parsed “thought.” Conceptual Clumps store 
the thought and not the words, i.e., it is the semantic organi 
Zation of concepts for that particular sentence, it being under 
stood that a sentence is normally thought of as defining a 
particular single thought (keeping in mind that some sen 
tences convey multiple thoughts and they have to be dealt 
with separately). In storing just the thought or the sequence of 
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concepts, the capability of capturing a diverse collection of 
input streams or concepts (i.e., “concept flows') is provided 
for. The possibility of analyzing these different streams as 
being conceptually equal is also accounted for, and providing 
a diverse range of sentence regeneration for creating an out 
put is also provided for. This will be described in more detail 
herein below in defining conceptual flows. In general, as will 
further be described herein below, one Conceptual Clump is a 
basic sentence clump that, at its most basic level, takes the 
words and phrases of a sentence and converts them to a series 
of semantic roles, one of which is the PAS verb wherein the 
main verb that assigns most of the other roles of a particular 
clump are defined. Further, as will be described herein below, 
each Conceptual Clump is defined as providing a role. It is 
both a neuron that has a defined set of concepts associated 
therewith Such that it points to these particular concept neu 
rons with a particular reln defining the relationship of that 
particular concept with the "clump' (that being a sentence) 
and also defines the role of the clump. There are multiple roles 
associated with clumps, however, which will be described 
and set forth herein below. 

0039 Referring now to FIG. 5, there is illustrated the idea 
of how conceptual flows can be represented. There is a type of 
clump that is called a Sentence Clump (SC) that defines 
particular neurons associated therewith and the flow thereof. 
These are illustrated as a linear flow but they are really not 
related as such. For example, a particular SC could define the 
various concept neurons as being nouns, verbs, adjectives, 
objects, etc. However, they are represented linearly just to 
show they have some relationship within a particular SC. In a 
particular discourse, which could be sentences inaparagraph, 
there are illustrated a plurality of SCs. One SC is defined by 
the Clump ID (CID) of “9017.” There is also provided an SC 
“9181 and an SC “8911” with multiple SCs possibly con 
tained there between. The entire group of SCs are organized 
in what is referred to as a Controller Clump (CC). In general, 
the flow of thought usually ties sentences together with con 
junctions, or through punctuation functioning as conjunc 
tions (assuming conjunctions). The Controller Clump is the 
way to store information at a much higher level. The Control 
ler Clump provides a linear progression of the thought of a 
sentence. This is typically a logical progression (i.e., Want, 
then realization, expectation then reality). The Controller 
Clump is basically the essence of connected thoughts in a 
particular grouping of ideas defined by sentences. This, again, 
will be defined in more detail herein below. 

0040. Referring now to FIG. 6, there is illustrated an alter 
nate diagrammatic view of how a sequence of ideas can be 
defined. In a discourse, there are typically paragraphs, i.e., 
logical breaks between discrete sets of ideas. The sentence 
describes a particular thought and various sentences in a 
paragraph define a logical progression of those thoughts 
which are grouped together in Some logical manner. Two 
sequential paragraphs define two thought groups. Thus, there 
can be illustrated a first paragraph Para1, which has associ 
ated therewith a plurality of sentence clumps, SC1, SC2, ... 
SCN. This is referred to as Controller Clump, CC1. The 
second paragraph, Para2, has sentence clumps, SC1, SC2, .. 
. SCM, tied together as a Controller Clump, CC2. What this 
all provides, at an even higher level, is an Outline Clump 
(OC). This is basically a larger-view picture of where the 
textual material is heading, i.e., it provides a scope or outline 
for a topic, e.g., “Where is this book going?' An Outline 
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Clump could summarize a paragraph or it could provide a 
Summarization of chapters in the book (if appropriate). 
0041 Referring now to FIG. 7, there is illustrated the 
general structure for parsing the English language based upon 
an input, be it some type of text or verbal input and concep 
tualizing that. This will be described further herein below. 
Additionally, the general structure for the system for storing 
the concept neurons, etc., will also be described herein below. 
For the purpose of this discussion, it is necessary to determine 
how concepts can flow in a particular sentence and the struc 
ture will provide some benefit. The event or text input is 
provided at a block 702 and this is input to a tokenizer 704. 
The tokenizer is basically operable to convert the text into a 
list of sentence tokens and/or NIDs. The tokenizer is an input 
to a parse block 706 to parse a sentence or fragments thereof 
into a set of alternative lists of tokens, with weighting alter 
natives. This is then output to a conceptualize block 708 that 
is operable to determine the concept behind particular words 
as they exist within a sentence. This then passes to a resolve 
block 710 to resolve the NIDs from a generic class to find the 
specific NID referred to by this particular word as it exists 
within the sentence. Once completed, a clump is created at a 
block 712 which assigns roles to groups of NIDs to form both 
the group of NIDs and the role associated therewith. This 
block then flows to a block 714 to create the relins from the 
clump. This is an attempt to convert the clumps to simpler 
form as relns with associated NIDs. This will then provide a 
completion of the operation, at a block 716. 
0042. The function of the conceptualizer 708 is to process 
the parser output, creating new neurons when necessary and 
storing conceptual associations derived from the incoming 
text. In this model, this is a two stage process. The first stage 
is organizational, in which the parser stack output is deposited 
into a structure to facilitate the creation of relational linkages. 
From this structure, the information is processed to create 
relational linkages between concepts. As to Organization, in 
the first stage, the conceptualizer 708 receives the stack out 
put from the sentence parser, and places each word into a 
structure derived from the sentence structure of the English 
language. The structure is an array of clauses, and the first 
clause is the primary clause of the sentence. Each clause is 
structured to contain all the possible elements of a clause. The 
major building blocks of a clause are Noun Phrases and Verb 
Phrases. With respect to Noun phrases, these consist of a 
group of up to ten nouns that collectively are the Subject, 
direct object, indirect object, object of the preposition, or part 
of a complement. Each of the nouns can have up to ten 
adjectives attached, and may have a preposition chain 
attached that is of unlimited length. Each noun may also have 
a relative adjective clause attached. With respect to Verb 
phrases, these consist of a group of up to ten verbs that 
contains the main verbs of the clause. In the conceptualizer 
708 clause structure, the predicate of the clause is the verb 
phrase. Each verb may have ten adverb modifiers. The verb 
phrase may have one preposition chain, which is attached to 
the first verb of the verb phrase. General Structure of a Clause 
0043. The structure of a clause is divided into 5 main 
sections. 
0044) Subject Noun Phrase 
0045 Predicate Verb Phrase 
0046 Direct Object Noun Phrase 
0047 Indirect Object Noun Phrase 
0048 Complement 

0049. Noun Phrase 
0050 Infinitive Phrase 

Example: “Climates that have little humidity are called arid 
climates.” 
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Clauses: 

0051 1 Clause 
0052 Climates (Subject Noun Phrase) 

0053. That have little humidity (Pointer to 2' 
Clause) 

0054) are called (Predicate Verb Phrase) 
0055 climates (Direct Object Noun Phrase) 
0056 arid (Adjective) 

0057 2" Clause 
0058 that (Subject Noun Phrase) 
0059 have (Predicate Verb Phrase) 
0060 humidity (Direct Object Noun Phrase) 

0061 little (adjective) 
0062. The second stage of the conceptualization process is 
referred to as the Emit Process” and entails taking the newly 
organized information and converting it into neurons and 
relationals. The process is done by identifying different 
classes of sentences that can all be processed in the same way. 
The different classes of sentences are identified based on the 
structure and the content of the sentence. Different elements 
within the clause structure are tested to see if they meet 
certain conditions. The nouns and verbs used will often hold 
clues that will indicate the conceptual relationships being 
expressed by the sentence. In order to access these clues, the 
nouns and verbs of each sentence are preprocessed to derive 
as much useful information as may be necessary. This infor 
mation is then made available for easy access when needed. 
The information stored for each word is derived from the 
noun or verb infoblock. The types of easy access information 
available are: 
0063. 1) Info Block of noun or verb 
0064. 2) Flags 
0065 3) Type 
0.066 4) ID 
0067 5) Parent gamut (if any) 
It is from this information that much of the processing deci 
sions are made. 
0068. In general, the parser is a natural language parser 
which can utilize many different types of approaches. The 
type that is used in the present embodiment is a predicate 
argument-parser using a Backus Nauer Form (BNF) layout 
description for the language. Actually, while Some areas of 
the parser make use of conventional “predicate argument 
structure’ (PAS) common in linguistics, it is not essential for 
operation. This BNF form is one of choice and many others 
could be used and are anticipated Such that the use of such is 
not limiting and other parsers could be utilized to provide the 
parsing operation. 
0069. The tokenizer block 704 is the operation wherein 
incoming sentences are broken down into “tokens.' items 
corresponding to individual words and punctuation, but in 
which the words have already been located by some form of 
internal serial number, if they were already known. There 
fore, this simplified list (non-text) is then forwarded to the 
parser for Subsequent processing. 
0070. The parse block 706 is the device that breaks the 
sentences into its simpler parts, wherein the parser is defined 
by a top-down description of the language. In the particular 
parser algorithm utilized, a Backus Nauer Form (BNF) is 
utilized which is a natural language C++ parser for the 
description of the English grammar which is utilized to trans 
late English grammar to computer language. Thus, the token 
izer initially breaks the sentence into items corresponding to 
individual words and punctuation and then the parser breaks 
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the sentences down into their simpler parts and the constituent 
parts are saved in Some manner. This is, in general, a “seman 
tic' parser, and is driven largely by the grammar and syntax of 
valid sentences. These stacks of constituent parts are then 
passed on to the conceptualize block 708 to allow them to be 
converted into clump neurons. A "clump' as defined herein is 
a form of a neuron that remembers something that relates to 
action, aspect, or is only true for a specific time. Such as 
“tomorrow. Technically, any phrase—dependent or indepen 
dent—can beformed into a clump, though that may be a poor 
use of memory space. Those phrases or clumps that simply 
define something, such as “all birds fly.” are more simply 
stored as relationships between simple neurons. A large class 
of information can be stored in this manner, although storing 
in neurons (not clump neurons) becomes impractical under 
many cases. In the system described herein, all sentences are 
formed into clumps; Subsequent processes determine if they 
should be converted to neurons relns and deleted, or be per 
mitted to remain. The main operations of conceptualization 
a. 

0071 1. Resolve classes to instances of neurons (e.g., 
My parakeet Fiji with an NID of “6921.” from the “para 
keet') 

0.072 2. Create one or more clumps for each of the 
parsed history logs or lists. 

0073. 3. Convert the lists or logs and resolve NIDs into 
Roles in a clump (wherein Roles will be described 
herein below). 

0.074. 4. Manage the recycling of not-to-be-used trial 
clumps (which will be described herein below as tem 
porary groups of neurons that will not be stored for a 
long duration of time but will be used only for temporary 
reasons). 

0075. In general, the parser builds many useful lists of data 
that include a history of recent content in a context pool (a 
context pool is comprised of relins recently used, i.e., the 
history thereof, and which may or may not have a temporal 
aspect thereto, i.e., they will decay after a period of time if 
they have not reoccurred in the discourse so as to be reset. 
This provides some knowledge of the recent history of the 
discourse.), and some of the utilities are called on by the 
conceptualize block 708 in order to resolve classes (general 
families) of neurons into specific neurons relating to the cur 
rent topic. Some clumps can be reused (shared) by several 
other clumps as can sentence fragments that occur multiple 
times. Such as prepositional phrases. “Bats fly at night' and 
“Of course, you may find bats near the bridge this evening 
because bats fly at night' share a common “semantic' clump. 
A higher level “controller” clump manages the connection of 
phrases and concepts to each other whereas the “Outline 
Clump' Summarizes the content of the paragraph. As with 
regular neurons, clump neurons may be later discarded—not 
remembered if not re-validated over a twenty-one-day 
period (described herein below). 
0076 Certain types of clumps are purely definitive in 
nature, and their data is more properly stored in a set of 
relationships between simple neurons. An example of this 
would be “The sky and water are blue.” These are definitive 
statements, as is “My dog has four paws.’ This example 
shows possession, a static condition which can be stored as a 
central concept. Example statements that can be converted to 
relins include: 

0.077 1. Subjective Compliments-"These floors, which 
are wet with rain.” 

0078 2. Possessive-“My dog has four paws.” 
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0079. 3. Part-ofs-“The engine includes a block, a car 
buretor, and several manifolds.” 

0080. 4. Membership-A cat is a member of the feline 
species (I think) 

0081. A clump that was converted to relins may be deleted 
or may be retained for further use by the control or outline 
clump. After the conversion process, the parse-to-clump pro 
cess is concluded. 

Neuron Reins 

0082. As noted herein above, connections between normal 
neurons in the brain are made through “relationals.” “relins' 
for short. Relns for other types of neurons (e.g., clump or 
identity neurons) have special relins and are given other names 
Such as Roles for clump neurons. Each type of neuron has its 
own numbering sequence (or number space) for enumerating 
their relational connections. 
0.083 For normal neurons, the relins are divided into two 
categories, those with weighted connections and those with 
out weights. The structure of a reln in the data space is 
depicted in FIG.8. Each reln has an 8-bit field in the Most 
Significant Bits (MSBs) that specifies the type of reln, this 
being the Cmd field. The 8-bit Cmdfield may be divided into 
separate Opc and Percentage sub-fields. This would be a 3-bit 
Opc field and a 5-bit Cmd field. There is provided a single 
1-bit field that is associated with an Adhoc flag and the 
remaining bits, 23-bits, constituting the remainder of the reln. 
The Adhoc flag defines the bit as a temporary or a real reln, as 
will be described herein below. The 23-bit neuron field com 
prises the serial number therefore of the neuron or of the 
clump. The Cmd field for a non-weighted neuron relns uti 
lizes the entire 8-bit filed such that a maximum of 255 relins 
can be defined. This, of course, is up to the system designer as 
to how relins are defined. Appendix A1 provides for some 
relins and their respective definitions, it being noted that this is 
not an exhaustive list and that additional relins are utilized or 
can be defined. For relns with percentage weights, the 5-bit 
scaled unsigned percentage field that constitutes the five 
Least Significant Bits (LSB) of the Cmd field are used. This 
leaves a very limited number of command opcodes, limited to 
5-6 such relns in total. (Each such reln diminishes the avail 
able number of unweighted relns by 32, down from the total 
of 255 for the non-weighted relins.) Thus, there are only a total 
of 255 relins max, and both weighted and non-weighted relins 
allowed for. Of course, by increasing the length of the Cmd 
field, this can be remedied. It should be understood that the 
overall length of the reln could be increased to expand the 
addressing space. 
0084. Since only a 5-bit field is used to store the percent 
age, each count amounts to roughly 3.3%, going from a value 
of 0% for the bit value of “O'” and a value of 100% for a bit 
value of “31. Unless otherwise specified by the source data 
creating a linkage, the weight is set to approximately 50% by 
default. The various Op codes associated with the weighted 
neurons for one example of the system is set forth in Appen 
dix A1. 
I0085. Referring now to FIG. 9, there is illustrated a dia 
grammatic view of a particular set of relationships between 
neurons. This represents the state of this particular set of 
neurons and their relationships at a given time. The relation 
ships have already been created and the neurons are “fixed 
for this particular example. As such, this is representative of a 
static state of the system at a particular moment in time. It 
should be understood that during receipt of some type of input 
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in the form of a discourse, for example, additional concepts 
can be introduced or, additional relationships between con 
cepts can be introduced. As noted herein above, for example, 
there could be a discourse that indicated that a leopard, asso 
ciated with a particular conceptual neuron, had a leash. If this 
particular relationship did not previously exist, then a new 
relin would be stored in the leopard neuron to point to the leash 
neuron, a previously existing neuron by assumption. At the 
same time, a back-relin would be created with the POSSN OF 
stored in the leash neuron pointing to the leopard neuron. 
Additionally, it may be that not every leopard, i.e., the basic 
concept, would have this leash. Therefore, there may be the 
situation wherein a particular leopard by the name of Egor 
possessed the leash, which was an instance, INST reln, of the 
leopard neuron, Such that the Egor neuron possessed such and 
not the leopard neuron. 
I0086 Returning back to FIG. 9, the relationship associ 
ated with a cat neuron 902 will be discussed. The cat neuron 
has multiple direct relationships, i.e., once removed there 
from. The cat neuron has a parent/child relationship with a 
Feline neuron 904 Such that there is a PARENT relin Stored at 
the Cat neuron 902 pointing to the Feline neuron 904 and a 
CHILD relin stored at the Feline neuron 904 pointing to the 
Cat neuron 902. The Cat neuron 902 has a POSSN relin 
pointing to a Cat Body neuron 906 with a back-relin POSSN 
OF pointing back to the Cat neuron 902 from the Cat Body 
neuron 906. There is also a name that is associated with the 
Cat neuron, that being “Garfield, which results in a 
“Garfield” neuron 908 having an INST reln pointing thereto 
from the “Cat' neuron 902 with a back-relin of INST OF relin 
pointing from the Garfield neuron 908 to the Cat neuron 902. 
The Garfield neuron 908 is merely the concept of a particular 
instance of which, when looking at the properties, will allow 
a system to determine the textual word associated therewith. 
However, the neuron itself is merely the concept of a particu 
lar instance of a cat that has associated therewith the various 
relins and the such. For example, the Garfield neuron 908 has 
a relationship with an object neuron 910 associated with a red 
collar, this being Red Collar neuron 910. This is a POSSN reln 
pointing from the neuron 908 to the neuron 910 with a back 
reln POSSN OF pointing back thereto from the Red Collar 
neuron 910. Additionally, the Garfield neuron 908 has a rela 
tionship with a neuron 912 being a possession relationship 
such that a POSSN relin exists at neuron 908 pointing to 
neuron 912. Neuron 912 is that associated with an object, a 
white striped tail. Thus, this is a White Striped Tail neuron 
912. It has a back-reln POSSN OF to the neuron 908. As 
such, the Garfield neuron 908 merely provides an instance of 
the Cat neuron 902 such that a potential query of “What bears 
the name Garfield?” will result in a search that will find the 
Garfield neuron 908 and allow the back-reln to direct the 
search to the Cat neuron 902. 

I0087. The CatBody neurong06.has a plurality of constitu 
ent parts, these being neurons 914,916 and 918 associated 
with paws, pointy ears and a tail, respectively. Each of these 
has a MADE OF relnassociated therewith, and each of these 
has a back-reln PART OF back to the Cat Body neuron 906. 
In addition, the paws neuron 914 has a MADE OF reln to a 
neuron 920 associated with claws, with a back-relin PART 
OF to neuron 914. 

I0088 As cat moves to higher level concepts, the Feline 
neuron 904, etc., a different higher level hierarchy is reached. 
However, the relins are not associated with hierarchy. This is 
merely embedded within the reins themselves. For example, 
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the Feline neuron 904 is related to a higher level neuron, the 
Animal neuron 924, with a PARENT rein stored at the Feline 
neuron 904 pointing to the Animal neuron 924 and a CHILD 
rein stored at the Animal neuron 924 pointing to the Feline 
neuron 904. Understand that the rein stored at any given 
neuron defines the type of rein it is and then the NID associ 
ated with that rein defines the particular neuron to which it is 
related in the defined manner. 

0089 Additionally, the Animal neuron 924 can have a 
PARENT/CHILD relationship with respect to a Skunk neu 
ron 926 (it being noted that there are probably different levels 
of PARENT/CHILD relationships therebetween but this has 
been reduced for simplicity purposes). The Skunk neuron 924 
has an INST rein to a neuron 928 associated with the name 
Pepi. This is illustrated to show that neuron 924 also has 
associated therewith a POSSN relationship with respect to the 
neuron 912 for the white striped tail. Thus, both the Garfield 
neuron 908 and the Pepi neuron 928 have a relationship to the 
same white striped tail. Also illustrated is an ASSOC rein 
between the white Striped Tail Neuron 912 and the Tail neu 
ron 918. This is abidirectional neuron showing that there is an 
association between the two. 

0090 Referring further to FIG. 9, it is noted that these 
relationships, in the static mode, allow one to gain a signifi 
cant amount of information about a particular concept. For 
example, Suppose that a query were made to this particular 
nodal array inquiring the following “Tell me about a cat?” and 
including the search criteria that it include PARENT/CHILD 
relationships, all instances of the cat and what the cat was 
made of, at least to one degree. This would return information 
such as the following “A cat is a member of the feline category 
and it possesses a cat body. The cat body is made of paws, 
pointy ears and a tail. One particular cat is that named 
Garfield. As one can see, this required nothing more than to 
determine the sequence of concepts centering at the Cat neu 
ron 904 and following the relationships outward therefrom to 
the other concepts by only a single rein step, i.e., one degree 
of search. 

0091 Referring now to FIG. 10, there is illustrated a more 
simplified diagram illustrating the diagram up to at least the 
Feline neuron 924. Each of these neurons that are illustrated 
in FIG. 10, leading out the Skunk neuron 926 and the Pepi 
neuron 928 in addition to the Tail neuron 918, provide neuron 
numbers. As illustrated, each neuron number is underscored 
to distinguish it from a reference numeral. The Cat Body 
neuron number is “3011, the Cat neuron 902 has an NID 
“2031 and the Feline neuron 924 has a NID “1003. There 
fore, the inquiry would be “Tell me everything about a cat.” 
This would be translated to the NID 2031. This would then 
take off with a response A 2031 is in the category 1003 
and possesses a 3011. The 3011 is made up of a 3005 and 
a 3101. There is a 2031 that exists that is named 7041. 
All that is required is to utilize the properties portion of the 
particular neuron to determine the text associated with that 
particular neuron to complete the query. 
0092 Referring now to FIG. 11, there is illustrated a dia 
grammatic view of how the various neurons illustrated in 
FIG. 10 are related to each other. Each of the concept neurons 
has associated therewith, as described herein above, an NID. 
Also associated therewith, in addition to the properties aspect 
(not shown) are the relins. Each of the relins constitutes the 
type of relin it is in addition to the NID of the concept neuron 
to which it points. For example, in the Cat neuron 902, there 
is assigned an NID of “2031” thereto. This has a POSSN reln 

Oct. 9, 2014 

associated therewith which points to the neuron "3011 
which is the NID of the Cat Body neuron 906. Additionally, 
the Cat Neuron NID 2031 has associated therewith an INST 
reln pointing to NID “7041.” This is the NID of the Garfield 
neuron 908. Since there is a back-reln associated with each of 
these, the Cat Body neuron.906 has a POSSN OF reln point 
ing to neuron “2031.” the Cat neuron 902. Similarly, the 
Garfield neuron NID “7041” has an INST OF reln pointing 
to NID “2031.” the NID of the Cat neuron 902. Similarly, all 
of the other neurons have the various relns pointing to differ 
ent neurons. By looking at the relationships, various queries 
can be answered. For example, the question might be “What 
type of animal might have a red collar?” This would merely 
require the system to go to the neuron 910 and look at the 
back-reln to go all the way back to a neuron having a PAR 
ENT/CHILD relationship that led back to the Animal neuron 
924. This will result in the neuron 902. This can quickly be 
done through the use of the relational interconnections and 
then merely look up the text associated with the neuron 902 
and provide the answer, “This is a cat.” Another query could 
be “What does Garfield possess? This would merely require 
going to the neuron 908 and going back to any neuron that 
would have the closest MADE OF relnassociated therewith. 
This would comeback with the answer that it possessed “a cat 
body with paws, claws, pointy ears and a tail.” 
0093. As noted in the index, there are different types of 
reins. Some are parent-like, some are child-like and some are 
sibling-like. The parent-like reins are reins such as PARENT 
PART OF INST OF and POSSN OF. This means they point 
back to a higher hierarchical order. The child-like reins would 
be those such as CHILD, INST, MADE OF and ATTRIB. 
The sibling-like reins would be those such as ASSOC and 
NAT ATC. 
0094. In another query, suppose there is some issue as to 
whether Pepi is related to Garfield. This would require the 
neuron 928 and the neuron 908 to be searched backwards to a 
common PARENT/CHILD relationship, i.e., it would follow 
the parent-like link back to a common concept neuron. When 
it arrived at the common concept neuron, this would consti 
tute the relationship. 
0.095 The concept of "Clumps” is defined as a neuron that 
contains a reference to a verb (a requirement) and that takes a 
plurality of concepts, be it words or phrases of a sentence or 
otherwise, and converts them to a series of semantic roles. As 
Such, it is capable of capturing the knowledge embodied 
within an independent clause. With respect to clumps of sen 
tences, this is again geared by the role of those sentences from 
a semantic standpoint. It should be understood that the term 
“relational interconnections” when used with concept neu 
rons defines a relationship between one neuron and another 
neuron. In a similar manner, a “role is still a relationship 
between a clump neuron and all of the concept neurons that 
make up the clump. The role defines the relationship of each 
of these neurons in the clump or each of the sentences within 
a clump. To understand the concept of clumps, it is first 
necessary to determine how clumps are formed and Such 
discussion will follow. 

The Predicate Argument Structure (PAS) 
0096 Central to any sentence or thought is the main verb. 

It is the driver of the sentence car. For any given sentence, 
selecting a different main verb from that sentence can lead to 
a drastically different meaning. The main verb assigns seman 
tic “roles' or “responsibilities” to the various grammatical 
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constituents, and when that verb changes, the entire sentence 
changes. The unique verb can occur in a certain manner, at a 
particular time, it can carry a theme, and there can be a main 
agent or something that experiences the verb's action. Modi 
fiers such as roles, experiences and locations enable the trans 
fer of words to concepts. The words are not stored—the 
concept behind the words are. 
0097. The PAS consists of multiple different roles that can 
be assigned to any given verb. An example of these roles are 
stated as follows: 

0098. Agent: “Georgio’ painted the actors in the nude. 
(0099 Experiencer: The dog caught the “Frisbee.” 
0100 Time: “In the night the creatures came out to 
play. 

0101 Manner: The chicken “quickly” crossed the road, 
0102 Place: I like to eat hot dogs “at the ball park.” 
0103 Topic: Snakes claim “that Chinese cooks are dan 
gerous.” 

With the PAS information for verbs, the parser is able to 
understand the unique relationships that can occur between 
verbs and the roles associated therewith and the roles or 
responsibility that they may assign. 
0104. The various roles can be assigned at different levels. 
At the sentence levels, there are applied “sentence roles.” 
These are in addition to the Semantic Roles assigned by the 
verb. At the sentence level, the Sentence Roles are frequently 
used to connect thoughts. Correlate pairs, such as "if-then 
will establish a unique relationship between sentences. 
Adverbial conjunctions such as “however denote contrast to 
a previous statement. These play a critical role in understand 
ing relationships between thoughts. 
01.05 
0106 Referring now to FIG. 12, there is illustrated a dia 
grammatic view of the parser process for taking an input from 
tokenized text to the clumps. This is referred to as the “Natu 
ral Language Parser. The parsing of natural language text is 
one of the most difficult challenges in computing. The Subtle 
ties, nuances, innuendos, idioms, dynamic nature and ambi 
guities are but a portion of the quest to accurately break down 
natural text into its relevant and intended meaning. Behind 
every text is a conceptual thought, as described hereinabove. 
The parser discerns the thought. Through breaking down 
sentences into their conceptual parts, analyzing, topic track 
ing, and an awareness of context, previously daunting sen 
tences are handled. Additionally, in parsing any language one 
is faced with multi-tiered layers of complexity. The gram 
matical side of the parse, as difficult of a task as it is to do 
accurately, is only a part of the task as a whole. Grammati 
cally speaking, a sentence has a format and syntax it adheres 
to. Generally, any given language will have a rule set that is 
for the most part followed. English sentences flow from sub 
ject to verb to object. However, rules are constantly broken 
and improper grammar is frequently used. Yoda says, “Grave 
danger you are in. Impatient you are. His first sentence is 
object—Subject verb. In common English he is saying, 
“you are in grave danger. Likewise, "Impatient you are is 
object—subject verb, translated as, “You are impatient.” 
These variances must be accounted for. As readers, one is able 
in many cases to discern the meaning of a text passage even if 
it was poorly or craftily crafted. After a grammatical parse is 
discerned, some process needs to actually understand it. It is 
one thing to know the main verb and Subject. It is another to 
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know and understand exactly what is happening, where it is 
happening, how it happening and how it relates to the greater 
context of the moment. 
0107 As noted herein above, the basic flow of the parser 
involves: 

01.08 1. Tokenization 
0109 2. Pre-Rules Layer 
0110. 3. PAS Verb Selection 
0111. 4. Post-Rules Layer 
0112 5. Grammatical Parse 
0113. 6. Rule Resolution 
0114 7. Scoring 
0115 8. Conceptual Clumping 

0116. The tokenization is initiated at a block 1202 to start 
at the most basic level. The target text must be prepped prior 
to attempting to parse it. A tokenizing process is applied to 
break the text into basic groupings. In language, these are 
often called words, i.e., the logical semantic element. These 
words do not have to be official words, as they could be an 
unknown collection of letters or a sequence of symbols. These 
“tokens' are the input that drives the parsing process. 
The next step in the process is associated with the Pre-Rules 
Layer, as indicated by a block 1204. The pre-parsed layer 
marks all the relevant tokens with flags that clue the later 
grammatical parser. For each sentence, the Pre-Rules need 
only be executed or run one time. They are not changed due to 
different verb attempts, because they hold true no matter what 
the main verb ends up being. 
0117. The next step is the PAS Verb Selection at block 
1206. The Predicate Argument Structure (PAS), or the main 
verb, is selected through a scoring system. The scoring sys 
tem determines which possible verbs to try. Regardless of 
success, other options will also be selected and tried due to the 
recursive nature of the parser. For any given parse attempt, the 
PAS Verb selected is the main verb. Going forward, the parser 
assumes this to be true and proceeds as if it were so. This 
enables the parser to avoid the complexities of constantly 
attempting to resolve the issue during the grammatical parse. 
0118. The next step is the Post-Rules Layer at block 1208. 
Post-rules are applied to the input tokens according to the 
assumed selected PAS Verb. In English, there are rules that 
can be applied once the verb is discerned. Since the parser 
assumes the main verb, in any given parse, the main verb has 
been discerned. 
0119 The next step in the process will be the grammatical 
parse, as represented by block 1210. This is a recursive pro 
cess. When parsing text, there are many “decisions' that have 
to be made. Many words can operate at multiple word types. 
Improper grammar and punctuation is often used, and that 
cannot prevent the parser from its task. "Decision Nodes' 
have been implemented that track these decisions much 
through the course of the parse. An example of a decision 
node is the following: 

0.120. The Cops claimed that criminal. 
I0121. A decision point occurs after the main verb 
“claimed. The PAS data for the verb “claimed indicates that 
“claimed assigns a role of “theme.” This theme represents 
the verb "claim.” As a theme, the entire role itself can be a 
nested clause with its own PAS verb. At the point “that is 
encountered, the grammatical parser cannot be certain if a 
nesting clause exists, if that is a relative pronoun, if it is an 
irrelevant keyword, or if that is a determiner. A nested clause 
is referred to by Linguis as a “CP’ or complementizer phrase. 
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Complementizers can have their heads, or words that will lead 
them off, or they can be assumed. These cases would look as 
follows: 

0.122 The cops claimed that: All Relative Pronoun 
Theme 

I0123. The cops claimed that criminals are dangerous: 
Nested Theme CP w/ CP head. 

0.124. The cops claimed that criminal is dangerous: 
Nested Determined Theme CP w/ no CP head. 

0.125. The cops claimed that criminal: Determined Tar 
get 

A decision node is needed at: “The cops claimed that...” 
0126 The decision node stores an enumerated set of infor 
mation regarding the decision. Nodes are coated with the 
realm of possibility. Decision logic determines which possi 
bility to choose and it records that choice in a log. Some nodes 
lead to ambiguity, while others do not. Upon failure, or Suc 
cess of any given parse, all ambiguous nodes will be chased. 
Essentially, the other choices are made and the parser 
attempts to parse that particular version. In handling deci 
sions in this manner, the parsers hands are clean. There is 
really no decision because all decisions that leading to a valid 
parse are valid and acceptable at this stage. 
0127. The next step in the process is determining the role 
resolution. In that role resolution, the grammatical roles are 
converted to their PAS Role counterparts. A subject may 
become an actor, an experiencer, etc. The PAS verbs are 
defined through the use of various rules that are set subject to 
linguistic guidelines. These roles must then be scored, this 
scoring viewed as a competition. This is facilitated at a block 
1212. The valid grammatical parse options are the competi 
tors vying for the parse. There are multiple layers upon which 
the competition can be judged, as follows: 

I0128 1. PAS Layer 
I0129. 2. Role Layer 
I0130 3. Context Layer 

A score is calculated and the players compete. The highest 
score wins in this instantiation. If there is no viable option, 
then the decision will fall into a series of desperate modes. 
These modes change the way the pre-rules work and gradu 
ally become less restrictive. A sentence like, “The is my 
favorite determiner” would parse once certain grammatical 
restrictions were loosened. The final attempt, if all else fails, 
is to parse the sentence as a fragment. 
0131 Although the grammer+PAS parser has been dis 
cussed herein, it should be understood that other parsers could 
be used. Grammatical parsing could be used, statistical based 
parsing (i.e., the type typically found in Google R type sys 
tems) could be used, or just the basic PAS parser could be 
used. 
0132 Conceptual Clumps, as described herein above, are 
a collection of concepts, wherein words are used to convey 
concepts. This collection of concepts is a collection that come 
together to form a thought. The output of the parser is a single 
clump at a block 1214 that is neatly stored in its conceptual 
form. During the scoring operation, either a fragment is 
returned, a desperation attempt is taken, etc. This is illustrated 
by blocks 1216, 1218 and 1220, each taking a separate path 
back to the initial tokenized block 1202 to pass through the 
process one additional time. 
0133. During the grammatical parse operation, there can 
be ambiguities, as well as at the verb selection. This ambigu 
ity is resolved at an ambiguity node 1222. If the grammatical 
parse has been acceptable, it will pass to the ambiguity node 
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1222. Once any ambiguities are cured, this will pass back to 
the PAS Verb selection block 1206 and then to the scoring 
block 1212. The ambiguity nodes block 1222 determines if 
there are ambiguities and, if so, it will pass as to the last 
ambiguity node and thenback to the grammatical parse. If the 
grammatical parse fails, it will pass back to the PAS Verb 
selection block also. With respect to ambiguities, there are 
two major types of ambiguity: lexical and structural. Lexical 
ambiguity occurs when one word can mean different things. 
Technically, the homograph head can be interpreted differ 
ently. Words like bank, jump, chair, or cup all have multiple 
meanings and uses. An example of Such is, “American chair 
seeks arms. There are actually two lexical ambiguities here. 
The first, i.e., is “chair of the American variety or is “chair' 
of something that is American, e.g., leader, head-of-state? 
The other ambiguity is are these “arms' parts of a body or 
parts of a chair? In general, lexical ambiguities arise when 
words can function as two or more parts of speech. By com 
parison, structural ambiguity occurs when a phrase owner can 
be misapplied, such as in the phrase "He painted the actors in 
the nude.” The question would be as to whether the man was 
painting while nude or were the actors he painted nude. Gen 
erally, context can resolve structural ambiguity. Was the man 
known for painting nudes? Was he known to be an eccentric or 
radical artist'? Is this statement being tied to another that may 
help ones understanding? 
0.134 Various ambiguous combinations, bad punctuation, 
complex sentences and unknown words can lead to a wide 
variety of grammatical parses. For example, in the phrase 
“Chocko recognized Zools fly in the night.” There may be as 
many as fifteen different meanings that the sentence could 
have. For example, it could be “in the night, Chocko recog 
nized a certain type of fly.” or “Chocko recognized Zools 
that fly. (flying Zools).” 
I0135. As noted herein above, the clump basically gathers 
information about an action that took place and garners with 
all the history of that event. Such clumps are repositories for 
the actions taken by nouns and each Such clump implies what 
can be viewed as the content of an independent clause, with a 
variant handling dependent clauses. Thus, a Conceptual 
Clump stores the parsed “thought.” And is generally used to 
hold the verb of the sentence, although it need not be. For 
convenience, clump neurons have their own number and 
space, as noted herein above. 
0.136. At the basic level, the clump takes the words and 
phrases of the sentence and converts them to a series of 
semantic “roles.” Three types of semantic roles drive the basic 
sentence clump. The primary is the PAS Verb (ROLE 
CLUMP VERB). It is the main verb that assigns most of the 
other roles stored in the clump. It is important to note that 
different PAS verbs will assign different roles. Some verbs are 
notable to assign certain roles, and many times the roles that 
are assigned are restricted in various ways. These restrictions 
provide an aid in scoring a parse, as they will help an accurate 
sentence reconstruction. In addition to the main verb is the 
ROLE TASPECT. It contains the tense and aspect that the 
PAS assigning verb utilized. 
0.137 The last driving role at the basic sentence level is 
captured with one or more of the five modal roles: ROLE 
M INTENT, ROLE M ABILITY, ROLE MOBLIGA 
TION, ROLE M DESIRE and ROLE M POSSIBILITY. 
0.138. With these three roles, POSS, TASPECT, MODAL, 

it is possible to reconstruct the verb, the tense, the aspect and 
the modality. Something like, "Wanted to be jumping could 
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be captured with relins. The full sentence, “The rabbit may 
quickly jump over the carrot, breaks down into Clump 2001 
as illustrated in FIG. 13. In this clump, it can be seen that there 
are a plurality of roles that are associated with a resolved 
neuron ID (NID). For example, the role, ROLE CLUMP 
VERB, is resolved to be associated with the “jump” NID. The 
role, ROLE TASPECT, is resolved to be associated with the 
PRES NID. There is provided a role, ROLE M POSSIBIL 
ITY, that is associated with the “may” NID, a role, ROLE 
ACTOR, associated with “the rabbit NID, a role, ROLE 
EXPERIENCER associated with “the carrot NID, and a 
role, ROLE NANOR, associated with the concept “quickly 
NID. There is also provided a command field that is a 2-bit 
field located in every role of the clump. Its primary purpose is 
to allow reusability of clumps. Were clumps to proliferate, 
they would consume significant memory space over time. To 
mitigate this, a method is implemented to permit reuse of 
existing clumps, such as sharing a clump that is close to what 
is needed. A base clump can be shared as a result to save 
storage space if a new clump is only different by “n” amount 
of roles (where “n” is determined by a function that decides if 
it actually saves any time/space through reuse of the clump). 
An alternative to this, and possibly a preferable one, is to 
minimize creation of these extra clumps, using linked list 
structures to hold the would-be content of the clumps. The 
worth of each such (tree-like) structure branch would then be 
evaluated to determine which one should be selected to be 
output as a clump neuron. 
0.139. As noted herein above numerous times, a single 
neuron represents a single concept, and connections to other 
neurons establish its meaning, representation and purpose 
within the context of the entire database. The clumps, on the 
other hand, utilize “semantic roles' to capture the history of 
Some aspects of the concept within the brain. Establishing 
these semantic roles for nouns and verbs allows the system to 
more easily restate things. The allocation of roles (and rules 
for their use) to words are used as an existing hierarchy of 
words. With or without them, the system can choose alterna 
tive word-rendering or the same concept, but roles make that 
choice easier. The semantic roles thus act as a “glue” that 
takes the meaning implied by an existing neuron interconnec 
tion—with or without hierarchy—and guides their transfor 
mation into sentences where needed. Before proceeding fur 
ther, it may be helpful to describe the general concept of 
semantic roles in terms of the PAS. 

The PAS Semantic Roles 

0140. In general, all nouns in a sentence are considered to 
be arguments to a verb wherein each verb assigns one label, 
called a semantic role, to each noun. The total of semantic 
roles for aparticular verb is the Predicate Argument Structure, 
or PAS for that verb. Again, note that PAS is just one of 
multiple parsers that could be utilized herein and it is antici 
pated that other parsers could be utilized. 
0141. In general, the goal of this system is to separate the 
semantics, or meaning, from the syntax, or form (such as 
word order). This system is designed to handle the various 
ways that one can change word order or eventense in English, 
but retain the same meaning. There are provided three 
examples of this word-order change. They are as follows: 
0142. Active vs. Passive Sentences: 

0143. The sentences "Iate the cookie' and “The cookie 
was eaten by me” mean the same thing. Both of them 
have the eatee and the eater, but the word order is differ 
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ent. The PAS model tags the eater as the Agent, and the 
eatee as the Experiencer, regardless of the order of the 
words. 

0144. Ditransitive or VG verbs. 
0145 Ditransitive verbs are verbs such as “give’ which 
can take to objective, as in “Moses gave Miriam a 
cookie. All ditransitive verbs may also be used as a 
regular transitive verb, with an additional prepositional 
phrase, as in “Moses gave the cookie to Miriam. In 
both forms, however, Miriam is still the person who has 
the cookie at the end, Moses is still the person who gave 
it to her, and the cookie is still the thing that was given. 

0146 There is also under the usage of the ditransitive, 
and though it may be handled the same way in practice, 
it is for the special enumeration. In some dialects only, 
words which are normally not ditransitive may become 
so in order to denote the beneficiary. For instance, “I’m 
going to paint me a fence.’ or “I’m going to kill me a 
bear.” The final form, called the attributive ditransitive 
usage, occurs only in verbs which attribute one object 
with another object or with a quality. For instance, “You 
shall call his name John.’’ or “Let me make you a nice 
Supper.’’ or "Octavia will call Isabela cab. This can be 
confusing at times-will Octavia now refer to Isabel as a 
cab, or is Octavia calling a cab for Isabel's benefit? 

0147 Ergative Verbs 
0.148 Ergative verbs behave differently if they are used 
transitively or intransitively. If they are used intransi 
tively, they then mean that the action was done to the 
subject. However, if they are used transitively, then they 
mean that the action was done “by” the subject to the 
direct object. Examples of this are the sentence “The 
alien ray gun liquefied the green chair and “The green 
chair liquefied. For example, in both of these sentences, 
“The alien ray gun liquefied the green chair and “The 
green chair liquefied the same object was liquefied— 
the green chair—even though it was the object in the first 
sentence and the Subject in the second. It is worth noting 
that the second sentence is not passive of the first. The 
passive would be “The green chair was liquefied by the 
alien ray gun. 

014.9 There are three categories of roles provided, Uni 
versal Roles, Regular Role, and Specially-Assigned Roles. 
These are defined wherein Universal Roles are roles that may 
be used in any sentence no matter what the verb type. Regular 
Roles are roles that must be assigned by the verb: they may 
not appear injust any sentence, and Specially-Assigned Roles 
are those roles that may only be assigned by certain kinds of 
verbs. These roles are defined in Appendix B. 
0150. Returning to the clump definitions, in addition to the 
simple clump described in FIG. 13, there are also provided 
Nested Sentence Clumps. These are slightly more complex 
than a basic clump in that this type of clump contains a nested 
clump functioning as an entire role assigned by the PAS verb 
sentences with relative adjectives (Rads), nested WH roles, 
and gerunds are examples of this. For example, the sentence, 
“The rabbit that bit me may quickly jump over the carrot.” 
This illustrates clump “2001” referring to clump “2002 in 
the role, ROLE ACTOR. This shows the additional role, 
ROLE CLUMP VERB, as being associated with the word 
“bit” and the role, ROLE EXP, as being associated with the 
word “me.” Sometimes, however, relative adjectives (Rad) 
will not need to be stored as nested clumps, even though that 
is how they will grammatically parse. A Radi is used to 
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determine the noun. It is helpful to resolve a noun by deter 
mining “which one' one is considering. However, if the 
clump Radforms is new information, it should be stored. The 
system will either resolve a noun or it will have to create a new 
concept that awaits resolution with a high priority flag. 

Conjoined Sentence Controller Clumps 
0151. The flow of thought usually ties sentences together 
with conjunctions, or through punctuation functioning as 
conjunctions (assumed conjunctions). These are at the sen 
tence level and are used to coordinate, Subordinate, or estab 
lish a condition (if/then). An explicit example of this is “Luke 
wanted peanuts, however he got cashews. An assumed 
example of this is "Luke wanted peanuts. He got cashews.” 
One could choose to make two standard clumps and store a 
forward sentence role from one and a back link to the other, 
but that might be considered restrictive. There are various 
forms the two thoughts could come through, and if the system 
is allowed to pick any particular one to standardize on it might 
run into complexity issues that the system should not have to 
deal with (i.e., “Luke got peanuts but he wanted cashews.'). 
0152. A more accurate way to store the information is with 
a Controller Clump at a higher level, as described herein 
above. The assumption of the controller is that it progresses 
linearly, i.e., it is a linear flow of concepts. Connected clumps 
are stored in a linear fashion. If one is not explicitly expressed, 
the system will store them in a logical progression (i.e., Want, 
then, Realization, Expectation, then Reality). The controller 
is the essence of the connected thoughts and this is illustrated 
in FIG. 15. 
0153. In FIG. 15, the clump “2001” is defined as the Con 
troller Clump. This has two roles, the SENT SEQ role and 
the SENT CONTRAST role. The first role is assigned or 
points to the resolved NID of clump “2002.” and the second 
points to the resolved NID of clump “2003.” Clump “2002 
has a plurality of roles associated therewith. This is for the 
words “want.” “Luke,” and “peanuts.” The verb “want” is the 
main verb for this clump and occupies the role, ROLE 
CLUMP VERB. The word “Luke' takes the role of the actor 
and the word “peanuts' takes the role of the experiencer. The 
owner is the Controller Clump, clump “2001. The clump 
“2003” is associated with the words “got.” “Luke.” and "cash 
ews.” The main verb in this clump is the verb “got, the actor 
is the word “Luke.” and the experiencer is the word "cash 
ews.” The owner, again, is clump “2001. With this arrange 
ment, storing at the higher level will allow for a greater 
diversity of expression on the outputside and also for a strong 
ability to match concepts in the analyzing process (such as for 
answering questions). 
0154 Referring now to FIG. 12a, an exemplary flow dia 
gram illustrating linking between clumps is shown. The sys 
tem has various types of neurons of which Experience neu 
rons and normal neurons link to clumps. As to “Experience 
neurons, all other neurons capture knowledge, relationships 
and facts, but the Experience neuron captures the emotions, 
timing and expectations of an experience. In this way, this 
neuron defines the essential concept of an experience. For 
convenience, the neuron IDs for experiences have their own 
numbering space. As such, Experience neurons capture a 
further level of detail and nuance that comes with first person 
experience. The core of an experience is a clump, thus it will 
be linking to clumps. All normal neurons are representative of 
a “concept and from these concepts, there is linkage to 
groupings of concepts (the clump). "A dog that jumped a 
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road, ate a bird and then went to sleep.” links to a controlling 
clump representing the entire sequence. 
0155 Each concept that played a role will have a link to the 
clump they played a role in. The bird clump can getback to the 
cause of its clump by going to the controller clump. A "con 
ceptualizer” logic decides what to do with the clump. It may 
need to be broken down and stored as class level properties, if 
or even a process neuron. 

0156 Emotional impact of any clump can be stored by 
adding a ROLE EMOT reln in the clump. For example, a 
particular statement of a particular political speech may have 
incited anger, and that could be stored in the exact offensive 
sentence level clump. However, the speech itself may not 
have been offensive, thus the “political speech” clump would 
not get the ROLE EMOT. 
0157 Another asset is the ability of Experience neurons to 
point to clumps. If the experience of getting angry met the 
criteria, it may get its own Experience neuron (exper). In 
this case we would link the exper to the clump and have the 
option of storing an EXPER EMOT in the experience. 
0158. In the end, clumps are a collection of concepts/ 
thoughts, and by interconnecting thoughts with neurons and 
assigning emotional impact to them we increase flexibility of 
the system and we are one step closer to emulating the human 
brain. 

0159. Outline Clump 
(0160 The Outline Clump (OC) is much like the table of 
contents for a book. It gives the overall purpose or subject of 
a discussion and provides a Table-of-Contents-like layout of 
the material. A single OC, for example, Summarizes the con 
tents of a training document the brain has absorbed. Another 
might outline a movie oran experience Such as my "Hawaiian 
Vacation of 1999. 

0.161 The OC is a holding place for a series of Controller 
Clumps (CCs) arranged in a hierarchical fashion. At the low 
estlevel, sentences are comprised of Semantic Clumps (SCs). 
Each paragraph, for example, is managed by a Controller 
Clump that includes a number of SCs and a final summary 
SC. If one is dealing with a book they are reading, higher 
level CCs are arranged to account for sections of a chapter. 
Above them, an Outline Clump (OC) orders the chapter CCs 
into an overall book. It is possible to discard all the lower 
level semantic clumps (SCs) except for the Summary clumps, 
if desired, to provide a synopsis of the book. Each CC and OC 
has a Summary clump attached to it, regardless of the level in 
the structure. For example, a “section' CC has below it a 
Summary SC for every paragraph. The section itself has a 
summary SC that is a “roll-up' of the SCs for all the para 
graphs below it. Finally, the Outline Clump (OC) has a sum 
mary SC that summarizes what the book itself is about. 
0162 The OC differs from other types of clumps in that it 
can wrap up both textual or discussion content as well as 
experiences (the “expers', as discussed hereinabove). The 
types of knowledge in an Experience neuron is organized 
quite differently from clumps and conceptual neurons. It 
includes such things as expectations and anticipations (met or 
not) and various emotional and time stamps that relate to the 
experience. The OC has the least information of all clumps 
but contains the highest-level synopses of multiple types of 
knowledge. It is truly an outline or staging point from which 
to recall knowledge from many levels. 
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Clump Management 

0163 The use (and reuse) of clump neurons must be 
explicitly managed. A proposed new clump neuron may be 
similar to an existing clump neuron ("clump'). It may be 
shorter to create a MAKE FROM neuron using the original 
clump as a pattern or template, rather than creating the full 
clump that largely replicates an existing item. The process for 
creating a non-duplicate clump takes the following steps: 

0.164 1. Look for matches. 
0.165 2. If no match, create a new clump. 
0166 3. If there is an exact match, return to clump ID of 
the matched neuron. 

0.167 4. If there is a close but non-perfect match, use an 
existing clump as a make-from template. 

In this way, the system maximizes the use of its memory 
SOUCS. 

0168 When creating new clumps, it is necessary for the 
system to first determine if a similar one exists. The various 
degrees of matching of the proposed new clump and an exist 
ing clump are possible. A "matched' clump is one that has an 
identical role table set. That is, all of the roles are the same, 
and the role values are the same (the neuron IDs the roles 
point to). Alternatively, a partial match can exist wherein 
Some roles match up exactly, but others do not. The system 
must then determine what threshold will create a new clump 
vs. reusing an existing one. As an example, consider the 
phrases “The rabbit bit Thomas,” “The rabbit bit Luke,” and 
“Skip bit the rabbit.” This is illustrated in FIG. 16. This 
defines the first sentence with the verb being “bit, the actor 
being “the rabbit, and the experiencer being “Thomas.” This 
is a newly created clump “2002.” When the system encoun 
ters the next sentence, it is necessary to decide what the next 
step requires. A function needs to determine that a very simi 
lar clump to this exists. The output of the decision would be to 
use clump “2002 as a starting point (since it is similar) (only 
off by one role)). This is accomplished by setting a new 
clump's class integer MAKE FROM to the value of the old 
clump, clump “2002.” This would retain all the information 
therein and in a new table associated with the new clump, the 
system would only specify the change with the replace com 
mand. This would be as set forth in FIG. 17. This response to 
the command-MAKE FROM="2002.” This essentially 
replaces “Thomas' with “Luke' as the experiencer. This 
would instruct the clump merely to replace the experiencer 

Reln Cmd Code 

R ASSOC 

R BLOCK 
list) follows as a 
block of relins 

R CHILD Child 

Usage 

Association 

Gamut (or other 

Oct. 9, 2014 

role with a new experiencer role. On the output side, the tool 
that looked at clumps would see the clump table in FIG. 18 
wherein the role of the verb, the actor and the experiencer 
were replaced or grabbed from the template. As such, these 
are not actually stored in the new clump, but just appear to be 
in the clump. It is noted that the command line for the “Luke' 
word as the experiencer has the information, ROLE RE 
PLACE, associated therewith. 
0169. In the example of a non-marking clump, consider 
the phrase "Skip bit the rabbit' wherein only a single match 
exists, and that is on the verb. The other two roles do not 
match. For such non-matching clumps where there are more 
differences than matches, a new clump is created for the 
proposed clump. 
0170 It will be appreciated by those skilled in the art 
having the benefit of this disclosure that this method and 
apparatus for defining an artificial brain via a plurality of 
concept nodes connected together through predetermined 
relationships provides an artificial brain that arranges a plu 
rality of concepts in individual nodes of a nodal array for the 
purpose of allowing them to have interconnecting relation 
ships that can be used to define a concept flow. It should be 
understood that the drawings and detailed description herein 
are to be regarded in an illustrative rather than a restrictive 
manner, and are not intended to be limiting to the particular 
forms and examples disclosed. On the contrary, included are 
any further modifications, changes, rearrangements, Substi 
tutions, alternatives, design choices, and embodiments appar 
ent to those of ordinary skill in the art, without departing from 
the spirit and scope hereof, as defined by the following 
claims. Thus, it is intended that the following claims be inter 
preted to embrace all Such further modifications, changes, 
rearrangements, Substitutions, alternatives, design choices, 
and embodiments. 

Appendix A1 

Non-Weighted Reins 
0171 Non-weighted reins are listed below. The entire 
8-bit Cmd field is used in the enumeration. The enumeration 
value itself is not given because it changes from time to time. 
It should be understood that these are just representative of 
the type of information that can be stored in a relational 
neuron and is not meant to be exhaustive, and that any type of 
relationship can be so crafted. 

Usage of 24 LSBs 

NID is a neuron associated with this one. For example, the mud 
neuron may have an RASSOC pointing to earth, and earth has 
an identical one pointing back to mud. This reln is fully 
symmetric. It acts as an alternative to actively-firing neurons. 
See R SPLIT for further information and usage. 
This relin indicates that a block of data will follow that is to be 

processed or ignored as a whole. (This replaces the former 
R GAMUT reln.) The bits O... 7 are # elements; bits 8... 15 are 
block type. For example, the irregular verbs have a present tense, 
past tense and past participle tense, and the three are laid out as 3 
elements of a block of type R IRR. Each has an R IRR relin 
pointing back to the present-tense form. 
NID of my child (class). This sets the NID as a child concept to 
the present (parent) neuron. For example, if solar-system is the 
parent neuron, earth would be the NID for an R CHILD. 
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Reln Cmd Code 

R CLUMP 
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R CPLX OF 
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R OP 
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Emotion 
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Negation 
Object of prep 

Back relin of OP 

Back-relin 
converse of 
MADEOF 

14 

-continued 

Usage of 24 LSBs 

CID links to a clump neuron. For “The cow jumped over the 
moon, the cow neuron (the noun actor) would contain an 
R CLUMP pointing off to a clump that describes the action. 
This differs from RVCLUMP in that an identical clump CID 
would be pointed to by the jump (verb) neuron to the same 
clump. That allows access to the information either from the 
actor or the action side. 
installed in the parent neuron, this points to a derived child 
neuron complex. It may be for the purposes of adding an 
adjective (“blue dog or “seat belt), or for creating an instance 
rom a parent class. The NID is the complex derived from this 
(noun), and the complex has a back-relin of R CPLX OF 
pointing back to the parent. 
The first relin of a complex neuron, this is the back-reln to (noun) 
parent of the complex. NID is noun this complex is derived 
Ol. 

Used to attached emotional content to a neuron (e.g., to give 
'warm fuzzies' or concern), this relin directly indicates the 
emotion to be evoked. The 24 LSBs are composed of a 6-bit 

Firing level, a 6-bit Count, and then a 12 Neuron Id to a special 
neuron (of emotion). 
The Count is used to ... (see Luke) 
The “Jack neuron has an RIDENT INST 
Jack. Each such instance of a normal neuron 

R IDENTITY with an Iid pointing off to an 

o each instance of 
will have an 
Identity neuron. 

This relin links the current neuron to a specific identity neuron. 
The 24 LSBs are an IID pointing to the identity neuron. (The 
identity neuron is separate from the neuron for a person around 
which his character and experiences are built. The IID contains 
certain things specific to all identities, such as name, birthplace, 
birth-date, and so on.) 
This relin defines an instance of a class, e.g., Fido versus dog. It 
can be used in any class or concept neuron to point out a specific 
occurrence of that class or concept. It points to a new neuron 
that is built up to describe (my) Fido instance and its 
characteristics. In that instance neuron is an R INST OF back 
relin that points back to the class or concept neuron. 
The Nid in the 24 LSBs points to the new instance neuron. 
This is the back-reln to an RINST. Found in the instance 

neuron, its NID points back to the parent class or concept 
See R INST for more details. 
Cakes are made of flour, eggs, water, milk and several other 
ingredients. This relin may be used inside a noun neuron to 
indicate what that noun is made up of. In this cake example, 
here is on R MADEOF for each ingredient, with the NID in the 
24 LSBS pointing to the constituent neuron. 
Each of the constituent ingredients in turn has a back-relin of 
R PARTOF pointing back to the 'cake (noun) neuron. 
Target (noun) is element of this class, Compl the cox. 
Specifies the object of the preposition (paired with R PREP). 
Prep phrases are attached to a noun only for SUCO (subject 
complement) cases, in which there is no time tense associated 
with the connection. Example: An instance of a car, the car in 

Whenever an R PREP relin is found, it will be immediately 
ollowed by an associated R OP. 
This is a back-relin for an object-of-the preposition and points 
back to the noun that prep phrase is attached to. See R OP for 
details. 

An object is made up of other items, and will have R MADEOF 
relins pointing to the items that make it up. Conversely, the parts 
hat make up the item each have an R PARTOF back relin that 

indicates the class of object of which it is a part of. 
For example, if a truck is made up of an engine, a chassis and a 
drive train, truck will have an R MADEOF pointing to each of 
hese three items. Chassis will in turn have an RPARTOF 
pointing back to truck. 

he shop. All other prep phrases are stored using clump neurons. 
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-continued 

Reln Cmd Code Usage Usage of 24 LSBs 

R PROP Phys Property 
(list) 

15 
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Any noun may have one or more property lists that describe some 
physical aspect of an object. These may include color, texture, 
size and the like and are defined in the chapter on Noun 
Properties. The variable-length lists are recorded in an 
R BLOCK list, with the length given in the 8 LSBs, and with the 
R PROP enumeration given in bits 8... 15 of the R BLOCK. 
R PROP never stands alone as a relin. 

Appendix A2 
0172. The below table defines the weighted opcodes: 

Reln Cmd Code Usage Usage of 24 LSBs 

R PARENT Amount of Implies the degree of influence by a parent concept, specifically 
parent for verbs. The NID is the parent neuron. 
Connection 

R INH Inhibit neuron When the present neuron is firing, inhibit the firing of the neuron 
From Firing whose MD is given by the connection weight. Slight = 10%, 

Suppression = 100%. 
R. CDX Percent of This is the means of connecting an adjective to a noun. Rather 

Target Firing red may imply a red weighted at 30%. The NID points to the 
adjective. 

Appendix B 

Universal Roles 

0173 These roles may be used in any sentence, no matter 
the verb type. 
ROLE TIME (tim) 
0.174. This role includes all time- or date-related phrases, 
including concurrence. 
0175 Time may be a prepositional phrase, an adverb 
phrase, or an appropriate proform. 
0176 Example: “The specimen is leaving the petryi dish 
now.’ 

ROLE DURATION (dur) 
0177. This role includes all durations, such as “The heated 
discussion lasted for three hours.” and “I’ve eaten nothing but 
cookies and coke for a year.” 
0178. Duration may be a prepositional phrase headed by 
“for” followed by a period of time, a propositional phrase 
headed by “during followed by a noun which denotes some 
thing happening over a period of time, or a complementizer 
phrase connected with while or 'as. 
0179 Examples: “I was talking to the spacemen during the 
launch.” “Millicent Cow kissed the canary while the dogs 
looked on.” 
ROLE REASON (rsn) 
0180. The stated purpose for the action, for example 
"Katrin knew he wanted her to read that book, so she read it 
for him,” or “Bjorn sold his soul for $20.” 
0181 Reason may be a prepositional phrase beginning 
with because, a complementizer phrase beginning with the 
complementizer So, or in order that. 
ROLE MANNER (man) 
0182 An adverb-like phrase which describes how the verb 
was performed. 
0183 Example: “She died with dignity.” 
0184. Manner may be a prepositional phrase or an adverb 
phrase. 

ROLE ACCOMPANIMENT (acc) 
0185. This semantic role denotes the entities which 
accompanied the subject of the sentence. For example, “I 
went to the software store with Anne-Marie.” or “Go with 
God. 
0186 The subject of the sentence need not be the Agent, as 
in “She was attacked with her friend Stacy.” 
0187. Accompaniment may be a prepositional phrase 
beginning with alongside or with, or it may be the adverb 
phrase together. 
ROLE INSTRUMENT (ins) 
0188 The Agent is the initiator of the action; the Instru 
ment is the thing that the Agent used. 
0189 Example: “I brutally murdered him with a spatula.” 
0190. Note that an Agent need not be in the sentence for 
Instrument to be present, for example, in “He was killed by 
the Sword, the one doing the killing (the Agent) is not there, 
but the sword (the Instrument) is. 
0191 Instrument may be a noun phrase or gerund phrase. 

Regular Roles 
0.192 These roles must be assigned by the verb; they may 
not appear injust any sentence. 
ROLE ACTOR (atr) 
0193 The person which does the action, as in “The red 
coats are coming!” 
0194 Actor may be a noun phrase, gerund phrase, or 
complementizer phrase. 
ROLE EXPERIENCER (exp) 
0.195 Experiencer is the noun which undergoes change or 
feeling, as in “Jonny feels very sad today,” or “He attacked me 
without warning!” Note: All state verbs must assign an exp in 
active cps. The verb “to become' assigns an experiencer 
based on the following line of reasoning: The verb “to 
change.” as in “Rudolph changed Nancy into a nicer person.” 
assigns an Actor (Rudolph) and an Experiencer (Nancy). In 
“to become,” as in “I became nicer, the Actor is changing 
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himself to be nicer. In our model, we have called him the 
Experiencer, though this is arbitrary and he just as easily 
could be the Actor. 
0196. Experiencer may be a noun phrase, gerund phrase, 
or complementizer phrase. 
ROLE THEME (thm) 
0197) Similar to Topic. As in, “I joined you in your quest 
for truth,” or "Quit involving me in your problems. “Dating 
involves lots of money.” 
0198 Themes may be either abstract nouns or gerunds, or 
complementizer phrases. 
ROLE EFFECT (eff) 
0199 The outcome of an action. An Effect may only be 
assigned if the Effect noun came into existence because of the 
verb. That is, you must be able to replace the original verb 
with “effect' (not “affect”), and the sentence must hold true. 
0200 For example, in the sentence “She baked cookies.”. 

it is saying that she made cookies—she caused the cookies to 
exist by the act of baking. Thus, “cookies' is the Effect. 
0201 On the other hand, in the sentence “She baked 
cookie dough, it is saying that she put the cookie dough 
through a process of baking, but not that she made it cookie 
dough by baking it. 
0202 Therefore, “cookie dough would not be considered 
Effect, but Experiencer. 
0203 Effect does not require an Actor to be assigned. The 
sentence “I died a painful death.’ is an example of this. “I”, in 
this case, is an Experiencer, not an agent. 
02.04 Effect may be a noun phrase OR an adjective due to 
a state or state verb-I made her angry. her angry is the 
effect. 

Specially-Assigned Roles 

0205 
verbs 
ROLE STATE (sta) 
0206. This semantic role is for the express use of state 
verbs, such as “to be as in “I am happy,” and also for sensing 
verbs, such as "look, as in “You look terrible.” Note that 
these are not noun phrases, but adjective phrases. This is a 
very rare phenomenon and very restricted—adjectives are 
only included as part of the predicate argument structure here 

These roles may only be assigned by certain kinds of 
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because they are required by the verb. Other verbs that assign 
to adjective phrases are “act, as in “You’re acting Strange 
today.” “seem as in “You seem quite nice.” and “stay” as in 
“I stay warm most of the time.” State may be an adjective 
phrase only. 
ROLE IDENTITY (idt) 
0207. Identity was created for, but not limited to, being 
verbs, as in “I am Hannah'. “Hannah' receives the role of the 
identity, because it refers to the same entity as does the sub 
ject. Any noun phrase that is not the Subject but is its coref 
erent is assigned the role of identity. Identity burns a implies 
relin from the exp. 
0208 Identity may be a noun phrase, gerund phrase, or 
complementizer phrase. 
ROLE MEASURE (misr) 
0209 All measurement verbs assign this role, such as 
“Pterodactyls wingspan measures forty feet.” Measure may 
be a noun phrase or gerund phrase. This is the only role which 
can be a NP, but cannot function as the Object of a sentence. 

1. A method for parsing the flow of natural human language 
to convert a flow of machine recognizable language into a 
conceptual flow, comprising the steps of 

recognizing a lexical structure; 
determine a basic semantic grouping for the language flow 

in the lexical structure; 
determine the basic semantic grouping that denotes the 

main action, occurrence or state of being for the lan 
guage flow: 

determining the responsibility of the main action, occur 
rence or state of being for the language flow within the 
lexical structure; 

semantically parsing the lexical structure; and 
resolving any ambiguities in the responsibilities in a recur 

sive manner by applying a predetermined set of rules 
thereto. 

2. The method of claim 1, wherein the basic semantic 
groupings are words. 

3. The method of claim 1, wherein the lexical structure 
comprises a flow of sentences. 

4. The method of claim3, wherein the main action, occur 
rence or state of being for the language flow comprises the 
main verb. 


