Abstract: A software compiler is provided that is operable for generating an executable that comprises instructions for a plurality of different instruction sets as may be employed by different processors in a multi-processor system. The compiler may generate an executable that includes a first portion of instructions to be processed by a first instruction set (such as a first instruction set of a first processor in a multi-processor system) and a second portion of instructions to be processed by a second instruction set (such as a second instruction set of a second processor in a multi-processor system). Such executable may be generated for execution on a multi-processor system that comprises at least one host processor, which may comprise a fixed instruction set, such as the well-known x86 instruction set, and at least one co-processor, which comprises dynamically reconfigurable logic that enables the co-processor's instruction set to be dynamically reconfigured.
The present application relates to the following co-pending and commonly-assigned U.S. Patent Application Serial Number 11/841,406 (Attorney Docket No. 73225/P001US/10709871) filed August 20, 2007 titled "MULTI-PROCESSOR SYSTEM HAVING AT LEAST ONE PROCESSOR THAT COMPRIZES A DYNAMICALLY RECONFIGURABLE INSTRUCTION SET", the disclosure of which is hereby incorporated herein by reference.
TECHNICAL FIELD

[0002] The following description relates generally to a software compiler, and more particularly to a compiler for generating an executable that comprises instructions for a plurality of different instruction sets as may be employed by different processors in a multi-processor system.
BACKGROUND OF THE INVENTION

[0003] The popularity of computing systems continues to grow and the demand for improved processing architectures thus likewise continues to grow. Ever-increasing desires for improved computing performance/efficiency has led to various improved processor architectures. For example, multi-core processors are becoming more prevalent in the computing industry and are being used in various computing devices, such as servers, personal computers (PCs), laptop computers, personal digital assistants (PDAs), wireless telephones, and so on.

[0004] In the past, processors such as CPUs (central processing units) featured a single execution unit to process instructions of a program. More recently, computer systems are being developed with multiple processors in an attempt to improve the computing performance of the system. In some instances, multiple independent processors may be implemented in a system. In other instances, a multi-core architecture may be employed, in which multiple processor cores are amassed on a single integrated silicon die. Each of the multiple processors (e.g., processor cores) can simultaneously execute program instructions. This parallel operation of the multiple processors can improve performance of a variety of applications.

[0005] A multi-core CPU combines two or more independent cores into a single package comprised of a single piece silicon integrated circuit (IC), called a die. In some instances, a multi-core CPU may comprise two or more dies packaged together. A dual-core device contains two independent microprocessors and a quad-core device contains four microprocessors. Cores in a multi-core device may share a single coherent cache at the highest on-device cache level (e.g., L2 for the Intel® Core 2) or may have separate caches (e.g., current AMD® dual-core processors). The processors also share the same interconnect to the rest of the system. Each "core" may independently implement optimizations such as superscalar execution, pipelining, and multithreading. A system with \( N \) cores is typically most effective when it is presented with \( N \) or more threads concurrently.

[0006] One processor architecture that has been developed utilizes multiple processors (e.g., multiple cores), which are homogeneous in that they are all
implemented with the same fixed instruction sets. Further, the homogeneous processors may employ a cache memory coherency protocol, as discussed further below.

[0007] In general, an instruction set refers to a list of all instructions, and all their variations, that a processor can execute. Such instructions may include, as examples, arithmetic instructions, such as ADD and SUBTRACT; logic instructions, such as AND, OR, and NOT; data instructions, such as MOVE, INPUT, OUTPUT, LOAD, and STORE; and control flow instructions, such as GOTO, if X then GOTO, CALL, and RETURN. Examples of well-known instruction sets include x86 (also known as IA-32), x86-64 (also known as AMD64 and Intel® 64), VAX (Digital Equipment Corporation), IA-64 (Itanium), and PA-RISC (HP Precision Architecture).

[0008] Generally, the instruction set architecture is distinguished from the microarchitecture, which is the set of processor design techniques used to implement the instruction set. Computers with different microarchitectures can share a common instruction set. For example, the Intel® Pentium and the AMD® Athlon implement nearly identical versions of the x86 instruction set, but have radically different internal microarchitecture designs. In all these cases the instruction set (e.g., x86) is fixed by the manufacturer and directly implemented, in a semiconductor technology, by the microarchitecture. Consequently, the instruction set is fixed for the lifetime of this implementation.

[0009] Memory coherency is an issue that affects the design of computer systems in which two or more processors share a common area of memory. In general, processors often perform work by reading data from persistant storage into memory, performing some operation on that data, and then storing the result back to persistant storage. In a uniprocessor system, there is only one processor doing all the work, and therefore only one processor that can read or write the data values. Moreover a simple uniprocessor can only perform one operation at a time, and thus when a value in storage is changed, all subsequent read operations will see the updated value. However, in multiprocessor systems (e.g., multi-core architectures) there are two or more processors working at the same time, and so the possibility that the processors will all attempt to process the same value at the same time arises. Provided none of the processors updates the value, then they can share it indefinitely; but as soon as one updates the value, the
others will be working on an out-of-date copy of the data. Accordingly, in such
multiprocessor systems a scheme is generally required to notify all processors of changes
to shared values, and such a scheme that is employed is commonly referred to as a
"cache coherence protocol." Various well-known protocols have been developed for
maintaining cache coherency in multiprocessor systems, such as the MESI protocol, MSI
protocol, MOSI protocol, and the MOESI protocol, are examples. Accordingly, such
cache coherency generally refers to the integrity of data stored in local caches of the
multiple processors.

[0010] FIGURE 1 shows an exemplary prior art system 10 in which
multiple homogeneous processors (or cores) are implemented. System 10 includes a first
microprocessor 11 and a second microprocessor 12 with an interconnecting bus 13
between them. In this example, microprocessors 11 and 12 are homogeneous in that they
are each implemented to have the same, fixed instruction set, such as x86. A main
memory 11-1 is connected to microprocessor 11, and a main memory 12-1 is connected
to microprocessor 12. Main memories 11-1 and 12-1 are in the same physical address
space so that microprocessors 11 and 12 can each reference either of the two main
memories, 11-1 or 12-1. A cache coherence protocol is implemented across the busses
in order to allow the microprocessors to get the latest value of the memory wherever it
currently exists.

[0011] As an example, a global physical memory address format 14 is
implemented, which has a value that includes a node number 14-1 and an offset 14-2. In
this example, all elements labeled 11, including microprocessor 11, main memory 11-1,
cache 11-2, and Translation Look-aside Buffer (TLB) 11-3, make up a first node 101,
while all elements labeled 12, including microprocessor 12, main memory 12-1, cache
12-2, and TLB 12-3, make up a second node 102. In the global physical memory address
format 14, node number 14-1 indicates which node the actual physical memory resides
on, and the offset 14-2 is the offset into the actual physical memory on that node.

[0012] In many architectures, virtual addresses are utilized. In general, a
virtual address is an address identifying a virtual (non-physical) entity. As is well-
known in the art, virtual addresses may be utilized for accessing memory. Virtual
memory is a mechanism that permits data that is located on a persistent storage medium
(e.g., disk) to be referenced as if the data was located in physical memory. Translation tables, maintained by the operating system, are used to determine the location of the reference data (e.g., disk or main memory). Program instructions being executed by a processor may refer to a virtual memory address, which is translated into a physical address. To minimize the performance penalty of address translation, most modern CPUs include an on-chip Memory Management Unit (MMU), and maintain a table of recently used virtual-to-physical translations, called a Translation Look-aside Buffer (TLB). Addresses with entries in the TLB require no additional memory references (and therefore time) to translate. However, the TLB can only maintain a fixed number of mappings between virtual and physical addresses; when the needed translation is not resident in the TLB, action will have to be taken to load it in.

[0013] As an example, suppose a program’s instruction stream that is being executed by a processor, say processor 11 of FIGURE 1, desires to load data from an address "Foo" into a first general-purpose register, GPRI. Such instruction may appear similar to "LD [Foo], GRPI". Foo, in this example, is a virtual address that the processor translates to a physical address, such as address "123456". Thus, the actual physical address, which may be formatted according to the global physical memory address format 14, is placed on bus 11-4 for accessing main memory 11-1, for example. Cache coherency is maintained in that if processor 12 is also executing instructions that are attempting to access "Foo" (the physical address 123456) at the same time that processor 11 is accessing it, then the cache coherency scheme resolves this to allow the microprocessors to get the latest value of Foo.

[0014] As shown in the example of FIGURE 1, a cache is contained within each of the individual microprocessors, shown as cache 11-2 within microprocessor 11 and cache 12-2 within microprocessor 12. Each microprocessor first attempts to access data out of its respective cache, and when it references data that is not in its cache, it looks at main memory 11-1 and 12-1 using the global physical memory address format 14. From the node number 14-1, the microprocessor decides if the physical address or physical memory is associated with the memory of that node or if it must traverse to a remote node in order to access the remote node’s memory. For example, when microprocessor 11 attempts to access data, it first attempts to access the data in its cache 11-2. If the data is not in cache 11-2, then microprocessor 11 evaluates node number 14-
1 of the global physical memory address format of such data. If node number 14-1 identifies node 101 (or main memory 11-1 of node 101), then microprocessor 11 determines that the data is contained in main memory 11-1, and if node number 14-1 identifies node 102 (or main memory 12-1 of node 102), then microprocessor 11 determines that the data is contained in main memory 12-1. The data may be read from the main memory of the identified node, and may be stored to microprocessor 11's cache 11-2 for ready subsequent accesses.

[0015] Also shown in FIGURE 1 is that each microprocessor includes a TLB, such as TLB 11-3 of microprocessor 11 and TLB 12-3 of microprocessor 12. As mentioned above, and as is well-known in the art, the role of the TLB is to translate from a virtual address (e.g., "Foo" in the above example) to the physical address. Thus, TLBs 11-3 and 12-3 are responsible for performing virtual-to-physical address translation. Accordingly, when microprocessor 11 issues a load request, it presents the virtual address to TLB 11-3. TLB 11-3 looks up the virtual address in its table, and if found, then TLB 11-3 outputs a physical address that is used to actually access cache 11-2 or main memory 11-1. If the virtual address does not exist in TLB 11-3, then microprocessor 11 walks a series of tables that are located in main memory 11-1 to find a TLB entry to be placed in TLB 11-3 to complete the reference and all future references for that virtual address.

[0016] Thus, in this exemplary architecture, multiple homogeneous processors (e.g., processors 11 and 12) that each have common, fixed instruction sets may be implemented with a cache coherency protocol. Such a multi-processor system that has multiple homogeneous processors provides many benefits. One significant benefit of this type of multi-processor system is that a compiler can generate one executable file (e.g., a single "a.out" executable, which is well known in the art as the UNIX definition of an executable image), which may have its instructions processed by the multiple homogeneous processors. This is important for programmer productivity. Another benefit of this exemplary multi-processor system is its elimination of the need of a programmer to manage the location of data. Without a cache coherency mechanism, the programmer must explicitly manage and move data for use by an executable, which lowers programmer productivity and lowers application performance. However, because the processors are homogeneous, they each have the same processing capabilities, and
thus one processor is not better suited for performing certain types of operations more efficiently than the other.

[0017] In some architectures, special-purpose processors that are often referred to as "accelerators" are implemented to perform certain types of operations. For example, a processor executing a program may offload certain types of operations to an accelerator that is configured to perform those types of operations efficiently. Such hardware acceleration employs hardware to perform some function faster than is possible in software running on the normal (general-purpose) CPU. Hardware accelerators are generally designed for computationally intensive software code. Depending upon granularity, hardware acceleration can vary from a small functional unit to a large functional block like motion estimation in MPEG2. Examples of such hardware acceleration include blitting acceleration functionality in graphics processing units (GPUs) and instructions for complex operations in CPUs. Such accelerator processors generally have a fixed instruction set that differs from the instruction set of the general-purpose processor, and the accelerator processor's local memory 16-2 does not maintain cache coherency with the general-purpose processor.

[0018] A graphics processing unit (GPU) is a well-known example of an accelerator. A GPU is a dedicated graphics rendering device commonly implemented for a personal computer, workstation, or game console. Modern GPUs are very efficient at manipulating and displaying computer graphics, and their highly parallel structure makes them more effective than typical CPUs for a range of complex algorithms. A GPU implements a number of graphics primitive operations in a way that makes running them much faster than drawing directly to the screen with the host CPU. The most common operations for early two-dimensional (2D) computer graphics include the BitBLT operation (combines several bitmap patterns using a RasterOp), usually in special hardware called a "blitter", and operations for drawing rectangles, triangles, circles, and arcs. Modern GPUs also have support for three-dimensional (3D) computer graphics, and typically include digital video-related functions.

[0019] FIGURE 2 shows an exemplary prior art system architecture in which accelerator hardware 16, such as GPU 16-1 is implemented. The accelerator hardware 16 is capable of being called by host processors 11 and 12 via input/output
Thus, for instance, graphics operations of a program being executed by host processors 11 and 12 may be passed to GPU 16-1 via I/O 15. While the homogeneous host processors 11 and 12 maintain cache coherency with each other, as discussed above with FIGURE 1, they do not maintain cache coherency with accelerator hardware 16 (e.g., GPU 16-1). This means that GPU 16-1 reads and writes to its local memory are NOT part of the hardware-based cache coherency mechanism used by nodes 101 and 102. This also means that GPU 16-1 does not share the same physical or virtual address space of nodes 101 and 102.

[0020] Thus, in this exemplary architecture, heterogeneous processors that each have different, fixed instruction sets may be implemented. That is, general-purpose processor(s), such as processors 11 and 12, may be implemented having a first instruction set, and an accelerator processor, such as GPU 16-1, may be implemented having a different instruction set for performing certain types of operations efficiently. A cache coherency protocol is not used between the heterogeneous processors (e.g., between general-purpose processors 11, 12 and accelerator processor 16).

[0021] Accordingly, in some architectures a plurality of homogeneous processors are implemented that each have fixed, common instruction sets and which maintain cache coherency with each other. And, in some architectures a plurality of heterogeneous processors are implemented that have fixed, different instruction sets (e.g., in FIGURE 2 host processors 11 and 12 each have a fixed first instruction set, such as x86, and accelerator 16 provides a heterogeneous processor with a different fixed instruction set), wherein cache coherency is not maintained across the heterogeneous processors.

[0022] Application-specific integrated circuits (ASICs) are known, which are commonly implemented as custom designs. An ASIC is an integrated circuit (IC) customized for a particular use, rather than intended for general-purpose use. For example, an ASIC may be implemented as a chip that is designed solely to run a cellular telephone. In contrast, the well-known 7400 series and 4000 series integrated circuits are logic building blocks that can be wired together for use in many different applications. As feature sizes have shrunk and design tools improved over the years, the maximum complexity (and hence functionality) possible in an ASIC has grown from 5,000 gates to
over 100 million. Modern ASICs often include entire 32-bit processors, memory blocks including ROM, RAM, EEPROM, Flash and other large building blocks. Designers of digital ASICs generally use a hardware description language (HDL), such as Verilog or VHDL, to describe the functionality of ASICs. Once a design is completed and a mask set produced for a target chip, an ASIC is created. The configuration is created once. If a new configuration is needed, an entirely new design is needed. Thus, ASICs are not field-programmable.

[0023] Additionally, various devices are known that are reconfigurable. Examples of such reconfigurable devices include field-programmable gate arrays (FPGAs). A field-programmable gate array (FPGA) is a well-known type of semiconductor device containing programmable logic components called "logic blocks", and programmable interconnects. Logic blocks can be programmed to perform the function of basic logic gates such as AND, and XOR, or more complex combinational functions such as decoders or simple mathematical functions. In most FPGAs, the logic blocks also include memory elements, which may be simple flip-flops or more complete blocks of memories. A hierarchy of programmable interconnects allows logic blocks to be interconnected as desired by a system designer. Logic blocks and interconnects can be programmed by the customer/designer, after the FPGA is manufactured, to implement any logical function, hence the name "field-programmable."

[0024] Further, various software compilers are known in the art for generating executable files that contain instructions to be processed by a processor. Traditional compilers generate instructions for a fixed instruction set of a microprocessor, such as for a micro-processor having an x86 or other fixed instruction set. The generated instructions are included in an executable image that can be executed by a micro-processor (or multiple homogeneous processors, such as those of FIGURE 1) having the fixed instruction set (e.g., x86).
BRIEF SUMMARY OF THE INVENTION

[0025] The present invention is directed generally to a software compiler, and more particularly to a compiler for generating an executable that comprises instructions for a plurality of different instruction sets as may be employed by different processors in a multi-processor system. According to certain embodiments, a compiler is provided that is operable to generate an executable that includes a first portion of instructions to be processed by a first instruction set (such as a first instruction set of a first processor in a multi-processor system) and a second portion of instructions to be processed by a second instruction set (such as a second instruction set of a second processor in a multi-processor system). Thus, a single executable may be generated that contains instructions for a plurality of heterogeneous processors.

[0026] According to certain embodiments, an exemplary multi-processor system on which a generated executable may be executed is described. While an exemplary multi-processor system that comprises heterogeneous processors (i.e., having different instruction sets) is described herein, it should be recognized that embodiments of the compiler for generating an executable in accordance with the concepts described herein are not limited to the exemplary multi-processor system described. As one example, according to certain embodiments, a multi-processor system is provided that comprises at least one processor having a dynamically reconfigurable instruction set. According to certain embodiments, at least one host processor is implemented in the system, which may comprise a fixed instruction set, such as the well-known x86 instruction set. Additionally, at least one co-processor is implemented, which comprises dynamically reconfigurable logic that enables the co-processor's instruction set to be dynamically reconfigured. In this manner, the at least one host processor and the at least one dynamically reconfigurable co-processor are heterogeneous processors because the dynamically reconfigurable co-processor may be configured to have a different instruction set than that of the at least one host processor. According to certain embodiments, the co-processor may be dynamically reconfigured with an instruction set for use in optimizing performance of a given executable. For instance, in certain embodiments, one of a plurality of predefined instruction set images may be loaded onto the co-processor for use by the co-processor in processing a portion of a given executable's instruction stream.
In certain embodiments, an executable (e.g., an a.out file or a.exe file, etc.) may include (e.g., in its header) an identification of an instruction set with which the co-processor is to be configured for use in processing a portion of the executable's instruction stream. Accordingly, when the executable is initiated, the system's operating system (OS) may determine whether the co-processor possesses the instruction set identified for the executable. If determined that the co-processor does not possess the identified instruction set, the OS causes the co-processor to be reconfigured to possess such identified instruction set. Then, a portion of the instructions of the executable may be off-loaded for processing by the co-processor according to its instruction set, while a portion of the executable's instructions may be processed by the at least one host processor. Accordingly, in certain embodiments, a single executable may have instructions that are processed by different, heterogeneous processors that possess different instruction sets. As described further herein, according to certain embodiments, the co-processor's instructions are decoded as if they were defined with the host processor's instruction set (e.g., x86's ISA). In essence, to a compiler, it appears that the host processor's instruction set (e.g., the x86 ISA) has been extended.

As is well-known in the art, a compiler generally refers to a computer program (or set of programs) that translates a source file (e.g., text written in a computer language) into another computer language (the target language). The most common reason for wanting to translate source code is to create an executable program. Thus, a "compiler" primarily refers to programs that translate source code from a high-level programming language to a lower level language (e.g., assembly language or machine language). A compiler is likely to perform many or all of the following operations: lexical analysis, preprocessing, parsing, semantic analysis, code generation, and code optimization.

Further, according to certain embodiments of the present invention, cache coherency is maintained between at least one host processor and at least one dynamically reconfigurable co-processor. That is, cache coherency is maintained between at least one host processor and a heterogeneous co-processor that is configured with a different instruction set than that of the host processor. In certain embodiments, the physical memory space and the virtual memory space are both shared by the heterogeneous processors.
Further, according to certain embodiments of the present invention, a plurality of instruction sets that the co-processor may be configured to possess are pre-defined. The plurality of instruction sets may be stored to persistent data storage (e.g., to disk) of the system, such that a given executable may identify any of the plurality of pre-defined instruction sets to be loaded onto the co-processor for use by the co-processor in processing a portion of the given executable's instruction stream.

According to certain embodiments of the present invention, a technique is employed to effectively "trick" the host processor's instruction set (e.g., the x86 instruction set) to support off-loading to the co-processor an executable's instructions that may not be natively supported by the host processor's instruction set. According to certain embodiments, the instruction set of the host processor (e.g., x86) is fixed and is implemented by the hardware micro-architecture. The host instruction set cannot be modified once a design of the host processor's micro-architecture is completed and manufactured. According to one embodiment of the present invention, the host processor is effectively "tricked" by causing the host processor to store the executable's instructions that are to be off-loaded to the co-processor to a pre-designated portion of memory, which may be referred to herein as a user command block (UCB). The co-processor monitors the UCB to detect when instructions have been stored thereto, and upon detection of instructions in the UCB, the co-processor processes those instructions with the instruction set with which it has been configured. In this manner, when generating a given executable, a compiler can include in the executable instructions that may not be supported by the host processor's instruction set but which are instead intended for processing under a different instruction set (that the co-processor is to be configured to have). The compiler can also include in the executable's instruction stream an instruction to cause the host processor to load certain instructions of the executable (such as those instructions that are intended for processing by the co-processor's instruction set) to the UCB. Such a loading operation is supported by the host processor's native instruction set, although processing of those instructions that it loads to the UCB may not be supported by the host processor's native instruction set. The above-mentioned cache coherency between the host processor and the co-processor enables the host processor and co-processor to use the UCB in this manner.
According to one embodiment of the present invention, a system comprises at least two processor elements, where each of the processor elements are running a corresponding instruction set. As used herein, processors or "processor elements" of a multi-processor system may each comprise a separate processor or a separate core, as examples. A first instruction set is employed in a first of the processor elements (e.g., in a host processor) and a second instruction set is employed in a second one of the processor elements (e.g., in a co-processor), wherein the first and second instruction sets are different from each other. Thus, the first and second processor elements are "heterogeneous" in that they each possess different instruction sets. Further, the first and second processor elements each are communicatively coupled to a respective local cache memory, wherein cache coherency is hardware maintained between the first and second processor elements. Further, the first and second processor elements share the same virtual address space. Further still, the first and second processor elements share the same global physical address space.

According to one embodiment, the first instruction set is fixed within the first processing element, and the second instruction set is changeable within the second processor element from time-to-time. For example, a host processor may have a fixed instruction set of, say, x86, while a dynamically reconfigurable co-processor may be implemented with a set of instructions that can be dynamically reconfigured from time-to-time (e.g., as may be specified by an executable being processed at a given time by the processor elements).

According to one embodiment of the present invention, a multi-processor system is provided that comprises heterogeneous processors. At least one of the heterogeneous processors is capable of having its instruction set dynamically reconfigured. According to one embodiment, a plurality of instruction set configurations are predefined, and may be stored to persistent data storage of the system, such as to disk. Thus, the dynamically reconfigurable processor may be selectively reconfigured to possess any of the predefined instruction set configurations. Accordingly, in certain embodiments, a given executable may include an identification of one of the predefined instruction set configurations to be loaded onto the dynamically reconfigurable processor for use in processing instructions of the given executable. Then, a portion of the given executable's instruction stream may be processed by one of the processors in the multi-
processor system, and another portion of the executable's instruction stream may be processed by a different, heterogeneous processor in the multi-processor system.

[0035] In certain embodiments, an executable includes information that identifies an instruction set configuration to be loaded onto the dynamically reconfigurable processor. When the executable is initiated for execution by a host processor, a determination is made (e.g., by the system's OS) whether the dynamically reconfigurable processor is configured with the instruction set configuration identified by the executable. If not, then the identified instruction set configuration is loaded onto the dynamically reconfigurable processor for use in processing a portion of the executable's instruction stream by such dynamically reconfigurable processor.

[0036] A portion of the instructions in the executable's instruction stream are passed for execution by the dynamically reconfigurable processor. Thus, according to certain embodiments of the present invention, a single executable (e.g., a single a.out or a.exe file) may possess instructions that are executed by heterogeneous processors. For example, a host processor may comprise a fixed instruction set, such as the well-known x86 instruction set, and a dynamically reconfigurable co-processor may be configured with a different instruction set; and, a portion of the executable's instruction stream may be processed by the host processor, while another portion of the executable's instruction stream is processed by the heterogeneous, dynamically reconfigurable co-processor.

[0037] The foregoing has outlined rather broadly the features and technical advantages of the present invention in order that the detailed description of the invention that follows may be better understood. Additional features and advantages of the invention will be described hereinafter which form the subject of the claims of the invention. It should be appreciated by those skilled in the art that the conception and specific embodiment disclosed may be readily utilized as a basis for modifying or designing other structures for carrying out the same purposes of the present invention. It should also be realized by those skilled in the art that such equivalent constructions do not depart from the spirit and scope of the invention as set forth in the appended claims. The novel features which are believed to be characteristic of the invention, both as to its organization and method of operation, together with further objects and advantages will
be better understood from the following description when considered in connection with the accompanying figures. It is to be expressly understood, however, that each of the figures is provided for the purpose of illustration and description only and is not intended as a definition of the limits of the present invention.
BRIEF DESCRIPTION OF THE DRAWINGS

[0038] For a more complete understanding of the present invention, reference is now made to the following descriptions taken in conjunction with the accompanying drawing, in which:

[0039] FIGURE 1 shows an exemplary prior art multi-processor system employing a plurality of homogeneous processors;

[0040] FIGURE 2 shows an exemplary prior art multi-processor system employing a plurality of heterogeneous processors;

[0041] FIGURE 3 shows an exemplary multi-processor system according to one embodiment of the present invention;

[0042] FIGURE 4 shows an exemplary operational flow diagram of one embodiment of the present invention;

[0043] FIGURE 5 shows another exemplary multi-processor system according to an embodiment of the present invention;

[0044] FIGURE 6A shows an exemplary block diagram for a compiler generating an executable that comprises instructions that are executed by heterogeneous processors according to an embodiment of the present invention;

[0045] FIGURE 6B shows another exemplary block diagram for a compiler generating an executable that comprises instructions that are executed by heterogeneous processors according to an embodiment of the present invention;

[0046] FIGURE 7A shows an exemplary block diagram of a traditional compiler of the prior art;

[0047] FIGURE 7B shows another exemplary block diagram of a compiler according to certain embodiments of the present invention, wherein such compiler generates an executable that comprises instructions that are executed by heterogeneous processors; and
FIGURE 8 shows an exemplary multi-processor architecture in which at least one host processor and at least one dynamically reconfigurable co-processor are implemented on a common integrated circuit.
DETAILED DESCRIPTION OF THE INVENTION

[0049] An exemplary multi-processor system on which an executable that contains instructions for a plurality of different instruction sets may be executed is first described below, and then exemplary embodiments of a compiler for generating such an executable that contains instructions for a plurality of different instruction sets are described. It should be understood that while an exemplary multi-processor system that comprises heterogeneous processors (i.e., having different instruction sets) is described herein, embodiments of the compiler for generating an executable in accordance with the concepts described herein are not limited to the exemplary multi-processor system described.

[0050] FIGURE 3 shows an exemplary multi-processor system 30 according to one embodiment of the present invention. As shown, multi-processor system 30 comprises a first node 101 having processor 11, which may be referred to as a "host" processor in this example. In certain embodiments, host processor 11 may comprise a plurality of homogeneous processors (commonly referred to as a multi-core microprocessor), such as processors 11 and 12 described above with FIGURES 1 and 2. Multi-processor system 30 further comprises a second processor 32 (in a second node 302), which may be referred to as a dynamically reconfigurable co-processor in this example because, as discussed further below, such second processor 32 has a dynamically reconfigurable instruction set. Host processor 11 may comprise a fixed instruction set, such as the well-known x86 instruction set. Co-processor 32 comprises dynamically reconfigurable logic 32-4 (e.g., a FPGA) that enables the co-processor's instruction set to be dynamically reconfigured. In this manner, host processor 11 and dynamically reconfigurable co-processor 32 are heterogeneous processors because the dynamically reconfigurable co-processor 32 may be configured to have a different instruction set than that of host processor 11.

[0051] An interconnecting bus 13 communicatively interconnects node 101 and node 302 in this example, hi this example, host processor 11 comprises TLB 11-3 and cache 11-2, and main memory 11-1 is connected to host processor 11. Thus, all elements labeled 11, including main memory 11-1, cache 11-2, and TLB 11-3 may be considered a first (or "host") processor node 101. Similarly, in this example, co-
processor 32 comprises TLB 32-3 and cache 32-2, and main memory 32-1 is connected to co-processor 32. Additionally, as discussed further herein, co-processor 32 comprises dynamically reconfigurable logic 32-4. All elements labeled 32, including main memory 32-1, cache 32-2, TLB 32-3, and reconfigurable logic 32-4 may be considered a second (or "co-processor") node 302.

Multi-processor system 30 further comprises an operating system 37 that is executing on host processor 11, which may be any OS that is compatible with the given host processor 11, such as the well-known UNIX, MICROSOFT WINDOWS, MAC OS X, HP-UX, AIX, and SOLARIS operating systems, as examples. Multi-processor system 30 also comprises persistent data storage 34, such as disk, to which various data (e.g., software programs, etc.) may be stored in a manner as is well-known in the art. In the illustrated example, instruction set images 36-1, 36-2, ..., 36-N are stored to persistent data storage 34, any of which may be selectively loaded onto reconfigurable logic 32-4 of co-processor 32, as discussed further below. Thus, a plurality of fixed, predefined instruction set images 36-1 - 36-N may be stored to data storage 34 of system 30, wherein any of such instruction set images may be used for configuring co-processor 32 for a given executable. Further, a plurality of different executables may utilize the same instruction set configuration for co-processor 32, rather than requiring co-processor 32 to have an application-specific configuration that is tailored specifically for each executable.

In this exemplary embodiment, main memories 11-1 and 32-1 are in the same global physical address space so that processors 11 and 32 can each reference either of the two memories, 11-1 or 32-1. That is, main memory 11-1 and main memory 32-1 are in the same physical memory space 301 (global physical memory). Further, in this example, processor 11 and co-processor 32 use the same virtual address space and the same virtual memory format (thus, translation tables employed by processors 11 and 32 to translate a virtual address to a physical address have the same translation entries). Further, since processor 11 and co-processor 32 use the same virtual address space, they are said to execute in the same virtual process space. As discussed further herein, in certain embodiments, a cache coherence protocol is implemented across the busses in order to allow the processors 11 and 32 to get the latest value of the memory wherever it currently exists. Thus, cache coherency 38 is maintained between the heterogeneous
processors 11 and 32 in this exemplary embodiment. As one example, a global physical memory address format, such as global physical memory address format 14 discussed above with FIGURE 1, may be utilized by host processor 11 and co-processor 32.

[0054] In certain embodiments, a software executable file (e.g., an a.out file or a.exe file, etc.), such as executable 35 shown in FIGURE 3, may include (e.g., in its header) an identification 35-1 of one of the pre-defined instruction sets 36-1 - 36-N with which co-processor 32 is to be configured for use in processing a portion of the executable's instruction stream, such as instructions 35-2 shown in FIGURE 3. In this exemplary embodiment, such executable program 35 may be stored to persistent data storage 34, and upon being initiated, executable 35 may be loaded into main memory 11-1 of host processor 11, as shown in FIGURE 3. Upon such initiation of executable 35, the system's OS 37 may determine whether co-processor 32 possesses the instruction set identified for the executable 35. In this example, executable 35 includes information 35-1 that identifies "Instruction Set Image 2" (labeled 36-2 in FIGURE 3) as being the appropriate instruction set to be loaded on co-processor 32. If OS 37 determines that co-processor 32 does not possess the identified instruction set (i.e., Instruction Set Image 2 36-2 in this example), OS 37 causes co-processor 32 to be reconfigured to possess such identified instruction set. Thus, as illustrated in FIGURE 3, OS 37 causes Instruction Set Image 2 36-2 to be loaded onto reconfigurable logic 32-4, thereby re-configuring co-processor 32 to have the corresponding instruction set defined by Instruction Set Image 2 36-2.

[0055] Then, a portion of the instructions of executable 35 may be off-loaded (dispatched) from host processor 11 for processing by co-processor 32 according to the co-processor's instruction set (i.e., as defined by Instruction Set Image 2 36-2 in this example), while a portion of the executable's instructions may be processed by host processor 11. For instance, instructions 35-2 that are included in the instruction stream of executable 35 are off-loaded to main memory 32-1 in the example of FIGURE 3, in order to be processed by co-processor 32, while other instructions in the executable's instruction stream are processed by host processor 11. Accordingly, in certain embodiments, a single executable 35 (e.g., a single a.out or a.exe file) may have instructions that are processed by different, heterogeneous processors that possess different instruction sets. Thus, in certain embodiments, instructions for both the host
processor 11 and the heterogeneous co-processor 32 may be intermingled within the instruction stream of executable 35. Further, host processor 11 and heterogeneous co-processor 32 may be concurrently processing different instructions from the instruction stream of executable 35.

[0056] In view of the above, certain embodiments of the present invention enable reconfigurable computing via selective use of multiple, fixed instruction sets. For instance, a plurality of different, fixed instruction sets are predefined by instruction set images 36-1, 36-2, ..., 36-N in the example of FIGURE 3 (stored on persistent storage 34), and any of such fixed instruction sets may be dynamically loaded onto co-processor 32 for use by such co-processor 32 in processing instructions of a given executable. Thus, co-processor 32 is dynamically reconfigurable with any of the instruction set images 36-1 - 36-N, wherein the corresponding configuration gives the co-processor 32 a particular personality by defining a fixed set of instructions that the co-processor 32 understands how to execute.

[0057] While certain examples provided herein describe determining (e.g., from identifying information 35-1) an instruction set image to load to the co-processor 32 and loading such instruction set to the co-processor 32 at the beginning of the program (e.g., when it is being initiated), in certain embodiments, such determining and loading may be performed additionally or alternatively at other points during execution of the executable file. In certain embodiments, the determining and loading steps are performed during a "dispatch" operation for dispatching instructions to be processed by the co-processor. Exemplary dispatch techniques that may be employed in accordance with embodiments of the present invention are described further herein. Further, while executable 35 is described as including identifying information 35-1 that identifies instruction set image 2, in certain embodiments the executable file 35 may actually include identifying information for multiple instruction set images therein that are used by the program. For instance, a first instruction set image may be identified by executable 35 to be loaded onto co-processor 32 for processing a first set of instructions of the executable that are dispatched to the co-processor 32, and a second instruction set image may later be identified by executable 35 to be loaded onto co-processor 32 for processing a second set of instructions of the executable that are dispatched to the co-
processor 32. Again, in certain embodiments, the instruction set image to be loaded onto the co-processor for a given group of instructions to be dispatched to the co-processor may be determined during the dispatch operation and loaded to the co-processor 32 (if the co-processor is determined to not already possess such instruction set image). In certain embodiments, such as discussed in greater detail below, a user command block (UCB) is utilized for dispatching co-processor 32, wherein during a dispatch operation a "Dispatch Configuration Signature" for the group of instructions being dispatched to the co-processor 32 may be evaluated to determine whether it matches the instruction set image presently loaded onto the co-processor's dynamically reconfigurable logic (e.g., FPGA) 32-4, wherein if it does not match then the instruction set image identified by the Dispatch Configuration Signature is loaded to the co-processor's dynamically reconfigurable logic 32-4.

[0058] According to certain embodiments of the present invention, a plurality of instruction sets that the co-processor 32 may be configured to possess are pre-defined, such as instruction set images 36-1, 36-2, ..., 36-N in the example of FIGURE 3. It should be recognized that according to certain embodiments of the present invention, rather than requiring an instruction set that is tailored specifically for a given executable to be developed for configuring co-processor 32, certain classes or types of instruction sets may be pre-defined, wherein various different executables may utilize the same one of the pre-defined instruction sets. For instance, the inventors of the present invention have recognized that certain classes of instruction sets are commonly needed by executables, and by pre-defining an instruction set for each of those recognized classes, a large majority of types of applications can be supported without requiring individual, application-specific instruction sets to be created.

[0059] As an example, in one implementation three (3) mutually-exclusive instruction sets may be pre-defined. As an illustrative example, a first pre-defined instruction set might be a vector instruction set designed particularly for processing 64-bit floating point operations as are commonly encountered in computer-aided simulations, a second pre-defined instruction set might be designed particularly for processing 32-bit floating point operations as are commonly encountered in signal and image processing applications, and a third pre-defined instruction set might be designed particularly for processing cryptography-related operations.
For instance, instruction set 36-1 may be a vector instruction set that is designed for supporting instructions that are commonly encountered in computer-aided simulations, such as simulations that are commonly used for automobile design, crash worthiness analysis, drug design, fluid flow analysis, etc. The predominant data type for these types of operations is 64-bit floating point.

Instruction set 36-2 may be an instruction set designed for signal and image processing. Typical applications that employ these types of operations include seismic processing, hdtv simulation and design, etc. Typically, algorithms like FFT and convolution are executed. The predominant data type for these types of operations is 32-bit floating point.

Instruction set 36-N may be an instruction set designed for performing cryptography operations, which typically involves operations for manipulating bit and byte strings.

While three illustrative pre-defined instruction sets are described above, it should be recognized that embodiments of the present invention are not limited to the exemplary instruction sets mentioned above. Rather, any number of instruction sets of any type may be pre-defined in a similar manner and may be employed on a given system in addition to or instead of one or more of the above-mentioned pre-defined instruction sets.

Further, in generating an executable, a compiler may generate some instructions within the executable's instruction stream that are intended for processing by a co-processor having a different instruction set than that of the host processor. According to one embodiment, a user (e.g., programmer) may designate (e.g., in the source code being compiled or through interaction with an interface of the compiler) which instruction set to use for various instructions to be included in the executable. For instance, a user may designate to the compiler which of the plurality of pre-defined instruction sets 36-1 - 36-N to be loaded onto co-processor 32 for processing a portion of the executable's instructions. In return, the compiler may include information, such as information 35-1, within the resulting executable that identifies the selected instruction set (e.g., instruction set image 2 36-2 in the example of FIGURE 3). Further, in certain
embodiments, a user may designate which instructions of the executable are to be processed by the host processor's instruction set (e.g., x86) and which instructions of the executable are to be processed by the co-processor's heterogeneous instruction set. This may be implemented via a compiler switch, for example.

[0065] According to another embodiment, the compiler may analyze the source code and determine the appropriate one of the plurality of pre-defined instruction sets to utilize for portions of the executable's instruction stream. That is, the compiler may analyze the source code that it is compiling and determine, based for example on the types of operations being encountered in the source code, the appropriate one of the plurality of pre-defined instruction sets 36-1—36-N to be identified in the executable for loading onto the co-processor 32 for processing some portion of the executable's instructions.

[0066] Further, according to certain embodiments of the present invention, cache coherency 38 is maintained between host processor 11 and the dynamically reconfigurable co-processor 32. That is, cache coherency 38 is maintained between the heterogeneous processors 11 and 32. As mentioned above, in this exemplary embodiment main memories 11-1 and 32-1 are in the same physical address space 301, and thus the heterogeneous processors 11 and 32 are accessing the same physical memory space 301 of multiprocessor system 30. Further, in this example, processor 11 and co-processor 32 use the same virtual address space and the same virtual memory format. A cache coherence protocol is implemented across the busses, such as bus 11-4 and 32-7, in order to allow the processors 11 and 32 to get the latest value of the memory wherever it currently exists. As one example, a global physical memory address format, such as global physical memory address format 14 discussed above with FIGURE 1, may be utilized by host processor 11 and co-processor 32 for accessing main memories 11-1 and 32-1. Additionally, in this exemplary embodiment, the translation tables of TLBs 11-3 and 32-3 have the same translation entries for each of host processor 11 and co-processor 32.

[0067] As an example, suppose executable 35's instruction stream being executed by host processor 11 includes an instruction to load data from an address "Foo" into a first general-purpose register, GPR1. Such instruction may appear similar to "LD
<Foo>, GRPI”. Foo, in this example, is a virtual address that processor 11 translates to a physical address, such as address "123456". Thus, the actual physical address, which may be formatted according to the global physical memory address format 14 of FIGURE 1, is placed on bus 11-4 for accessing main memory 11-1, for example. Cache coherency is maintained in that if co-processor 32 is also executing instructions that are attempting to access "Foo" (the physical address 123456) at the same time that processor 11 is accessing it, then the cache coherency scheme resolves this to allow the microprocessors to get the latest value of Foo.

[0068] An exemplary operational flow diagram for one embodiment is shown in FIGURE 4. In operational block 41, the system's OS 37 starts a program, such as executable 35 of FIGURE 3. In operational block 42, the OS 37 determines an instruction set image, such as one of the pre-defined instruction set images 36-1 - 36-N, to load to a dynamically reconfigurable co-processor 32. As discussed further herein, in certain embodiments, such determination of an instruction set image may be made from identifying information included in the executable file, such as information 35-1 included in executable 35. Further, such determination of the instruction set image may be made at a point during the executable's execution in addition to or other than at the executable's initiation (beginning). In certain embodiments, the determination of the instruction set in block 42 is performed during a "dispatch" operation for dispatching instructions to be processed by the co-processor. In certain embodiments, such as discussed in greater detail below, a user command block (UCB) is utilized for dispatching co-processor 32, wherein during a dispatch operation a "Dispatch Configuration Signature" for the group of instructions being dispatched to the co-processor 32 may be evaluated to determine the instruction set image to load to the co-processor for the group of instructions being dispatched.

[0069] In operational block 43, OS 37 determines whether the determined instructions set image is present on co-processor 32. Again, such determining operation may be performed during a "dispatch" operation for dispatching instructions to be processed by the co-processor. In certain embodiments, such as discussed in greater detail below, a user command block (UCB) is utilized for dispatching co-processor 32, wherein during a dispatch operation a "Dispatch Configuration Signature" for the group of instructions being dispatched to the co-processor 32 may be evaluated to determine
whether it matches the instruction set image presently loaded onto the co-processor's
dynamically reconfigurable logic (e.g., FPGA) 32-4.

[0070] If the desired instruction set image is already present on co-
processor 32, then operation may advance to block 45 whereat the multi-processor
system begins executing instructions in the executable's instruction stream. If
determined in block 43 that the desired instruction set image is not present on co-
processor 32, the operation advances to block 44 where the determined instruction set
image is loaded to co-processor 32. For instance, in the example illustrated in FIGURE
3, the instruction set image 2 36-2 that is identified by information 35-1 included in
executable 35 is loaded to reconfigurable logic 32-4 of co-processor 32 for use in
processing a portion of the instructions of the executable 35 that are off-loaded
(dispatched) to the co-processor 32. Once the co-processor is re-configured with the
instruction set image in block 44, operation advances to block 45 whereat the multi-
processor system begins executing the dispatched instructions in the executable's
instruction stream.

[0071] FIGURE 5 shows, in further detail, an exemplary multi-processor
system according to an embodiment of the present invention. As with the example of
FIGURE 3, this exemplary embodiment again includes host processor 11 having main
memory 11-1, cache 11-2, and TLB 11-3. The exemplary multi-processor system again
includes dynamically reconfigurable co-processor 32 having main memory 32-1, cache
32-2, TLB 32-3, and reconfigurable logic 32-4. As with the example of FIGURE 3,
main memories 11-1 and 32-1 are part of a common physical memory address space 301,
and thus as mentioned above with the example of FIGURE 3, processors 11 and 32 share
the same physical memory address space 301, as well as the same virtual memory
address space 51 in this example. Processors 11 and 32 are communicatively
interconnected via bus 13, and, as discussed above with FIGURE 3, cache coherency 38
is maintained between the heterogeneous processors 11 and 32. OS 37 is again included,
as well as persistent data storage (e.g., disk) 34 to which an executable 35 and various
predefined instruction set images 36-1 - 36-N are stored. It should be understood that
while executable 35 and instruction set images 36-1 - 36-N are shown for ease of
illustration as being stored to the same persistent data storage 34, in practice they may be
stored to different persistent data storage devices (which may even be different forms or
types of persistent data storage, such as FLASH memory, etc.). As shown, data storage 34 may be accessible by host processor 11 via I/O 15.

[0072] As further shown in this example, host processor 11 includes instruction decode logic 11-6, and co-processor 32 includes instruction decode logic 32-6. When executable 35 is first started, it resides in persistent data storage (e.g., on disk) 34. OS 37 brings the executable 35 into the host processor's main memory 11-1. From that point, host processor 11 will start executing instructions out of the executable's instruction stream that are in main memory 11-1, and host processor 11 uses instruction decode logic 11-6 to decode those instruction strings that it is processing. Once host processor 11 starts (or "dispatches") co-processor 32 for this executable 35, some of the executable's instructions are brought from main memory 11-1 into cache 32-2 of co-processor 32. In general, OS 37 places the co-processor's instructions in main memory 32-1, which is global physical memory in this example, and the instructions may then be read by co-processor 32 into cache 32-2. Instruction decode logic 32-6 decodes those instructions for processing by co-processor 32 (according to its instruction set image loaded into reconfigurable logic 32-4). At that point in time, both host processor 11 and co-processor 32 are accessing instructions from the single executable 35 (e.g., a.out or a.exe file) loaded into main memory 11-1. Thus, at that point the heterogeneous processors 11 and 32 are executing instructions from the same executable 35. It should be noted that both instruction sets can concurrently execute. That is, host processor 11 and co-processor 32 may concurrently process their respective portions of the instructions of the executable 35.

[0073] According to certain embodiments of the present invention, a technique is employed to effectively trick the host processor's instruction set (e.g., the x86 instruction set) to support off-loading to the co-processor 32 an executable's instructions that may not be natively supported by the host processor's instruction set. According to one embodiment, this is accomplished by causing the host processor 11 to store the executable's instructions that are to be off-loaded to the co-processor 32 (e.g., instructions 35-2 of the example of FIGURE 3) to a pre-designated portion of memory, which may be referred to herein as a user command block (UCB), such as UCB 11-1A of main memory 11-1 or UCB 32-1A of main memory 32-1. The co-processor 32 monitors the UCB 11-1A to detect when instructions have been stored thereto, and upon detection
of instructions in the UCB 11-1A, the co-processor processes those instructions with the instruction set with which reconfigurable logic 32-4 has been configured.

[0074] The above-mentioned cache coherency between the host processor 11 and the co-processor 32 enables the host processor 11 and co-processor 32 to use the UCB 11-1A in this manner. In this example, the TLB 32-3 or 11-3 accepts as its input a virtual address 51 (e.g., a 64-bit virtual address in one embodiment). The format of the virtual address is identical for processors 11 and 32. The output of the TLB is a global physical address, such as global physical address 14 of FIGURE 1. The memory controller 11-5 or 32-5 of the respective processor whose TLB outputs the global physical address examines the global physical address. If the node number (14-1 of FIGURE 1) indicates that the node is local, the offset bits (14-2 of FIGURE 1) are used to read from the local main memory. For instance, if TLB 11-3 of host processor 11 receives a virtual address 51 and outputs a determined global physical address, the memory controller 11-5 determines whether the node identified by the global physical address is node 101, and if node 101 is identified, then the offset bits (14-2 of FIGURE 1) of the global physical address are used to read from the local main memory 11-1 of node 101. If the node number of the global physical address indicates an external node, such as node 302, then the offset bits of the global physical address are transferred to the external node 302 via bus 13, whereat memory controller 32-5 analyzes such global physical address, and the offset bits of the received global physical address are then used to access node 302's main memory 32-1 according to the offset bits.

[0075] In this manner, when generating a given executable, a compiler can include in the executable 35 instructions that may not be supported by the host processor's instruction set but which are instead intended for processing under a different instruction set (where the co-processor is dynamically configured to execute this different instruction set). The compiler can also include in the executable's instruction stream an instruction to cause the host processor 11 to load certain instructions of the executable 35 (such as those instructions 35-2 of FIGURE 3 that are intended for processing by the co-processor's instruction set) to the UCB 11-1A. Such a loading operation is supported by the host processor's native instruction set, although processing of those instructions that it loads to the UCB 11-1A may not be supported by the host processor's native instruction set.
FIGURES 6A-6B show examples of a compiler 62 generating an executable 63 according to embodiments of the present invention. Turning first to FIGURE 6A, an exemplary executable that may be generated in accordance with embodiments of the present invention is shown. FIGURE 6A shows source code 61, which may be coded in a high-level programming language such as FORTRAN, C, C++, VISUAL C, BASIC, or VISUAL BASIC, as examples. The exemplary source code 61 provides a simple, descriptive example in which variables X, Y, A, B, and C are defined (in line 601 of the code). Then, a value of 1 is loaded into X (in line 602 of the code), and a value of 2 is loaded into Y (in line 603 of the code). A DO LOOP is initiated (in line 604 of the code) during which the Vectors B and C are added with the result placed in vector A (in line 605 of the code). The DO LOOP operation is closed in line 606 of the code, and line 607 of the code causes the values of A and X to be printed. The program ends in line 608 of the code.

Compiler 62 processes this source code to produce an executable 63, such as executable 35 of FIGURES 3 and 5 discussed above. The source code 61 is thus processed by compiler 62 to produce executable program 63 having instructions 610-623. Additionally, the executable 63 may comprise an identification of an instruction set image to load on to co-processor 32 for processing instructions of the executable. For instance, such identification of instruction set image 2 36-2 is included in line 609 of executable 63. As mentioned above, the compiler 62 may determine such an instruction set to be identified in any of a number of ways, including through user (e.g., programmer) designation thereof and/or through the compiler's analysis of the source code's operations to determine an appropriate one of a plurality of pre-defined instruction sets to employ on co-processor 32.

Executable program 63 may be stored to persistent data storage 34 of a multi-processor system, as discussed above with executable 35. Further, when started by host processor 11, executable 63 is loaded into main memory 11-1. As discussed above, OS 37 identifies (e.g., from line 609, which may be included in the header information of executable 63) the instruction set image (e.g., instruction set image 2 in this example) to be loaded onto co-processor 32, and if such instruction set image is not already present on the co-processor 32, it is loaded onto the co-processor's reconfigurable logic 32-4.
[0079] As discussed below, executable 63 contains instructions to be processed by the host processor 11 (with the host processor's fixed instruction set, which is x86 in this example), and executable also contains instructions to be processed by the heterogeneous co-processor 32 (with the instruction set 2 36-2 that is to be loaded onto the co-processor in this example). Each instruction shown in exemplary executable 63 that is to be processed by the host processor's x86 instruction set is shown with a prefix of x86 in this example, whereas each instruction that is to be processed by the co-processor's instruction set (i.e., instruction set 2 in this example) is shown with a prefix of "Inst. Set 2" in this example. Such prefixes are shown for illustrative purposes only to aid in understanding this example, and the prefixes are preferably not actually included in the resulting executable 63. It should be noted that all memory addresses are virtual 51 for all instructions in executable 63 in this example. It should also be noted that traditional accelerators, such as GPU 16-1 of FIGURE 2 discussed above, do not use virtual addresses to reference their local memory.

[0080] The first instruction (at line 610 of the executable 63) is to load value 1 into a first general-purpose register, GPR1. hi this example, this is an instruction that is to be performed by the host processor 11. That is, this is an instruction to be processed by the host processor's fixed instruction set, which in this example is x86, and is thus shown with a prefix of x86 for illustrative purposes. The next instruction (at line 611 of the executable) is to load value 2 into a second general-purpose register, GPR2. As with the first instruction, this is an instruction that is to be performed by the host processor 11, and is thus shown with a prefix of x86 for illustrative purposes. The next instructions (at lines 612-613 of the executable) set variable <X> to the value of GPR1 variable <Y> to the value of GPR2. Again, these are instructions to be performed by the host processor 11, and are thus shown with a prefix of x86 for illustrative purposes. The x86 hardware, as designed and manufactured, directly executes instructions 610-614 in this example.

[0081] Next, a dispatch command (at line 614 of the executable 63) to initiate co-processor 32 is performed. In this exemplary embodiment, a designated memory area, referred to herein as a user command block (UCB), is used for initiating co-processor 32. In FIGURE 5, an exemplary UCB 11-1A is illustrated in main memory 11-1. Alternatively, a UCB 32-1A may be included in main memory 32-1 and utilized in
a manner as that described hereafter with reference to UCB 11-1 A. According to this
exemplary embodiment, co-processor 32 monitors the UCB 11-1 A for a command to be
placed in it (via the cache coherency protocol), and once a command is detected in the
UCB 11-1 A, the co-processor retrieves that command and begins processing it according
to its configured instruction set.

[0082] That is, co-processor 32 is monitoring bus 13 to detect whether a
command is placed in UCB 11-1 A. Thus, in this example, the instruction at line 614 of
the executable 63 causes host processor 11 to store N to the UCB 11-1 A. According to
one embodiment, co-processor instructions are stored one at a time into the UCB 11-1 A.
That is, as each instruction that is to be offloaded to co-processor 32 is encountered,
compiler 62 may include in the instruction stream an instruction that causes the host
processor 11 to store such instruction to UCB 11-1 A. These instructions conform to the
instruction set that is to be decoded by instruction decode 32-6. According to another
embodiment, an entire block of instructions may be stored into the UCB 11-1 A. In this
latter embodiment, one host processor instruction (e.g., an x86 instruction) is included to
initiate one cache coherency protocol transaction, which causes the co-processor 32 to
begin fetching (loading) the co-processor instructions that were placed into UCB 11-1 A.
These co-processor instructions are not executed on host processor 11.

[0083] With respect to host processor 11, the co-processor instructions look
like a store of a literal (a constant) to main memory. The literal is the binary
representation of the co-processor instruction(s). This literal can be pre-compiled in one
big unit or individually stored in the UCB. Since the UCB is cache coherent, this
effectively tricks the host processor 11's instruction set to support the off-loading of
certain instructions included in the single executable's instruction stream to the co-
processor 32.

[0084] In the illustrated example of FIGURE 6A, instructions 615-621 are
off-loaded, via being stored to UCB 11-1 A, to co-processor 32. In the illustrated
example, these instructions 615-621 may comprise 64-bit floating point vector operations
as are commonly encountered in computer-aided simulations. Thus, a pre-defined
instruction set (e.g., instruction set image 2 in this example) that is appropriate for
efficiently processing these types of operations may be loaded onto co-processor 32’s
reconfigurable logic 32-4. The variables C and B exist in the same virtual address space as variables X and Y. Since the virtual address spaces are identical and the contents of the translation tables are identical, a global physical address space is directly generated.

[0085] In this exemplary embodiment, the SYN instruction at line 621 in this example is used to indicate that the co-processor 32 has completed all its computation and control is returned to the host processor 11. In line 622, the host processor 11 performs a SYS_CALL operation to print (display) the values stored to A and X. The executable ends in a normal fashion with instruction 623.

[0086] The memory coherency 38 of the multiprocessor system enables the above-described type of dispatch technique to be employed. That is, by maintaining cache coherency, the host processor can write instructions to UCB 11-1A that are to be processed by co-processor 32, and co-processor 32 can read those instructions for processing. Further, such cache coherency enables the co-processor to perform operations and store values to virtual addresses that are accessible by the host processor, and vice-versa. For instance, in the example of FIGURE 6A, co-processor 32 computes value V3 and stores it to virtual address "A" (in lines 619 and 620), and host processor 11 can likewise read virtual address "A" for printing (displaying) the value V3 stored thereto in line 622. Thus, maintaining cache coherency and a common virtual address space enables efficient operation between the host processor 11 and the co-processor 32 in processing the instructions 610-623 of the executable 63.

[0087] Turning now to FIGURE 6B, another exemplary executable 63 that maybe generated in accordance with an embodiment of the present invention is shown. FIGURE 6B again shows source code 61 and compiler 62, as in FIGURE 6A above. The source code 61 is processed by compiler 62 to produce executable program 63 having instructions 610-623. Additionally, the executable 63 may comprise an identification of an instruction set image to load on to co-processor 32 for processing instructions of the executable. For instance, such identification of instruction set image 2 36-2 is included in line 609 of executable 63. As mentioned above, the compiler 62 may determine such an instruction set to be identified in any of a number of ways, including through user (e.g., programmer) designation thereof and/or through the compiler's
analysis of the source code's operations to determine an appropriate one of a plurality of pre-defined instruction sets to employ on co-processor 32.

[0088] Executable program 63 may be stored to persistent data storage 34 of a multi-processor system, as discussed above with executable 35. Further, when started by host processor 11, executable 63 is loaded into main memory 11-1. As discussed above, OS 37 identifies (e.g., from line 609, which may be included in the header information of executable 63) the instruction set image (e.g., instruction set image 2 in this example) to be loaded onto co-processor 32, and if such instruction set image is not already present on the co-processor 32, it is loaded onto the co-processor's reconfigurable logic 32-4.

[0089] Instructions 610-613 and 622-623 of executable 63 of FIGURE 6B are the same as discussed above with FIGURE 6A. However, instructions 614-621 provide an alternative exemplary implementation. In this example, all of the instruction set 2 instructions are executed in the host processor 11 via a store literal (constant) instruction. This effectively tricks the host processor's instruction set into storing to the UCB the instructions that are to be processed by co-processor 32. For example, instruction 614 causes the host processor 11 to store to the UCB the instruction "ST N". The stores performed in instructions 614-621 in this example are to successive locations in the UCB region of main memory, as illustrated by UCB, UCB+1, ..., UCB+7. Since the UCB is cache coherent, any change in the contents of a UCB can be detected by the co-processor 32's decode logic 32-6. The literal's (or co-processor instruction encodings) stored to the UCB have no meaning on the host processor's instruction set (e.g., x86) but have meaning on the co-processor 32 that is configured with instruction set 2. Thus, this provides an alternative exemplary technique that may be employed according to embodiments of the present invention for dispatching instructions for processing by co-processor 32.

[0090] According to certain embodiments of the present invention, a plurality of instruction sets that co-processor 32 may be configured to possess are pre-defined, such as instruction set images 36-1 - 36-N. The plurality of instruction sets may be stored to a persistent data storage 34 (e.g., to disk) of the multi-processor system, such that a given executable may identify any of the plurality of pre-defined instruction sets to
be loaded onto the co-processor 32 for use by the co-processor in processing a portion of
the given executable’s instruction stream.

[0091] Further, in certain embodiments, a compiler, such as compiler 62 of
FIGURE 6A, determines (e.g., from user designation and/or through analysis of the
source code being compiled) the appropriate one of the plurality of pre-defined
instruction sets to identify for the executable, and the compiler selects the instructions in
the executable’s instruction stream that are to be off-loaded to the co-processor for
processing according to the selected instruction set.

[0092] In the above exemplary implementations discussed with FIGURES
6A-6B, two alternative dispatch mechanisms that may be employed by embodiments of
the present invention are described. The dispatch mechanisms effectively "trick" the
host processor's instruction set into dispatching instructions to be processed by the co-
processor 32. A first dispatch mechanism that may be employed is to have the co-
processor instruction image already placed in a memory area. This memory area
contains the coprocessor instructions that are to be executed when the co-processor 32 is
initiated.

[0093] In a conventional processor, the PC (program counter) is loaded
with the address of this memory area, a branch is taken and the instructions are executed.
Certain embodiments of the present invention employ a dispatch mechanism to get the
co-processor to do the same thing. One way this is done, such as in the example of
FIGURE 6A discussed above, is via the owner field of user mode issue memory
structure. In this first exemplary dispatch mechanism, the co-processor 32 is always
referencing the owner field (a location in shared virtual address space). When the owner
field is "0", the co-processor 32 knows that there is nothing to execute. In essence, this
is the co-processor's idle mode. Thus, the co-processor is executing a "spin wait"
operation (a well-known operation in the art), wherein the co-processor is spinning on
the location waiting for a particular value (i.e., other than 0). Suppose then the host
processor 11 (which may have an x86 or other fixed instruction set) decides that it wants
to initiate a co-processor operation. The various command structures are setup (or have
already been setup by the compiler). Most of this can be statically configured. Then, the
host processor 11 writes a "1" into the owner field. Since physical memory is cache
coherent, even if the owner field is stored in the host processor cache (which it generally would be), the new value of the owner field is obtained when the co-processor references the same physical memory location (via a translated virtual address). The co-processor thus sees a "1" and now starts fetching co-processor instructions from the UCB. The wait is over and now there is work to be done by the co-processor.

[0094] According to one exemplary implementation, the Issue memory structure is used to indicate whether the host processor 11 or co-processor 32 owns the Command and Status memory structures. Table 1 below shows an exemplary format of the Issue memory structure. The IssueBase physical address is equivalent to addresses UserBase+0x000 or UserBase+0x400.

<table>
<thead>
<tr>
<th>Bits</th>
<th>63</th>
<th>16</th>
<th>15</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>IssueBase+0x00</td>
<td>Rsvd</td>
<td></td>
<td></td>
<td>Owner</td>
</tr>
<tr>
<td>IssueBase+0x08</td>
<td>Rsvd</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IssueBase+0x40</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[0095] Table 1

[0096] In this example, the Owner field of the Issue memory structure indicates the current owner of the command and status memory structures. When the Owner field has the value zero, the command set is not active and the host processor 11 can read status of the previous dispatched command, or write the command memory structures to setup a new command. When the Owner field has the value one, the command set is owned by the coprocessor 32 and the current command is being performed. Modification of the command memory structures when the Owner field is a one may cause the previously dispatched routine to give unexpected results.

[0097] Further, in this exemplary implementation, a single user mode command is defined. The command is Routine Dispatch. The format of the command
memory structure is shown below in Table 2. The CmdBase physical address is equivalent to addresses UserBase+Ox100 or UserBase+0x500.

<table>
<thead>
<tr>
<th>Bits:</th>
<th>63 48 47 32 31 16 15 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>CmdBase+0x00</td>
<td>Dispatch Sequence Number</td>
</tr>
<tr>
<td>CmdBase+0x08</td>
<td>Dispatch Instruction Pointer</td>
</tr>
<tr>
<td>CmdBase+0x10</td>
<td>Dispatch Configuration Signature</td>
</tr>
<tr>
<td>CmdBase+0x18</td>
<td>SRtnCnt  SRtnBase  ScallCnt  AcallCnt</td>
</tr>
<tr>
<td>CmdBase+0x20</td>
<td>28 Quad Words Available for Software Use (these words are pre-loaded into co-processor registers A8 to A8+Acnt-i and S to S1+cnt-i)</td>
</tr>
<tr>
<td>CmdBase+0x100</td>
<td></td>
</tr>
</tbody>
</table>

[0098] Table 2

[0099] In this exemplary implementation, the user mode command structure has the following defined fields (shown in Table 3):

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dispatch Sequence Number</td>
<td>Value passed to co-processor and then returned in status memory structure. Used by host processor to determine when routine has completed. The value is not used by the co-processor.</td>
</tr>
<tr>
<td>Dispatch Instruction Pointer</td>
<td>Virtual address of first instruction of co-processor routine.</td>
</tr>
<tr>
<td>Dispatch Configuration Signature</td>
<td>Signature of required application engine configuration. This signature is checked prior to beginning the dispatched co-processor routine to ensure that the appropriate application engine</td>
</tr>
</tbody>
</table>
configuration is loaded. The operating system is interrupted if the loaded application engine configuration signature does not match the Dispatch Configuration Signature field.

<table>
<thead>
<tr>
<th>ADispCnt</th>
<th>Number of parameters to be preloaded into A-registers prior to beginning the coprocessor routine. Parameters are copied into A-registers started with register A8.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDispCnt</td>
<td>Number of parameters to be preloaded into S-registers prior to beginning the co-processor routine. Parameters are copied into S-registers started with register S1.</td>
</tr>
<tr>
<td>SReturnBase</td>
<td>First S-register to be copied into status memory structure when co-processor executes the return complete instruction.</td>
</tr>
<tr>
<td>SReturnCut</td>
<td>Number of S-registers to be copied into status memory structure when co-processor executes the return complete instruction.</td>
</tr>
<tr>
<td>Quad Word Parameters</td>
<td>Parameters preloaded into A and S registers prior to beginning compressor routine. Note that A register parameters reside in lower order addresses followed by S-register parameters.</td>
</tr>
</tbody>
</table>

According to embodiments of the present invention, the co-processor may be dispatched via any of various different dispatch techniques. One exemplary dispatch technique writes an instruction to the UCB. Another exemplary dispatch technique writes a block of instructions to the UCB. The exemplary approach described above with reference to Table 3 writes the address of a block of instructions into the UCB. The UCB field name for the address is "Dispatch Instruction Pointer".
The status memory structure is used in this exemplary implementation to determine when the co-processor has finished executing a routine and to obtain any returned values. An exemplary format of the Status Memory Structure is shown in Table 4 below. The StatusBase physical address is equivalent to addresses UserBase+0x300 or UserBase+0x700.

<table>
<thead>
<tr>
<th>Bits:</th>
<th>63</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>StatusBase+0x00</th>
<th>Dispatch Sequence Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>StatusBase+0x08</td>
<td>Dispatch Instruction Pointer</td>
</tr>
<tr>
<td>StatusBase+0x10</td>
<td>Six Quad Words Available for Software Use (these six words are obtained from co-processor registers $S_{RtnBase}$ to $S_{RtnBase+SRtnCnt-1}$)</td>
</tr>
<tr>
<td>StatusBase+0x40</td>
<td></td>
</tr>
</tbody>
</table>

Table 4

The exemplary user mode status memory structure of this exemplary implementation contains the following defined fields (of Table 5):

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dispatch Sequence Number</td>
<td>Value passed to co-processor at time of dispatch and then returned in status memory structure. Used to determine when routine has completed.</td>
</tr>
<tr>
<td>Dispatch Instruction Pointer</td>
<td>Virtual address of first instruction of completed co-processor routine. This field is provided for debug visibility only.</td>
</tr>
<tr>
<td>Quad Word Parameters</td>
<td>Parameters returned from completed co-processor routine. The specific S-register values copied to the</td>
</tr>
</tbody>
</table>
In this exemplary implementation, two command sets are used for dispatching co-processor routines. Alternating between the two command sets results in higher application performance by reducing co-processor idle time. One command set can be being setup for the next command while the other set is being used by the co-processor. Note that using a single command set to dispatch the co-processor routines will function properly, albeit somewhat slower.

The steps for issuing a user command (e.g., instructions of an executable) to the co-processor according to this exemplary implementation comprise:

1. Select the command set (0 or 1) to be used to issue the command. A host processor variable that is incremented once per issued command can be used to select which command set is to be used. If the variable is even then use set #0, otherwise use set #1.

2. Read the value of the Issue memory structure Owner field. Loop until the Owner field is zero.

3. Setup the new command by writing to the fields of the selected set’s Command memory structure. The fields can be written in any order and any operand width. Note that the variable used in step #1 can be written to the Dispatch Sequence Number field to provide a dispatch unique identifier.

4. Issue the new command by writing a one to the Owner field of the Issue memory structure.

Once the coprocessor has been issued a command, the resulting status can be obtained with the following steps:

1. Read the value of the Dispatch Sequence Number field from the Status memory structure. Loop until the obtained value equals the value specified in the Command memory structure.

2. Access the returned parameters from the Status memory structure.
[0109] Note that the transition from one to zero of the Owner field indicates that the coprocessor can accept another user command (however, the current command may not have finished). The completion of a command is determined by monitoring the Command Sequence Number field in the status memory structure. The above-described sequence uses cache coherency mechanisms and will function correctly in the presence of speculative memory accesses. Additionally, the mechanism will operate correctly for a system implemented with the current FSB (Front Side Bus) technology or the forthcoming CSI (Common System Interconnect) technology, as examples.

[0110] Implementing the dispatch mechanism according to this first exemplary dispatch mechanism has several advantages, including the following:

- there are no hardware-based interrupts. Thus, there is no extra hardware required.
- the speed of the dispatch is optimal. Microprocessor designs optimize the logic for cache coherency in that the minimal time for coherency transactions is a high level design objective.
- the dispatch mechanism is totally in the user space. No OS calls are required. This reduces the time to dispatch to a minimum.
- since the dispatch mechanism is under software control, enhancement and/or modifications are straightforward.
- multiple forms of dispatch can be defined.

[0111] Alternatively, a second exemplary dispatch mechanism, such as the exemplary dispatch mechanism discussed above with FIGURE 6B, may be employed. In this exemplary technique, instructions may be individually dispatched one instruction at a time to the co-processor. In one exemplary implementation, the UCB area that is to have instructions is cleared to all O's. The co-processor 32 performs a spin wait on UCB location 0. If that location contains value "0", then the co-processor 32 continues to spin waiting. If "not 0", then the co-processor 32 decodes and executes the instruction contained in the UCB location 0. It should be noted that the instruction is a literal value (a bit string) with respect to the host processor 11. A co-processor encoding has no meaning to the host processor 11 in this example. For instance, in this example, a co-processor instruction encoding of "0" means no co-processor instruction. The UCB
address is then incremented by 1, and the co-processor decodes that next UCB location. If such UCB location 1 contains value "0", then that UCB location does not have a co-processor instruction. If such UCB location 1 contains a value "not 0", then the co-processor 32 decodes and executes the instruction contained in the UCB location 1. The co-processor 32 continues fetching UCB locations until the SYN co-processor instruction is decoded. This is the last instruction of any co-processor instruction group in this example.

[0112] In certain embodiments, the co-processor 32 may know (e.g., via a status field) which form of dispatch to utilize (e.g., which of the two exemplary dispatch mechanisms mentioned above to utilize).

[0113] The above-described exemplary dispatch mechanisms effectively "trick" the host processor to dispatch co-processor instructions to the co-processor 32. Both of these exemplary dispatch mechanisms employ a combination of using hardware-based cache coherency along with such techniques as: spin wait synchronization, specific instruction encodings (e.g., SYN), software to emulate what is normally a hardware-based dispatch mechanism, and hardware-based (e.g., via FPGA) decoding of co-processor instructions.

[0114] In view of the above, according to certain embodiments, a novel dispatch mechanism is provided for a multi-processor system, wherein the dispatch mechanism may comprise one or more of the following features:

1. Activity of a cache line is monitored to determine that a dispatch command is ready. As discussed above, the sequence of events for dispatching a co-processor in certain embodiments are:
   a) using a field (e.g., the owner field) within the Issue data structure to indicate ownership of a user command block,
   b) watching for cache line activity of the Issue data structure by monitoring cache coherency requests that are sent from the host processor to the co-processor,
   c) checking the value of the owner field when the co-processor determines that cache line activity is occurring with the Issue data structure, and
   d) if the owner field is the value "1," then reading the Command data
structure (table 2) to dispatch the co-processor.

2. A mechanism is provided for initializing selected co-processor registers as part of the dispatch mechanism. That is, selected registers of the co-processor can be initialized as part of dispatching instructions to be processed by the co-processor. For instance, as discussed above, in certain embodiments, the Command data structure uses the Aallcnt and Scallcnt fields to specify how many registers are to be initialized as part of the dispatch. The values used to initialize the registers are obtained from the Command data structure (CmdBase+0x20).

3. A Status data structure is provided that is monitored by the host processor to indicate status of a co-processor command. For instance, in certain embodiments, the host processor monitors the Dispatch Sequence Number field to determine that a specific dispatch has completed. The Dispatch sequence number is passed in as a field of the Command data structure and written to the Status data structure by the co-processor as the last step of executing a co-processor routine.

4. Results are passed back from the co-processor to the host processor using the Status data structure. The Command data structure Srtndbase and Srfncnt are used to indicate which co-processor registers are to be copied to the Status data structure upon co-processor routine completion.

5. A field in the Command data structure is used to specify the required reconfigurable instruction set that is needed for the dispatched co-processor routine (i.e., the dispatched instructions of an executable that are to be processed by the co-processor). In the above example, the field is named Dispatch Configuration Signature.

[0115] Turning to FIGURES 7A-7B, an exemplary novel compiler that may be employed according to certain embodiments of the present invention is discussed. FIGURE 7A shows an exemplary traditional compiler 720 of the prior art. In FIGURE 7A, an example is shown in which compiler 720 processes source code 61 (e.g., FORTRAN, C, etc.) to generate executable instructions 704 within an executable image 710. Compiler 720 may comprise a language front-end processor 706, a machine-independent optimizer 701, and a code generator 702. Multiple language front ends (e.g., Fortran 706-1, C 706-2, etc.) generate a common intermediate internal representation 707. The machine-independent optimizer 701 performs optimizations (e.g., strength reduction, common sub-expression elimination, etc) that enhance the
performance of the executable image 710. The code generator 702 takes the output of
the machine-independent optimizer 701 and generates instructions 704 for a fixed
instruction set of a micro-processor, such as for a micro-processor having an x86 or other
fixed instruction set. The generated instructions 704 included in an executable image
710 that can be executed by a micro-processor (or multiple homogeneous processors,
such as those of FIGURE 1) having the fixed instruction set (e.g., x86).

[0116] Turning to FIGURE 7B, an exemplary compiler that may be
employed according to certain embodiments of the present invention is shown. In
FIGURE 7B, an example is shown in which compiler 62 processes source code 61 (e.g.,
FORTRAN, C, etc.) to generate executable instructions 703-1 and/or 703-2. Compiler
62 may comprise a language front-end processor 706, a machine-independent optimizer
701, a machine-dependent optimizer 708, and a code generator 702, as examples.
Multiple language front ends (e.g., Fortran 706-1, C 706-2, etc.) generate a common
intermediate internal representation 707. The machine-independent optimizer 701
performs optimizations (e.g., strength reduction, common sub-expression elimination,
etc) that enhance the performance of the executable image. The code generator 702
takes the output of the machine-dependent optimizer 708 and generates instructions for a
micro-processor. In this exemplary embodiment, there are multiple code generators
(e.g., 702-1 for the x86, 702-2, for reconfigurable instruction set #1, 702-3 for
reconfigurable instruction set #2, etc). The output of the machine-independent optimizer
701 is provided to the input of machine-dependent optimizer 708. The machine-
dependent optimizer 708 determines which reconfigurable instruction set that is to be
used. If reconfigurable instruction set #1 is chosen, then code generators 702-1 and 702-
2 are invoked. If reconfigurable instruction set #2 is chosen, then code generators 702-1
and 702-3 are invoked. In all cases, code generator 702-1, the instruction set of the host
processor, is chosen in this example.

[0117] The generated executable instructions 703-1 comprise instructions
for a plurality of different, heterogeneous instruction sets, such as instructions 704 for a
first instruction set (e.g., x86), which may be an instruction set employed by a host
processor 11, and instructions 705-1 for a second instruction set, which may be an
instruction set that is dynamically loaded onto co-processor 32. Similarly, the generated
executed instructions 703-2 comprise instructions for a plurality of different,
heterogeneous instruction sets, which in this example again include instructions 704 for a
first instruction set (e.g., x86), which may be an instruction set employed by a host
processor 11, and instructions 705-2 for a heterogeneous instruction set (instruction set 1
in this example), which may be an instruction set that is dynamically loaded onto co¬
processor 32. As a consequence of the ability for the co-processor 32 to support
mutually exclusive instruction sets, compiler 62 may comprise a plurality of code
generators 702 that are each operable to generate code for the different pre-defined
instruction sets 36-1 - 36-N that may be loaded onto the co-processor 32.

[0118] As shown, compiler 62 generates, for each of the executable
instructions 703-1 and 703-2, a single executable file (e.g., a single a.out, a.exe, etc.),
shown as executable files 63-1 and 63-2, respectively. Executable file 63-1 comprises
the instructions 704 and 705-1 for heterogeneous instruction sets, while executable file
63-2 comprises the instructions 704 and 705-2 for heterogeneous instruction sets (i.e., the
instruction sets 704 and 705-1 are different). As such, instructions for a plurality of
heterogeneous instruction sets maybe intermingled within a single executable 63-1 or
63-2, and the heterogeneous instructions may be processed by heterogeneous processors
11 and 32 in the manner described above.

[0119] While an exemplary compiler 62 that may be employed by certain
embodiments of the present invention is described above with FIGURE 7B, it should be
recognized that the other concepts presented herein are not limited to the exemplary
compiler 62. For instance, any compiler architecture that is operable for generating a
single executable that comprises instructions to be processed by a heterogeneous host
processor and co-processor may be employed in accordance with the present invention.

[0120] It should be recognized that embodiments of the present invention
may be adapted to any appropriate scale or granularity within a given system. For
instance, a host processor 11 and co-processor 32 may be implemented as separate
processors (e.g., which may be implemented on separate integrated circuits). hi other
architectures, such host processor 11 and co-processor 32 may be implemented within a
single integrated circuit (i.e., the same physical die). Further, while a single host
processor 11 and co-processor 32 are shown in the above examples for ease of
illustration and discussion, it should be appreciated that a plurality of processors maybe
so employed. For instance, host processor 11 may include a plurality of homogeneous processors (or processor cores), such as the exemplary homogeneous processors 11 and 12 described above with FIGURE 1. Further, a plurality of heterogeneous co-processors 32 may be implemented in a given system, each of which may be dynamically reconfigurable to possess any of a plurality of different instruction sets (wherein the different co-processors may be configured with the same or with different instruction sets). One exemplary system architecture is shown in block diagram form in FIGURE 8 for illustrative purposes. As shown, an integrated circuit 80 may include a host processor 81, which comprises cores 801 and 802. Integrated circuit 80 further includes co-processors 82 and 83, which comprise reconfigurable logic 803 and 804, respectively.

[0121] Further, it should be recognized that while a single heterogeneous co-processor 32 is described for each of discussion in the above examples, any number of such heterogeneous co-processors may be likewise employed. Additionally, two or more heterogeneous co-processors 32 may be configured with different instruction sets and may each be used for processing instructions from a common executable. For example, an executable may designate a first instruction set to be configured onto a first of the heterogeneous co-processors and a second instruction set to be configured onto a second of the heterogeneous co-processors, wherein a portion of the executable’s instruction stream may be processed by the host processor 11 while other portions of the executable’s instruction stream may be processed by the first and second heterogeneous co-processors.

[0122] Although the present invention and its advantages have been described in detail, it should be understood that various changes, substitutions and alterations can be made herein without departing from the spirit and scope of the invention as defined by the appended claims. Moreover, the scope of the present application is not intended to be limited to the particular embodiments of the process, machine, manufacture, composition of matter, means, methods and steps described in the specification. As one of ordinary skill in the art will readily appreciate from the disclosure of the present invention, processes, machines, manufacture, compositions of matter, means, methods, or steps, presently existing or later to be developed that perform substantially the same function or achieve substantially the same result as the corresponding embodiments described herein may be utilized according to the present
invention. Accordingly, the appended claims are intended to include within their scope such processes, machines, manufacture, compositions of matter, means, methods, or steps.
CLAIMS

What is claimed is:

1. A method comprising:
   receiving, by a compiler, source code for a software application; and
   processing, by the compiler, the source code to generate an executable image that
   comprises a first portion of instructions for a first processor instruction set and a second
   portion of instructions for a second processor instruction set that is different from said
   first processor instruction set.

2. The method of claim 1 further comprising:
   determining at least said second processor instruction set for which said second
   portion of instructions is to be generated.

3. The method of claim 2 wherein said determining comprises:
   selecting one of a plurality of predefined processor instruction sets.

4. The method of claim 3 wherein said plurality of predefined processor
   instruction sets comprise at least one of the following:
   a vector instruction set designed for efficiently processing 64-bit floating point
   operations;
   a vector instruction set designed for efficiently processing 32-bit floating point
   operations; and
   an instruction set designed for efficiently processing cryptography-related
   operations.

5. The method of claim 2 wherein said determining comprises:
   receiving, by the compiler, designation of one of a plurality of predefined
   processor instruction sets.

6. The method of claim 5 wherein said designation is included in said source
   code.

7. The method of claim 5 wherein said receiving comprises:
   receiving said designation from a user via a user interface of said compiler.
8. The method of claim 2 wherein said determining comprises:
analyzing, by the compiler, the received source code for autonomously
determining one of a plurality of predefined processor instruction sets.

9. The method of claim 8 wherein said analyzing comprises:
analyzing types of operations encountered in the source code; and
determining said one of the plurality of predefined processor instruction sets that
enhances performance of at least a portion of the types of operations encountered.

10. The method of claim 1 wherein a target system on which the executable
image is to be executed comprises a host processor having said first processor instruction
set as a fixed instruction set and a heterogeneous co-processor having reconfigurable
logic for dynamically reconfiguring the co-processor's instruction set to be any of a
plurality of predefined processor instruction sets, and wherein the method comprises:
selecting said second processor instruction set from said plurality of predefined
processor instruction sets.

11. The method of claim 10 further comprising:
generating, within the executable image, an identification of the at least one of the
plurality of predefined processor instruction sets for which instructions are included in
the executable image.

12. The method of claim 1 further comprising:
performing, by a machine-independent optimizer of the compiler, optimizations to
enhance performance of the executable image; and
determining, by a machine-dependent optimizer of the compiler, at least said
second processor instruction set for which said second portion of instructions is to be
generated.

13. A method comprising:
receiving, by a compiler, source code for a software application;
processing, by the compiler, the source code to generate an executable image that
comprises instructions for execution on a multi-processor system having a plurality of
heterogeneous processors, wherein the instructions comprise a first portion of instructions
for a first processor instruction set and a second portion of instructions for a second processor instruction set that is different from said first processor instruction set.

14. The method of claim 13 wherein the heterogeneous processors comprise a host processor having said first processor instruction set and a co-processor having said second processor instruction set.

15. The method of claim 13 wherein said heterogeneous processors comprise a host processor having said first processor instruction set and a co-processor having reconfigurable logic for dynamically reconfiguring the co-processor's instruction set to be any of a plurality of predefined processor instruction sets, said method comprising:
   selecting said second processor instruction set from said plurality of predefined processor instruction sets.

16. The method of claim 15 further comprising:
   generating, within the executable image, an identification of the selected second processor instruction set.

17. The method of claim 15 wherein said plurality of predefined processor instruction sets comprise at least one of the following:
   - a vector instruction set designed for efficiently processing 64-bit floating point operations;
   - a vector instruction set designed for efficiently processing 32-bit floating point operations; and
   - an instruction set designed for efficiently processing cryptography-related operations.

18. The method of claim 13 further comprising:
   performing, by a machine-independent optimizer of the compiler, optimizations to enhance performance of the executable image; and
   determining, by a machine-dependent optimizer of the compiler, at least said second processor instruction set for which said second portion of instructions is to be generated.
19. A compiler comprising:
front-end for receiving source code for a software application;
code generator for processing the source code to generate, in an executable image, instructions for a first processor instruction set and instructions for a second processor instruction set that is different from said first processor instruction set.

20. The compiler of claim 19 further comprising:
machine-independent optimizer for performing optimizations to enhance performance of the executable image; and
machine-dependent optimizer for determining at least said second processor instruction set.

21. The compiler of claim 20 wherein said optimizations comprise at least one of strength reduction and common sub-expression elimination.

22. The compiler of claim 19 further comprising:
machine-dependent optimizer for determining for which of a plurality of predefined processor instruction sets instructions are to be generated for inclusion in said executable image.

23. The compiler of claim 19 wherein a target system on which the executable image is to be executed comprises a host processor having a fixed instruction set and a heterogeneous co-processor having reconfigurable logic for dynamically reconfiguring the co-processor's instruction set to be any of a plurality of predefined processor instruction sets, and wherein the compiler comprises:
said code generator for processing the source code to generate, in the executable image, instructions for the fixed instruction set of the host processor and instructions for at least one of the plurality of predefined processor instruction sets with which the co-processor can be reconfigured.

24. The compiler of claim 23 further comprising:
generating, within the executable image, an identification of the at least one of the plurality of predefined processor instruction sets for which instructions are included in the executable image.
25. The compiler of claim 19 wherein the front-end is operable for receiving said source code coded in any of a plurality of different source code languages and generate an internal representation of the source for processing within the compiler.
FIG. 1
(Prior Art)
**FIG. 4**

- **OS STARTS PROGRAM (a.out)**

- **OS DETERMINES INSTRUCTION SET IMAGE TO LOAD TO CO-PRODUCER FOR THE PROGRAM**

- **DETERMINED INSTRUCTION SET IMAGE ALREADY PRESENT ON CO-PROCESSOR?**
  - **NO**
    - **LOAD DETERMINED INSTRUCTION SET IMAGE TO CO-PROCESSOR FROM PERSISTENT DATA STORAGE**
  - **YES**
    - **BEGIN EXECUTING (a.out)**
FIG. 6A

SOURCE CODE

601 → Real *8, X, Y, A, B, C
602 → X=1
603 → Y=2
604 → DO i = 1, N
605 → A(i) = B(i) + C(i)
606 → END DO
607 → Print *, A, X
608 → END

COMPILER

EXECUTABLE

609 → (Instruction Set Image 2)
610 (x86) → LD #1, GPR1
611 (x86) → LD #2, GPR2
612 (x86) → ST GPR1, <X>
613 (x86) → ST GPR2, <Y>
614 (x86) → ST N, UCB
615 (Inst. Set 2) → LD N, S1
616 (Inst. Set 2) → MOV S1, VL
617 (Inst. Set 2) → LD <C>, V1
618 (Inst. Set 2) → LD <B>, V2
619 (Inst. Set 2) → ADD V1, V2, V3
620 (Inst. Set 2) → ST V3, <A>
621 (Inst. Set 2) → SYN
622 (x86) → SYS_CALL (Print, A, X)
623 (x86) → END
FIG. 6B

SOURCE CODE

601 → Real *8, X, Y, A, B, C
602 → X=1
603 → Y=2
604 → DO i = I, N
605 → A(i) = B(i) + C(i)
606 → END DO
607 → Print *, A, X
608 → END

COMPILER

EXECUTABLE

609 → (Instruction Set Image 2)
610 (x86) → LD #1, GPR1
611 (x86) → LD #2, GPR2
612 (x86) → ST GPR1, <X>
613 (x86) → ST GPR2, <Y>
614 (Inst. Set 2) → ST UCB, "ST N"
615 (Inst. Set 2) → ST UCB+1, "LD N, S1"
616 (Inst. Set 2) → ST UCB+2, "MOV S1, VL"
617 (Inst. Set 2) → ST UCB+3, "LD <C>, V1"
618 (Inst. Set 2) → ST UCB+4, "LD <B>, V2"
619 (Inst. Set 2) → ST UCB+5, "ADD V1, V2, V3"
620 (Inst. Set 2) → ST UCB+6, "ST V3, <A>"
621 (Inst. Set 2) → ST UCB+7, "SYN"
622 (x86) → SYS_CALL (Print, A, X)
623 (x86) → END
**FIG. 7A**
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