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AUTOMATIC TRANSLITERATION OF A RECORD IN A FIRST
LANGUAGE TO A WORD IN A SECOND LANGUAGE

Technical Field

The present specification relates to a method for automatic transliteration

of records in a first language to relevant words in a second language.

Background Art

Transliteration is used in many modern applications and particularly in
text applications for mobile telephones, e.g., SMS (Short Message Service), and
for network data retrieval, e.g., in Internet search engines.

As a rule, transliteration, i.e. recording the words of one language by
means o}f characters of the other language; is carried out with use of tables of
corréspondence between letters or more often between sounds, sometimes
between syllables in a first language and their representation by letters of a
second language. Such methods are described, for example in the US Patents
6460015 (published on 01.10.2002), 6810374 (published on 26.10.2004),
7376648 (published on 20.05.2008), in US Patent Applications 2005/0182616
(published on 18.08.2005), 2005/0216253 (published on 29.09.2005),
2006/0143207 (published on 29.06.2006), 2007/0288230 (published on

13.12.2007), 2008/0097745 (published on 24.04.2008), as well as in

International Patent Application WO 01/20435 (published on 22.03.2001). A

" disadvantage of all such methods is failure to unambiguously transliterate the

same combinations of letters or sounds in various words.
Chinese Patent 1193780 (published on 23.09.1998) describes a “multi-
purpose” method of transliteration. Such multi-purpose nature consists in the

fact that initially any language would be translated into Esperanto, and

- afterwards transliterated with Latin letters. It is clear that the extra stage of
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representing the text in Esperanto due to obligatory participation of a human
would inevitably lengthen the transliteration process, making it more expensive,
and introduce extra errors. | B o |

- The US Patent Applicatinn 2008/0270111 (published on 30.10.2008)
describes a transliteration method, wherein each VOWel and consonant has
unique representation in Unicode. In this method various phonetic and pseudo-
phonetic transliteration variants are embodied, and generated words with preset
information about them are grouped. The resultant variants are analyzed with
due consideration for such information, applying pres.et' transliteration rules. A
disadvantage of this method lies in that letters are uniquely represented in code

equivalént, since various combinations of letters may sound differently, which

“1s not taken into account.

Canadian Patent Application 2630949 (published on 21.11.2008)
describes a transliteration method that involves an attempt of replacing chains
of letters in a first language with chains of letters in a second language,
determination of the replacement probability, and then selection of the most
pro_bab'le replacement based on a preset criterion. A similar method is used in
the laid-open Japanese Patent Application 2005-092682 (published on
07.04.2005). However, both methods are rigidly linked to the pair of languages
considered in each method (English and Arabic or English and Japanese,

respectively) that are poorly flectional. Therefore, they are hardly adaptable to

other cases.

Summary

This specification describes an innovative method for automatic
transliteration of a record in a first language to a word in a second language.
This method includes the following: receiving a sequence of signals, each of
which encodes the corresponding character in a first 1anguage recorél to be

transliterated, and saving the received signal sequence to a memory;
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during stepwise analysis of the signals from the start to the end of the
saved signal seqﬁence, finding all transliteration rules for the character being
analyzed at the given stép or character group starting with the character being
analyzed at the given step, in the first language record to be transliterated, by
looking up in an appropriate rule base created in advance;

complementing all the transliteration variants obtained at the previous
stage with characters of the second language from each transliteration rule
found at the given step, thus obtaining at the given step composite variants of
transliteration associated with this step or with one of the subsequent steps;

at each step, comparing each of the composite transliteration variants

obtained at the given step against starting segments of words in the second

language, by looking up in an appropriate base of starting segments of words in

the second language, and if a particular transliteration variant associated with
the given step matches a starting segment of a word in the second language,
retaining this transliteration variant for analysis in subsequent steps;

on completion of the last step of the analysis, accepting at least one
transliteration variant in the second language associated with the last step as the
transliteration result of the record in the first language; and

creating a sequence of signals, each of which encodes the corresponding
character in the resulting transliterated word of the second language.

An optional feature of the‘ method is that the received signal sequence is
complemented at the start and end with signals corresponding to preset
cha:aéters, and the first step of analysis is started from the first of the preset
characters. The preéet characters can be alphabetic or non-alphabetic, and they
may be different characfers or the very same preset character.

Another optional feature of the method is that the characters used for fhe
recofd in the first language are selected from the group made up of: alphabetic

characters of the first language; non-alphabetic characters, each resembling



10

15

20

25

WO 2011/087391 PCT/RU2010/000013

some alphabetic character of the second language; and non-alphabetic
characters that in combination resemble some alphabetic character of the
second language. |

One more optional featuré of the method is that the base of starting
segments of words in the second language is created directly during the
comparison, from chains no longer than m characteré, which chains are
obtained from actual words of the second language, and the starting segments
of words in the second language are created by imposition of the chains with a
shift by one character, wherein m > 1 is an integer pre-selected for the second

language; during this process, the occurrence frequency in the second language

'is determined for each of the chains, and the chains with occurrence frequency

below a preset limit are removed.

In the latter case, for each particular transliteration variant associated
with the given étep and no more than m characters long, its probability is
determined by finding the occurrence frequency of the corresponding chain,
while for each particular variant that is longer than m. characters and is
associated with the given step, its probability is determined by multiplyihg the
occurrence frequencies of those involved chains m characters long which
belong to the given particular tfansliteration variant with overlapping upon
shifting ‘each subsequent chain m characters long by one character from the
start of the given particular transliteration | variant; if any of the chains is
missing, the variant is discarded. .

At the same time, duriﬁg determination of the probabilities of
transliteration variants, the probability calculated at a particular step of analysis
is multiplied by a pre-selected weighting factor of the rule which is used at the
given step of analysis to find the transliteration variant

One more optibnal feature of the method is that when the base with

starting segments of words in the second language is complemented directly
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during the comparison, if no variant of transliteration in the secbnd language is
found upon completing the analysis for the record in the first language being
analyzed, the stepwise analysis of signals from the start to the end of the saved
signal sequence can be repeated, and if this particular transliteration variant
associated with the given step does not match any starting segment of some
word in the second language, this transliteration ‘variant is assigned a tentative
occurrence frequency equal to a small preset value, at the same time
transliteration variants having higher probability are saved.

Moreover, under the samé situation, the number of transliteration variants
that can be saved at each step of the analysis shall not exceed a preset number
of the transliteration variants ending with the same “m — 17 characters of the
second language and having higher probability. | _

Another optional feature of the method is that in the case that the
transliteration variant having k chains is compared to a transliteration variant
having q chains, whe_ré k and q are positive integers, the probabilities of both
transliteration variants can be normalized by k and q, respectively, before the
comparison, by extracting the k-th or g-th root, respectively, from the
corresponding probability. o |

One more optional feature of the method is that beside the number of
chains, the number of rules used in each of the compared variants can also be
taken into account. | |

And at last, one more optional feature of the method is that a logarithmic
measure of probability can be used as the probability of a transliteration variant.

The method can. be implemented as first described above or with any
number of the optional features described above. The steps of the method and
all combinations of the oi)tional features, can also be implemented
corresponding systems, apparatus, and computer programs recorded on

computer storage devices, each configured to perform the steps of the method
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and any implemented optional features.

Detailed Description

This further description describes a detailed exemplary embodiment of

- the present invention method illustrated by an example of transliterating records

with English (Latin) letters to records in Russian (Cyrillic letters). However, the
example merely depicts the embodiment of the present invention method, and
under no circumstance it shall be treated as a limitation for the method, the
scope of which is determined only by the attached formula of invention.

The method actually begins with a preparatory stage, where any public or
other databases are used to collect statistics of ways to write certain
combinations of letters in one (first) language with letters of another (second)
language. For the purpose of transliteration it is necessary to have two sets of
data:

(1) Transliteration rules, ie. a set of rules describing potential
transliteration process. For example, «sh — m». The rules need not be one-for-
one (e.g. «<s — c», «c —> ¢»), and can even be overlapping (e.g. «<s = ¢», «ch —
9», but «sch — m»). One of the ways for taking overlaps into account involves
assigning weighting coefficients to each rule. So, a transliteration rule
represents a set that includes:

— a combination, i.e. a set of Latin letters denoting a piece of a record,
that, once found in the record, may be replaced according to such a rule;

— contents, i.e. a chain of letters of the target language (in our examples —
Russian), into which the combination is to be transformed; and

— ‘weight, 1i.e. a rational number identifying significance of the rule
among. the other rules.

(2) statistics of variants,. i.¢. statistical information collected from various

data bases and used to identify the best candidate — the one we consider the best
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among others - of the given transliteration in the target language.

For the purpose of ihis description, “record” means the input of
transliteration. It is a word of target language written with the alphabet of the
first language. For example, we transliterate “mir”->"mup”. “mir” is the (input)
record, “mup” is its transliteration, the word of the target language (peace).

| From the general point of view, everything seems simple. There is a set
of rules (in the case under consideration — a set of presentations from the
sequence of Latin letters to the sequence of Russian letters) that identifies the
transliteration. Then, it is “only” required to apply each potential rule to each
potential sequence to obtain a number of potential transliteration variants.
However, this is not practical: for example, a record of the Russian word
«zashtsheeshtshayoushtsheekhsya» provides 34 million transliteration variants.

As transliteration is generally ambiguous, a record could be transliterated
in many inconsistent ways. For example, Russian is abundant in groups of

obviously inconsistent rules:

| J D | LR B B |

o Yo 'u,'y — 'nil,'y » 'bif, 'y > B';

. 'Chl __) lq|, ISChl _) lml;

Thus, the record «schy» corresponding to word «uu» has at least 2 x 4 =
8 transliteration variants. Therefore, a certain method of selecting a preferable
variant is required. Let us specify function p for all such spelling variants, and
compare u(T;) and w(T;), where T; and T; represent comparable spelling variants

(i # j). One might assume that, if T is a dictionary word or the start of certain

| dictionary word, then uw(T) = 1, otherwise, w(T) = 0. However, any dictionary

contains a limited number of words (by which we mean combinations of letters)
used in the given language. The method is designed even for mistakenly written

words. Therefore, a different approach will be used.
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Let us select}a certain integer number m, and introduce the following

definition:
| (T) = pr, if length of T is less than or equal to m;

w(T) = (T mp) x W(Tmay) X ... X MTmac1y), Where length of T is
equal to m + k — 1, where the designation T[a,_l;] represents subsequence T in a
word from position a to position b inclusive.

Thus, it is required to define all constants py for complete definition of
i(T) for any T. Let us assume that py (for any subsequence T being as long as
< m) represents a number of subsequences T found as a subsequence of the
target language words in the target language analyzed texts taken from a certain
source, for example, from Internet web pages.

Quantitative values (pr) can always be transformed into a probability by
dividing each such value by total sum. In this case, function p is determined in
all variants T of the target language, and expresses similarity degreé of T to

words from the analyzed source. It can be used as a probability measure of the

~ target language variants.

An m-long piece of the target language word will be referred to as an m-
chain (or just a chain). The term m-chain will also be used to refer to. the start
of a word that is less than m characters long, to be able to identify the
probability of a variant having failed to reach a length of m characters. A
suitable value for m depends on the language and can be determined
heuristically, for example. On the one hand, m should be a small number

because total number of chains to be saved in the memory grows like a power

‘m. On the other hand, given too small m, the words with frequently occurring

chains can prove preferable to the correct ones. For example, let the correct
variant of a record transliteration be «abcdef» for a language with m = 3,
though, if, for instance, p[def] < p[del], then variant «abcdel» will prove

preferable.
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For Russian, it works well to take m equal to 6. Let us note that when
using text from the Internet, not every chain is used. To cut out rare words and

obtain more consistent data, a minimum frequency or occurrence threshold is

- applied.

In comparing two spelling variants and picking the best one, one cannot
simply compare probabilities (p) if such variants differ in length, since the
shorter variant has higher probability due to the lower number of multipliers in
the product. A special function is used for calculating difference between such
lengths and for multiplying probabilities of the shorter variant by mean
probability used in creating variants to be compared. Thereby, a normalization
of the variants are attained as if their lengths are equal.

For further description, let us assume that each record in the source (first)
language is provided at the start and at the end with certain preset characters.
The method does not require such additional characters, but they are fairly
helpful for illustrating its embodiment. These characters can bé either similar or
different, either alphabetical or non-alphabetical. The next illustrative example

uses character «™» at the start of the record and character «$» at the end of the

~ word. Then, for example, 5-chain [*abcd] denotes sequence of letters at the

start of the word, while 5-chain [*who$] denotes individual word «who».
Let us introduce another definition: end of T transliteration variant is

represented by the last m — 1 letters in T, where m is the size of chains used for

 this 1anguage. Let us also point out that, if variant T is shorter than m letters, its

end will be represented by variant T itself. For example, when 6-chains are
used for Russian, then the end for variant T = «*meTtporno» will be represented
by [Tpomo].

It should be noted that hereinafter records of the words in the first

language are termed for the sake of simplicity as words, although in the strict

sense they do not constitute words.
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The following result — presented as a theorem — will be referred to later in
this specification.
Theorem. Let us assume that there are statistics of a language with

probability measure p on the basis of m-chains. Let there be a record W as long

- as n, and its best (according to p) transliteration variant T = T(W) as long as k..

For any positive integer t (t < n), let us consider W, , — the initial
segment of record W until position t inclusive. T is the part of T
corresponding to transliteration Wy ;.

Then Ty g is the better (according to p) variant among all other variants
with the same end of transliteration Wy, .

Example. For Russian language (m = 6) and record W =
«"zashtsheeshtshayoushtsheekhsya$» the best  variant T =

«“zamumaromuxca$». For t=24, Wy 4 = «’zashtsheeshtshayoushtsh», and

- corresponding to it there is sub-variant (s=9) Tj; ¢) = «"3aummarom». Then

T;1 97 1s the best variant among all other variants with the same end «umarom»

of transliteration Wy; »4;.

Proof. Let us assume that for Wy, , there is another variant T'(; s with
the same end, and pw(T' o) > p(T[l_.s]). That is, . variant T'f ¢ is better than
T

Let us develop T' as concatenation T'[y ¢ + Tse1.59- Then, T' will also
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constitute a variant of transliteration W as a fusion of word W transliteration
before position t and after it.

Then, considering that T|; 5 and T'[; 5 under hypothesis have the same
ends, we obtain:
w(T) = w(Tpr ) X W(Temerse1) X W(Tsmaz.se21) X -0 X T somp) X W(Tps1.59)s
(T = n(T'is) X W(Tpsmerse1) X M Tsmaz.s02) X oo X P(Tps semp) X W(Tse1.59)
Note that if s<m, s'<m or s+m>k, certain multipliers will disappear.

Since, by hypothesis, the first element of the product for p(T") is larger
than the first element for p(T), and the rest of them are equal, then p(T")> p(T).
We have a contradicﬁon with the hypotheSis that T is the best variant for W.

It should be noted that this result is true even if all the words are short

(having length less than m).

Thus, the algorithm alone as embodied by the present method is fairly
simple. As an option in the illustrative example, the record in the first language
has signs «*» and «$» added to indicate the start and the end of this record.
Then, the record will undergo stage-by-stage analysis from the first to the last
letter (includingv the above added signs). In reviewing the position of each
subsequent letter, all suitable rules will be applied starting from the current
position, which results in a number of transliteration variants at the given stage
of the ﬁnalysis. Then, the mleé will be applied to previously obtained variants,
and eventually the variants of the entire word will be obtained.

At each staige,i only variants with unique ends will be retained. If some
variants have the same ends, the most probable variant will be retained. (In the

event that M of the most probable resultant variants are required, then the

~ largest M of the best variants with the same end shall be retained). We are

entitled to this according to the main theorem inference saying that the best

variants will arise out of the best sub-variants (among those having the same

ends).
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Let us point out that sub-variants having different ends are not compared
with one another. Let us assume that variant «abc» is better than variant «<aBC»,
but the application of the following rule may make variant «abcd» inferior to
variant «aBCd». Therefore, if the ends are different, we retain all the variants in
the hope that some of them can give the best estimate.

Retaining only the best variants at each stage will make our working set

as small as required, and shall refrain us from iteration at each possible

~ transliteration.

Each time, when we apply a certain rule to a certain variant, we update its
probability according to the chains that we added, and multiply it by weight of
the rule. |

Example. Let m = 6 for Russién; and let the input record W =
«“metropol$».

Assume that after transliteration «“metropo», we obtain variant
{"merpomo}. One of the rules that correspbnds to the last letter «I» is rule R:
«» — «ip». Then, we add {JIL}, thus obtaining «*merpomnonb», and have to
recalculate its frequency multiplying it by p[rpomon] x p[ponosns] x weight
(R).

Finally, we use the most frequeht variant or variants that we obtained at
the final stage, and remove signs «*» and «$».

Now, let .us consider implementation of this algorithm in the present

| method.

As this method is designed for automatic transliteration, all the records to
be transliterated are made suitable for computer processing. Namely, the
records are coded in any acceptable code (e.g. ASCII, KOI-8, Unicode etc.) and
transformed into appropriate signals to be transmitted through communication
lines or recorded to a machine-readable medium. A sequence of such signals,

with the help of which the first language record to be transliterated was coded
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as a sequence of characters, will be received for its further processing in a duly
programmed data processing unit. The latter can be a personal computer (PC),
personal digital assistant (PDA), mobile telephone, server or any' other device
that can be provided with a program written according to a method stated in the
present description. This received sequence of signals will optionally be
supplemented at its start and end with signals corresponding to preset
characters. As already noted above, the characters can be similar or different,
alphabetic or non-alphabetic. In the latter case, for example, all characters of a
record to be transliterated can be lower-case characters, while the start and end
of such word can be supplemented with capital letters. The method will be
performed on this data.

To do this, a first character will initially be selected, and its appropriate
transliteration rule will be searched. Normally, there are rules that transliterate
characters designating start and end of a record respectively into themselves.
However, a rule can be iﬁtroduced that will be applicable to only the record
character, should it rank first. For example, i — /it. The last characters will be
treated similarly, e.g. yov$ — eB$. Then, the secohd character (i.e. the first
letter of the record) will be chosen, and transliteration rules corresponding to it
will be searched. Each found rule, i.e. corresponding character or a chain of
corresponding characters (if a character of the source language can be
transliterated by means of, say, two characters of the target language — e.g. «I»
— «ib») will be used to supplement each transliteration rule found in the
previous iteration. In the given case, a non-alphabetic character, introduced at
the record start and being transliterated into itself, will be supplemented with
characters of the second language from each transliteration rule found at this
stage for the first character of the source language. In principle, a record in the
first language can use characters selected from a group made up of, for

example, the following: alphabetic characters of the first language; non-
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alphabetic characters, each of which bears resemblance to one of alphabetic
characters in the second language (for example, figure «3» can be used to .
record Russian letter «3» instead of Latin letter «z»); non-alphabetic characters,
the combination of which bears resemblance to one of alphabetic characters in
the second language (for example, a pair of characters «/\» (forward and
backward slash characters) could be used to record Russian letter «i1» instead
of Latin letter «I»).

The next stage of the analysis involves picking up the second letter of the
record being transliterated (i.e. the third character, should such record start and
end be supplemented with non-alphabetic characters), and searching
transliteration rules for such second letter. All thus found characters of the

second language will supplement the chains previously made up of the second

language characters, i.e. the chains of the record starting non-alphabetic

character supplemented with the second language appropriate characters found
for the first letter of the record in the source (first) language.

Let us also point out that the rules are applicable not only to individual
characters of the record, but to groups of characters starting with the analyzed
character. In this case, engendered variants fall into a stage preceding another
stage that will involve consideration of a record character following those
transformed .by the rule. _

These analysis stages are repeated until no more characters of the record
being transliterated remain, i.e. in the present case, to a non-alphabetic
character added to the end of such record. At each stage of analysis, each chain
already made up at the previous Stage of the second (target) language characters
will be supplemented with characters found at the present stage. Thereafter,
each of the resulting chains of target language characters are compared by
reference to the appropriate base of initial segments with initial segments of the

second language words. Such a comparison process involves picking-up, at
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each stage, the variants having higher occurrence frequency as compared with
other variants having the same ends out of many transliteration variants found
in the course of the above comparison:

1. We parse the input record from the beginning to the end character-by-
character.

2. At each stage, we find all rules matching the input record from the
current character and or1. |

3. All chains already made-up at previous stage are supplemented with
the contents of the found rules.

4. By referring to the base of initial segments of the second language
words, we assign the probability of the variant. If no initial segment equal to the
variant found, the variant is dropped.

5. The variants with same endings (same last m-1 characters) and on the
same stage, are compared by their probability. The higher probability variant is
saved, others dropped.

Irr principle, the base of the second language initial segments can be
made up beforehand using a data collection approximating all words in the
second language. However, this would require a very voluminous database.
Therefore, it is more efficient to follow another way, and to form this base of
initial segments of the second language words just in the course of the above
comparison with initial segments of real words in the second language. Such a
base of initial segments of the second language words will be compiled from
real words in the second language, while initial segments of the second
language words will be made .up by mapping such chains with a single-
character shift. Probabiiity of each specific transliteration variant associated
with the above stage and not exceeding m characters in length will represent
occurrence frequency of an appropriate chain, while the probability of each

specific transliteration variant associated with the above stage and exceeding m
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characters in length will be found through multiplying occurrence frequencies
of m-character long chains contained in the above-specified transliteration
variant with overlapping due to shift of each next m-character long chains by
one character from the start of the above specific transliteration variant. For
exampie, for variant «abBraex», the previously found occurrence frequencies
for chains «aGsra», «6Brae» and «ermex» will be multiplied. The resultant
product will constitute the target probability for variant «absraex». Each of the
above chains having occurrence frequency in the second language lower then a
preset limit can initially be removed from the chains’ database; and if a certain
chain is absent, the corresponding transliteration variant fnay be discarded.

In certain cases, it seems expedient, whilst calculating the probabilities of
transliteration variants, to multiply the probability calculated at a specific stage
of analysis by a previously selected weight} coefficient assigned to the rule used
at the above analysis stagé to find transliteration variant. This helps to estimate

variants based not only on its characters, but also on rules that generated the
) .

variant. It is useful in some cases, wh_en exclusion of the above variants may
result in failure to find transliteration for the entire record in the source
language, since without assigning such. a small probability, transliteration
results obtained in the previoué iterations may be discarded.

In the case when, on completion of the last stage of analysis, no
transliteration variant in the second language for the analyzed record in the first
language has been found, the above stage-by-stage analysis of signals will be
repeated from the start to the end of the stored signal sequence, and where there
is no coincidence of the above stage—specifié transliteration variant with any
initial segment of the word in the second language, such transliteration variant
will be assigned fake occurrence frequency with preset low value. In this case,
retained at each analysis stage will be no more than a preset number of

transliteration variants having the same end of m — 1 characters of the second



10

15

20

25

WO 2011/087391 PCT/RU2010/000013

17

language,' and a frequency bring higher then the rest of the variants with the
same ends of m — 1 characters. This would be helpful for the transliteration into
such languages as Arabic, where the same letter appearance can vary depending
on its position at the start, middle or end of a word. If the target language has no
such peculiarities, the most probable variant will be chosen from transliteration
variants with similar latest m — 1 characters of the target language.

In the case of comparing a transliteration variant consisting of k
aforementioned chains and rules with a transliteration vaﬁant consisting of q
aforementioned chains and rules, where k and q are positive integers, the
probabilities of both transliteration variants will be normalized prior to
comparison in terms of k or g, respectively, by extraction of k-th or g-th root,
réspectively, of the appropriate probability values.

For example, with initial record «*shkola$» at the third stage, we have
variant V; = «*cx» consisting of a single chain and three rules: * > A, s > ¢, h
— X, and variant V, = «*» consisting of a single chain and two rules: * — *,
sh — m. In this case, not the first root, i.e. not the probability values themselves
(comparison frequency) shall be compared, but respectively, the fourth root of
the occurrence frequency of variant V| and the third root of the occurrence
frequency of variant V,.

One may point out that it is expedient to use the logarithmic measure of
frequency of occurrence of chains of the second language characters as a
probability of a fairly small value due to huge numbers of words relied upon in
creating the above base of rules and base of initial segments.

When the processing of the entire record in the source language to be
transliterated is completed through multiple stages as described above, the final
most probable result can be treated as a target transliteration in the target
language. This is followed with generation of a signals sequence corresponding

to the second language transliterated word encoding that, for example, can be
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transmitted over communication lines or written in a respective memory.
The transliteration examples in accordance with the method described
above are shown below. These examples represent the variants attributed to

each transliteration stage and left (not discarded) for analysis at subsequent

stages.
Example I.
Transliteration of record «olga».
| s Transliterated Applied rules |
End “ ?robabﬂﬁy part  |(with weights) §
1: Molga$
D 1 N %/\__,A |
At the first stage, initial signal was transliterated into itself.
2: Mollga$
e _ —
[*o] 0,0198769 "No"
b 00
3: ~ollga$
[~om] 0,000146119 "Noar" 0—0
1—n
, A A
[Monp] 1,56053e-06 "Noib" 0—0
b lome wi0,05
At the third stage, the second letter of the record was transliterated in two ways
giving rise to two variants. Since their ends differ, according to the theorem, no
attempt at comparing and discarding has been made. |
4: Molgla$
' A_HA
[~or] 4,04846e-07  ["omr" o0
|—n
! ; goT
— R
JPomx]  [1,74308e-09  ["Momx" >0
|—11
g—ox w:0,01
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_—

H

1338550 — 0—0 |
[ OJIBT ] %},338556 06 % OJIBT |6 w:0,05

At the fourth stage, next letter g, once also given two-fold transliteration, has

i

engendered four variants. But, as chain [“ompx] has zero probability, its variant
has been discarded.

5: Molgal$ )
‘ Ay A
0—0
["osnra] 9,65577e-08 "Nomra" |—a
g—r
a—a
A A
0—0
[fomxa)] 3,8423e-10 "Momka' 1—
9 i g—x w:0,01
z A_yA j
0—0
[onbra] 1,11676e-06 - ["Monbra" l— s w:0,05
, ' g—T
a—a %

5 :6: Molga$

A A
0—0
[mera$] 2,55749e-11 "Aomera$” 1—ne w:0,05
g—T
a—a
e

A_A

0—0
[onra$] 3,4578e-08 _'"‘onra@" lg__):;
a—a

5%

Result: oabra

Example II.
Transliteration of record «shashka.
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This example illustrates application of rules assigned to higher-order stages

20

than those, at which it was applied.

For example, the first character s and subsequent characters were analyzed at
the second stage. One of the rules, sh—, ‘affected the record second and third

5 positions at once. Therefore, variant «*m» engendered by them has been

referred at once to the third stage.

1: Mshashka$

PCT/RU2010/000013

| o Transliterated |Applied rules
pnd Probability  lpart (with weights)
" 1 A o ]
2: Aslhashka$
, e e —
§[A3] 28,109246-05 A3 s—3 w:0,01
¢l 0,0309413 Ac -
N R 8¢
' ) A_A
[*cB] 5,14555€-05 Ack, -
i S—Cb
! o AN
E -
g[’\cra] %4,514236 07 ACh s—cp w:0,1
[Mx) 51,807126-06 A s—1mr w:0,001
10  3: ~shlashka$
[*3x] 7,64281e-09 A3x s—3 w:0,01
' h—x
_______ | | F—
[Aex] %9,615746-05 AcX S—C
L L OB A OS85 NP 1 130 5 L5 AL, 14350 450 - h_-)x
N N
[P 0,00180712 A -
sh—ur
_ V N A
[Mx ] 3,17676e-09 AIIIX s— w:0,001
_ h—x
[Mm] 5,4019¢-06 g NN
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N ish— 1 w:0,01
4: ~shalshka$
2 A.—)A AAAAAAAA
["3xal 372714e-10  Psxa s—=3w:0,01
h—x
| | a—a
| N A
[exal 9,58236e-08  Acxa S—¢
| h—x
a—a
[Mma) 0,000238168 Allta sh—m
; a—a
z - i
[Murxa) 1,97438e-11 Amixa s—m w:0,001
_ h—x
a—a
T o AN
Must) 2,59001e-09 A sh—mr
a—s w:0,001
| e -
[Mma] 1,10777e-07 Amia sh—1 w:0,01
3 a—a
? v A_ A
] 2,93584e-11 AT sh—1r w:0,01
L _a—awi0,001 |
5: ~shasthka$
[Mmac]  424794e-06  Amac sh—m
a—a
S—C
Ay
Mmam]  6,59954e-09  Amam sh—w
a—a
s—m w:0,001
A A
A i A sh—m
5[_ ursc| é2,01 154e 1_1 LLISIC a5 w:0,001
[Mwsw] - 6,9434e-13 -

Mism
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fsh——»m

a—s w:0,001
s—m w:0,001
A_ A

sh—1x w:0,01
a—a

. s—3 w:0,01
Ay N

sh— g w:0,01
a—a

S—C

Ay A

sh—m w:0,01
a—a

s—m w:0,001
AN

sh—m w:0,01
a—s w:0,001

s—3 w:0,01
A A '

[Mmaz) + 2,41509e-11 a3

[Mac] 4,47293e-08 Aac

[Muamn] 1,63144e-12 AMuam

[ SN e e A Ot i R
{

i

["mss] 1,94088¢-15 Mgt

sh— w:0,01
a—sg w:0,001

g i

i s—c
;

H

[Pmac]  7,63459e-13  Amc

sh—m w:0,01
a—g w:0,001
; s—m w:0,001

6: ~shashlka$

[Pmomn]  1,06198e-15 A

‘/\;;/\ i

sh— 1

a—a

sh— 1

A_A

sh—m

a—a .
sh—m w:0,01

A A

[Mmam]  6,59954e-06  /Amam

[‘mam] — 2,84768¢-09  Amam

A - A - sh—m -
[Mastn ) 6,9434¢e-10 TSI a5t w:0,001

sh—m
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AN !
sh—m

a—s w:0,001

sh—mg w:0,01
AN

sh—mg w:0,01
a—a

sh—m

A_ A

sh—m w:0,01
a—a

sh—m w:0,01
A A

sh—m1 w:0,01
a—s1 w:0,001

sh—1m

2/\__)/\

%sh—»m w:0,01
a—s w:0,001

sh—mg WOiOl

Pwsm] 495191e-12 Ao

[Amamn] 1 ,63144e-09 Almjarn

[Mmam]  8,60848e-11  mam

[t 1,06198e-12 AL

[Nt 8,05361e-14 AL

;
;
i
T

7: Ashashkla$

gA_,A

= %sh—»m
[Aramk] 2,52467¢e-06 ALTanIK la—a
' ish—1m

i

k—k

8: Ashashkal$

Ay
sh—m
a—a
sh—1u
k—K
a—a

i[mamka] 5,3 8716e-07 Alamka
!

9: Ashashka$l
i* ‘ /\_)/\
| sh—m
[amka$) 1,03159-13 Amamka$ a—a

| ‘ sh—m

§ k—K
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Result: mamka

Example III.

Transliteration of record «podzol».

This example illustrates repeated transliteration process due to the absence of a
result following the first passage. Indeed, the probability of chain [oa30n$] is
zero, and expected result «riogzon» was discarded at the last stage. The other
variants were also discarded at various stages for the same reason.

The second time, the variants that failed to coincide with any initial segments of
words in the second language, were assigned low probability 1e-10. Since no
variants have been discarded in the translitération process, their total number is

large, but the result was achieved.

1: Mpodzol$
e Transliterated Applied rules
End U Probability part (with weights)
"] T A ASA
2: *plodzol$
% A ,
(] 0,0356523 A e
L e p—n
" 1,4023 . n
Vel MARROT TP pop(ie0s)
3: ~poldzol$
é e e R -
[*nio] 0,014841 ATIO p—TI
SRS SRR S R

[“po] 1,82471e-08 "po p—p(le-05)

0—0
4: “podlzol$
["mom] _ 0,00224693  mox pon
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p—n
0—0
d—n

f“nonbl

5,03591e-06

["monp)

8.71406-08

i

8 1(0)1§

IOIb

A_A
p—1
0—0

A A

p—u

0—0 ,
d—n6(0,2)

[*pox]

2,09531e-09

A_ A
p—p(le-05)
0—0
d—n

jAPOHB]

24,234156—14

Aponb

A_SA

p—)p( 1 6-05)
0—0
d—n5(0,2)

["pomp]
|

2e-16

Aponb

Ay

p—p(le-05)

0—0

_d—n8(0,2)

5: Apodzlol$

["momx]

1,52488e-07

- MoK

A—sA

p—nu
0—0
%d_)n
z—x(0,03)

[“non3]

1,50648e-05

Nons

A_ A
p—u
0—0
d—nx
73

[*moau]

2,20269¢-08

[pomid 59401913 pomx

Anoaiy

A A
b
0—0
d—n

_z—>u©005)

A
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0—0
d—n {
z—x(0,03)
AN

; p—p(le-05)
[Apom3] 9,18225e-13 Apor3 0—0
7—3
A_A
p—p(le-05)
[*poa] Se-17 Apoan 0—0

d—n
z—11(0,05)

A A

| p—n
[omB3b] 4e-22 ATIOITB3b 0—0
d—n5(0,2)
o z38(0,2)

| - , p—1

[omp3b] 4e-22 AIOIB3b 0—0 -
d—n6(0,2) |

z—356(0,2)

A_HA

p—I
[mon3s] 226—1 1 Ao 136 0—0
7—35(0,2)

.o :,p—’H E
[momex]  6e-13 AIOIBXK 0—0

| d—n56(0,2)
z—%(0,03)

AN

p—n -
[moas3) 2e-11 ‘“noxb3 0—0

| d—n5(0,2)
A_HA

| Z[nom;u] éle-12 AOIBIL D
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0—0

d—n5(0,2)

z—11(0,05)

PCT/RU2010/000013

6e-13

[mompx]

AIOABX

A A
p—I
0—0
d—m5(0,2)
7—x(0,03)

[monp3]

2e-11

oan3

A_A
p—I

0—0
d—n5(0,2)
z—3

[mopu]

[pon3s] 26- 16

le-12.

MI0IbBIY

ApoI3b

6e-18

ApOIBK

A_A
p—u
0—0
d—n6(0,2)

_ z—1(0,05)

AN

p—p(le-05)

0—0
d—n
z—356(0,2)

A__yA
p—p(le-05)
0—0
d—n5(0,2)
z—x(0,03)

2e-16

[pomeu]  le-17

TR

p—p(le-05)
0—0
d—156(0,2)

p—p(le-05)

0—0
d—a1p(0;2)
z—11(0,05)

[pompx] 6e-1 8

Aponpx

Ay A

p—p(le-05)

0—0
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d—n5(0,2)
z—x%(0,03)

[poms3] 2e-16

Aponp3

A A
p—p(le-05)
0—0
d—n5(0,2)
7—3

[ponsir] le-17

|
%
!

AponbL

A_ A
p—p(1e-05)
0—0
d—n5(0,2)

_ z—1(0,05)

6: ~podzoll$’
§ ; ;

[xB360] §4e-32

NIOIB3B0

p—1

0—0

d—n5(0,2)
z—35(0,2)

0—0

§[1u>31>o] §4e-32

N10OB3B0

AN
p—1
0—0
d—n6(0,2)
z—35(0,2)
0—0

[om310] %26-21

AIOA36O

A_SA
p—1
0—0
d—n
z—356(0,2)

_0—0

[omBx0] 6e-23

AMIOIBKO

A A
p—n
0—0
d—15(0,2)
z—x(0,03)

0—0

[omB30] 2e-21

AIOIB30

A_A
p—TI
0—0
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[omb10]

le-22

d—n5(0,2)
7—3
0—0

MNIOOBIIO

A_ A
p—a
0—0
d—n5(0,2)
z—11(0,05)
0—0

‘[OI_[B)KO]

623

NI0IBXKO

A A
p—a
0—0
d—n56(0,2)
z—x(0,03)

0—0

2e-21

NIOB30

A3A
p—1

0—0 "
d—na5(0,2)
7—3

0—0

le-22

810631131 ()

/\__'_)/\
p—1I
0—0
d—n5(0,2)
z—11(0,05)

0—0

2,73535e-08

MIOHKO

A_A
p—n
0—0
d—n
7—xk(0,03)

0—0

7,79656¢-07

o130

fnonuo

5e12

Ay A
P11
0—0
d—n
7—3

AN

P

Lo—o
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0—0

d—n
z—11(0,05)

0—0

APOIKO

AN
p—p(le-05)
0—0

d—n
z—x(0,03)
0—0

[pomso]

le-15

%[p'OImO]

Se-17

Aponzo

A_A
p—p(1e-05)
0—0
d—n
7—3
0—0

~ponuo

A_ A
p—p(le-05)
0—0

d—n.
z—11(0,05)

7: ~podzoll$

[mxob]

1,36767e-29

IO KONTB

A A

p—m

0—0

d—n
7—x(0,03)
0—0
1—15(0,05)

[m3071B]

3,11498e-25

ANIO30J1b

A_ A
p—u
0—0
d—n
7—3
0—0
1—15(0,05)

[m3p0m] 2e-3 1

§

ATIOA3BOJT

/\__,)/\
p—n
SO-—)Q )
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d—n
z—356(0,2)
0—0
1—n

[mB301]

2,5¢-33

MNIOAIOIB

A A
p—1
0—0
d—n
z—11(0,05)
0—0
1—115(0,05)

AIOIBKOIT

A A
p—u
0—0
d—n5(0,2)
z—x(0,03)

0—0

2e-31

MIO B30T

p—1l

0—0

d—5(0,2)
7—3

0—0

|—n

[mBrrom]

[mBoxoi]

1e-32

ANIOIBLIOJT

A A

p—I

0—0 '
d—n5(0,2)
z—11(0,05)
0—0

|—n

6e-33

ANI0IBKON

A A

0—0
d—np6(0,2)
7—x(0,03)
0—0

l—1

[mp30:7]

§26-31 ‘

§AHO,HI>30JI

b

A A

p—I
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0—0
d—15(0,2)
7—3

0—0

]—1

le-32

le-42

MIOIBITON

A A
p—1l

0—0
d—n5(0,2)
z—11(0,05)
0—0

1—n

A0 A3bOIb

A A
p—a

0—0

d—n
7—35(0,2)
0—0
l——*JIB(Q,\OS)

2.73535¢-18

NIO KO

A_SA
p—1I
0—0
d—n
z—x(0,03)
0—0

I—n

[omzomn]

[oamon]

56-22

6,22996¢-14

AN
p—u
0—0

AIOIIION

z—11(0,05)
0—0
]—n1

:‘["b)KOJTb] |

dedd

AIOTBXKOITH
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p—n
0—0
d—5(0,2)
z—%(0,03)
0—0
1—115(0,05)

[B30mB]

1e-42

ATOB30JT6

A_A

p—1

0—0
d—18(0,2)

73
0—0

1—115(0,05)

[B3p01]

4e-42

ATOIB3b0JT

A_ A

p—1

0—0
d—n5(0,2)
z—356(0,2)
0—0

1o

[B110MB]

;56—44

ANIOBLOJIE

ASA
p—u
0—0
d—n1(0,2)

z—11(0,05)

0—0

1—115(0,05)

[bx0nB]

.36-44

NIOIBKOB

A A
p—n
0—0
d—n5(0,2)
z—x(0,03)
0—0

[53071B]

le-42

ANIOIB30J1b

1—15(0,05)
AN

p—

0—0
d—n5(0,2)
7—3

0—0

~ 1—m1(0,05)
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[b3B0IT] |

442

[p10MB]

Se-44
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NIOAB36OJT

MIOABIONE

p—a
0—0
d—n5(0,2)
ﬁz—+31>(0,2)

0—o0

e

A A
p—a
0—0
d—15(0,2)
z—11(0,05)
0—0

8: Apodzol$|

I-me(0,05)

E[m«on$]

2,73535¢-28

Anoxon$

A_A
p—11
0—0

don
z—x(0,03)

0—0
—

$-%

[m301$]

6,22996¢-24

ntomzon$d

A_A
p—n
0—0
d—n
Z—3
0—0
1—-n

$—8%

[uon$]

Se-32

Anomion$

A A

p—

0—0

d—n
z—11(0,05)
0—0

l—n

$—%

[xonp$]

1,36767¢-39

Amomokons$

£

A A
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[30516$]

3,11498e-35

ATOI30716$

'0—0
d—n
z—x(0,03)
0—0

]—15(0,05)
$—3$

PCT/RU2010/000013

AN
p—I
0—0

d—n

7—3
0—0
1—115(0,05)
$—8

[3p01$]

2e-41

Aoa3eoad

[monn$]

2,5e-43

AN
.
0—0
-
z—3b(0,2)
0—0
1—n

$—%

Anonuosisd

A A

p—1

0—0

d—n
z—11(0,05)
0—0
1—156(0,05)
$—8 :

6e-43

2e-41

Aonbxon$

A_yA

p—1

0—0
d—n5(0,2)
z—x(0,03)
00
11—

$—%

Aoae3on$

A_A
§p——>n ,
0—0
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mes

z—3
0—0
|—

$—3
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[pron$]

le-42

[B30n$]

6e-43

2e-41
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Result: nogzon

The above examples indicate not only operability of the proposed

transliteration method, but also the potential for improving the accuracy and

clarity of transliteration in automatic systems, i.e. systems operating without

human intervention.

Although the claimed methods are described above by means of
exemplary embodiments, these exemplary embodiments can be modified
without departure from the spirit and scope of the invention, imposing no

limitations on the scope of claims.
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Claims

1. A method for automatic transliteration of a record in a first language to
a word in a second language, which involves the following:

- receiving a sequence of signals, each of which encodes the

- corresponding character in the record in the first language to be transliterated,

and saving the said received signal sequence to memory;
- during stepwise analysis of the signals from the start to the end of the
saved signal sequence, finding all transliteration rules for the character being

analyzed or character group starting with the character being analyzed, in the

~ record in the first language to be transliterated, by looking up in the appropriate

rule base created in advance;

- complementing all the transliteration variants obtained at the previous
step with characters of the second language from each transliteration rule found
at the given step, thus obtaining at the given step composite variants of
transliteration associated with this step or with one of the subsequent steps;

- at each step, comparing each of the aforementioned composite
transliteration vélriants obtained at the given step against starting segments of

words .in ‘thev second language, by looking up in the created base of starting

- segments of words in the second language, and if a particular transliteration

variant associated with the given step matches a starting segment of a word in
the second language, retaining this transliteration variant for analysis in
subsequent steps;.

- on _completion of the last step of the analysis, accepting at least one
transliteration variant in the second ianguage associated with the last step as the
transliteration result of the said record in the first language;

- creating a sequence o_f signals, each of which encodes the

corresponding character in the resulting transliterated word of the second
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language. |

2. A method of claim 1, further comprising complementation of the said
received signal sequence at its start and end with signals corresponding to
preset characters, and the first step of analysis is started from the first of the
said preset characters.

3. A method of claim 2, wherein the signals that complement the
received signal sequence correspond to preset alphabetic characters.

4. A method of claim 2, wherein the signals that complement the
received signal sequence correspond to preset non-alphabetic characters.

5. A method of claim 3 or 4, wherein the signals that complement the
received signal sequénce correspond to different preset characters.

| 6. A method of claim 3 or 4, wherein the signals that complement the
received signal sequence correspond to the same preset character.

7. A method of claim 1, wherein the characters used for the record in the
first language are selected from the group comprising: alphabetic characters of
the first language; non-alphabetic characters, each resembling. some alphabetic
character of the second language; non-alphabetic characters that in combination
resemble some alphabetic character of the second language. |

8. A method of claim 1,' wherein the said base of starting segments of
words in the second language is created in advance.

9. A method of claim 1, wherein the said base of starting segments of
words in the second language is created directly during the said comparison,
from chains no longer thah “m” éharacters,' which chains are obtained from
actual words of the second language, and the said starting segments of words in

the second language are created by mapping the said chains with a shift by one

- character, wherein m > 1 is an integer pre-selected for the second language;

during this process, the occurrence frequency in the second language is

determined for each of the said chains, and the chains with occurrence
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frequency below a preset limit are removed.

10. A method of claim 9, further comprising determination of the
probability of each particular transliteration variant associated with the given
step and no more than “m” characters long, wherein said probability is
determined by finding the occurrence frequency of the corresponding chain,
while for each particular variant that is longer than “m” characters and is
associated with the given step, its probability is determined by multiplying the
occurrence frequencies of those involved said chains “m” characters long which
belong to the given particular transliteration variant with overlapping upon
shifting each subsequent chain “m” characters long by one character from the
beginning of the given particular transliteration variant; if any of the chains is
missing, the variant is discarded.

11. A method of claim 10, wherein, during determination of the said
probabilities of transliteration variants, the probability calculated at a particular
step of said analysis is multiplied by a pre-selected weighting factor of the rule
which is used at the given step of aﬁalysis to find the transliteration variant.

12. A method of claims 10 or 11, wherein if no variant of transliteration
in the second language is found upon completing the analysis for the record in
the first language being analyzed, the said stepwise analysis of signals is
repeated from the beginning to the end of the said saved signal sequence, and if
this particular transliteration variant associated with the given step does not
match any starting segment of some word in the second language, this
transliteration variant is assigned a tentative occurrenée frequency equal to a
small preset value.

13. A method of claims 10 or 11, wherein the number of transliteration
variants saved at each step of the analeis does not exceed a preset number, and
wherein the said variants end in the same “m - 17 characte_fs of the second

language and have higher probabilities.
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14. A method of claim 13, wherein in the case that the transliteration
variant comprising “k” said chains is compared to a transliteration variant

[ 2] [{Pe2)

comprising “q” said chains, where “k” and “q” are positive integers, the
probabilities of both transliteration variants are normalized by “k” and “q”,
respectively, before the comparison, by extracting the k-th or g-th root,
respectively, from the corresponding probability.

15. A method of claim 14, wherein, beside the number of chains, the
number of rules used in each of the compared variants is taken into account by
adding the number of rules used therein to “k” and “q”, respectively.

16. A method of claim 1, wherein the accepted transliteration result after
the last step is the variant with the highest probability.

17. A methodpf any of claims 10-16, wherein the logarithmic measure of

probability is used as the said probability of a transliteration variant.
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