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(57) ABSTRACT 

A method for distorting a digital image comprising receiving 
the coordinates of one or more than one image reference point 
defined by a user within the digital image, receiving one or 
more than one spatial offset assigned by the user and associ 
ated with the coordinates of the one or more than one defined 
image reference point, providing a mixing function algorithm 
embodied on a computer-readable medium for distorting the 
digital image, calculating an offset matrix by applying the 
mixing function algorithm based on the one or more than one 
spatial offset and the coordinates of the one or more than one 
defined image reference point; and distorting the digital 
image by application of the offset matrix. A graphic tag may 
be associated with each of the defined image reference points 
and displayed over the digital image, and the assignment of 
the spatial offset may be accomplished by movement of the 
graphic tag with the pointing device. Abstract image refer 
ence points may be used to limit distortion. 
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DISTORTION OF DIGITAL IMAGES USING 
SPATAL OFFSETS FROM IMAGE 

REFERENCE POINTS 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This Application is a continuation of U.S. patent 
application Ser. No. 12/855,568, filed Aug. 12, 2010, now 
pending, which is a continuation of U.S. patent application 
Ser. No. 12/577,453, filed Oct. 12, 2009, now pending, which 
is a continuation of U.S. patent application Ser. No. 1 1/279, 
958, filed Apr. 17, 2006, now U.S. Pat. No. 7,602,968 issued 
Oct. 13, 2009, which is a continuation of U.S. patent appli 
cation Ser. No. 1 1/072,609, filed Mar. 3, 2005, now U.S. Pat. 
No. 7,031.547 issued Apr. 18, 2006, which is a continuation 
of U.S. patent application Ser. No. 10/824,664, filed Apr. 13, 
2004, now U.S. Pat. No. 6,865,300 issued Mar. 8, 2005, 
which is a divisional of U.S. patent application Ser. 10/280, 
897, filed Oct. 24, 2002, now U.S. Pat. No. 6,728,421 issued 
Apr. 27, 2004, which claims the benefit of U.S. Provisional 
Patent Application No. 60/336,498, filed Oct. 24, 2001, now 
expired, the contents of which are all incorporated herein by 
reference in their entirety. 

BACKGROUND 

0002 The present Application relates to distortion of a 
digital image using spatial offsets from User Definable Image 
Reference Points. User Definable Image Reference Points are 
described in U.S. Pat. Nos. 7,031,547; 6,865,300; and 6,728, 
421, the contents of which are incorporated by reference in 
this disclosure in their entirety. 
0003. It is a well-known problem to correct color, contrast, 
sharpness, or other specific digital image attributes in a digital 
image. It is also well-known to those skilled in image-editing 
that it is difficult to perform multiple color, contrast, and other 
adjustments while maintaining a natural appearance of the 
digital image. 
0004 At the current stage of image-editing technology, 
computer users can only apply relatively basic functions to 
images in a single action, such as increasing the Saturation of 
all pixels of an image, removing a certain colorcast from the 
entire image, or increasing the image's overall contrast. Well 
known image-editing tools and techniques such as layer 
masks can be combined with existing image adjustment func 
tions to apply Such image changes selectively. However, cur 
rent methods for image editing are still limited to one single 
image adjustment at a time. More complex tools such as the 
Curves functions provided in image editing programs such as 
Adobe Photoshop(R) provide the user with added control for 
changing image color, but Such tools are difficult to apply, and 
still very limited as they apply an image enhancement glo 
bally to the image. 
0005 Additional image editing tools also exist for reading 
or measuring color values in the digital image. In its current 
release, Adobe Photoshop(R) offers a feature that enables the 
user to place and move up to four color reference points in an 
image. Such color reference points read properties (limited to 
the color values) of the image area in which they are placed. 
It is known to those skilled in the art that the only purpose of 
Such color reference points is to display the associated color 
values; there is no image operation associated with Such 
reference points. The reference points utilized in image-edit 
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ing Software are merely offered as a control tool for measur 
ing an image's color values at a specific point within the 
image. 
0006. In other implementations of reference points used 
for measuring color in specific image regions, image-editing 
applications such as Adobe Photoshop(R), CorelDraw(R), and 
Pictographics iCorrect3.0R, allow the user to select a color in 
the image by clicking on a specific image point during a color 
enhancement and perform an operation on the specific color 
with which the selected point is associated. For example, the 
black-point adjustment in Adobe Photoshop(R) allows the user 
to select a color in the image and specify the selected color as 
black, instructing the Software to apply a uniform color opera 
tion to all pixels of the image, so that the desired color is 
turned into black. This method is not only available for black 
point operations, but for pixels that are intended to be white, 
gray (neutral), skin tone, or sky, etc. 
0007 While each of these software applications provide 
methods for reading a limited number of colors and allow for 
one single operation which is applied globally and uniformly 
to the image and which only applies one uniform color cast 
change based on the read information, none of the methods 
currently used allow for the placement of one or more graphi 
cal representations of image reference points (IRPs) in the 
image that can read color or image information, be assigned 
an image editing function, be associated with one or more 
image reference points (IRPS) in the image to perform image 
editing functions, be moved, or be modified by the user such 
that multiple related and unrelated operations can be per 
formed. 

0008 What is needed is a method to enable a user to easily 
attach IRPs to the image and at the same time define how the 
user wants the image to be distorted or altered. 

SUMMARY 

0009. A method for distorting or alteration of a digital 
image is disclosed comprising the steps of receiving the coor 
dinates of one or more than one image reference point defined 
by a user within the digital image; receiving one or more than 
one spatial offset assigned by the user and associated with the 
coordinates of the one or more than one defined image refer 
ence point; providing a mixing function algorithm embodied 
on a computer-readable medium for distorting the digital 
image; calculating an offset matrix by applying the mixing 
function algorithm based on the one or more than one spatial 
offset and the coordinates of the one or more than one defined 
image reference point; and distorting the digital image by 
application of the offset matrix. 
0010. The spatial offset may be assigned by the user by 
movement of a pointing device, such as a mouse. A graphic 
tag (30, 32, 34) may be associated with an image reference 
point and displayed over the digital image. The assignment of 
the spatial offset may be accomplished by movement of the 
graphic tag with the pointing device. 
0011. Abstract image reference points may be used for 
limiting distortion. 
0012. A method for distortion or alteration of a digital 
image is disclosed comprising determining one or more sets 
of pixel characteristics, receiving for each pixel characteristic 
set, a spatial offset, providing a mixing function algorithm 
embodied on a computer-readable medium for distorting the 
digital image, calculating an offset matrix by applying the 
mixing function algorithm based on the one or more sets of 
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pixel characteristics and the received spatial offsets, and dis 
torting the digital image by application of the offset matrix. 
0013. A computer readable medium is provided having 
contents for causing a computer-based information handling 
system to perform the steps of the invention, thereby trans 
forming the digital image. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0014. These and other features, aspects, and advantages of 
the present invention will become better understood with 
reference to the following description, illustrations, equa 
tions, appended claims, and accompanying drawings where: 
0015 FIG. 1 is a screen shot of a digital image in an image 
processing program, illustrating one embodiment useable in 
the graphical user interface of the present invention. 
0016 FIG. 2 is a screen shot of a digital image in an image 
processing program, illustrating another embodiment useable 
in the graphical user interface of the present invention. 
0017 FIG. 3 is a flow chart of the steps of the application 
of a mixing function in accord with the disclosure. 
0.018 FIG. 4 is an illustration of one embodiment of a 
dialog box useable in the graphical user interface of the 
present invention. 
0019 FIG. 5 is an illustration of one embodiment of a 
dialog box implementing simplified user control overweights 
useable in the graphical user interface of the present inven 
tion. 

DETAILED DESCRIPTION 

0020. The method and user interface of the present inven 
tion is useable as a plug-in Supplemental program, as an 
independent module that may be integrated into any commer 
cially available image processing program Such as Adobe 
Photoshop(R), or into any image processing device that is 
capable of modifying and displaying an image. Such as a color 
copier or a self service photo print kiosk, as a dynamic library 
file or similar module that may be implemented into other 
Software programs whereby image measurement and modi 
fication may be useful, or as a standalone software program. 
These are all examples, without limitation, of image process 
ing of a digital image. Although embodiments of the inven 
tion which adjust color, contrast, noise reduction, and sharp 
ening are described, the present invention is useful for 
altering any attribute or feature of the digital image. 
0021. Furthermore, it will become clear with regard to the 
current invention that the user interface for the current inven 
tion may have various embodiments, which will become clear 
later in this disclosure. 

The Graphical User Interface 

0022. The user interface component of the present inven 
tion provides methods for setting IRPs in an image. Those 
skilled in the art will find that multiple methods or implemen 
tations of a user interface are useful with regard to the current 
invention. 

0023. In one preferred embodiment of a user interface, an 
implementation of the present invention allows the user to set 
a variety of types of IRPS in an image, which can be shown as 
graphic tags 10 floating over the image, as shown in FIG. 1. 
FIG. 1 is a screen shot of a digital image in an image process 
ing program. 
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0024. This method enables the user to move the IRPs in the 
image for the purpose of adjusting the location of Such IRPS 
and thus the effect of each IRP on the image. 
(0025. In another preferred embodiment, IRPs could be 
invisible within the preview area of the image and identified 
placed elsewhere as information boxes 12 within the inter 
face, as shown in FIG. 2, but associated with a location 
(shown by arrow). In this embodiment of the user interface, 
graphic tags 10 do not “float over the image as in FIG. 1. 
However, as it will become clear later in this disclosure that it 
is the location that Image Reference Points (IRPs identifies 
and the related function that are significant, and that the 
graphical representations of the IRPs are useful as a conve 
nience to the user to indicate the location of the IRP function. 
(FIG. 2 is a screen shot of a digital image in an image pro 
cessing program). 
0026. In both FIG. 1 and FIG. 2, the IRPs serve as a 
graphical representation of an image modification that will be 
applied to an area of the image. 
0027. The graphical user interface is embodied on a com 
puter-readable medium for execution on a computer for 
image processing of a digital image. A first interface receives 
the coordinates of each of a plurality of image reference 
points defined by a user within the digital image, and a second 
interface receives an image editing function assigned by the 
user and associated with either the coordinates of each of the 
plurality of defined image reference points, or the image 
characteristics of one or more pixels neighboring the coordi 
nates of each of the plurality of defined image reference 
points. 
0028. In a further embodiment, the second interface 
receives an image editing function assigned by the user and 
associated with both the coordinates of each of the plurality of 
defined image reference points, and the image characteristics 
of one or more pixels neighboring the coordinates of each of 
the plurality of defined image reference points. 
0029. In a further alternative optional embodiment, a third 
interface displays a graphical icon or graphical tag 10 at the 
coordinates of one or more than one of the plurality of defined 
image reference points. Additionally optionally, the third 
interface permits repositioning of the graphical icon. 
0030. In further embodiments, a fourth interface displays 
the assigned image editing function. The second interface 
may further receive an image area associated with the coor 
dinates of one or more than one of the plurality of defined 
image reference points. The second interface may further 
receive a color area associated with the coordinates of one or 
more than one of the plurality of defined image reference 
points. 
0031. In an alternative embodiment, the first interface 
receives the coordinates of a single image reference point 
defined by a user within the digital image, and the second 
interface receives an image editing function assigned by the 
user and associated with both the coordinates of the defined 
image reference point, and the image characteristics of one or 
more pixels neighboring the coordinates of the defined image 
reference point. Mixing Functions 
0032. A central function of the present invention is the 
“Mixing Function.” which modifies the image based on the 
values and settings of the IRPS and the image modifications 
associated with the IRPs. With reference to this disclosure, a 
“Mixing Function' is an algorithm that defines to what extent 
a pixel is modified by each of the IRPs and its related image 
modification function. 
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0033. It will be evident to those skilled in the art that there 
are many possible mixing functions, as will be shown in this 
disclosure. 

0034. The method for applying the mixing function is 
shown in FIG. 3. Begin with receiving 14 the IRPs in the 
image; test 16 to determine whether abstract IRPs are being 
used. If so, load 18 the abstract IRPs and then select 20 the 
first pixel to be processed; if not select 20 the first pixel to be 
processed. Then apply 22 the mixing function according to 
this disclosure, and test 24 whether all pixels chosen to be 
processed have been processed. If so, the method is com 
pleted 26, if not, the next pixel is selected 28 and step 22 is 
repeated. Using the Pythagoras Distance Approach 
0035. In one embodiment of the mixing function, the 
Pythagoras equation can be used. Those skilled in the art will 
find that this is more suitable for IRPs that are intended to 
perform local color correction or similar changes to an image. 
0036. In step 22, apply the image modification to a greater 
extent, if the location of the IRP is close to that of the current 
pixel, or apply it to a lesser extent, if the location of the IRP is 
further away from the current pixel, using the Pythagoras 
equation to measure the distance, often also referred to as 
distance in Euclidian space. 

Using Color Curves 

0037. In another embodiment, a mixing function could be 
created with the use of color curves. To create the function: 

0038 Step 22.1.1. Begin with the first channel of the 
image (such as the Red channel). 
0039 Step 22.1.2. All IRPs will have an existing bright 
ness which is the brightness of the actual channel of the pixel 
where the IRP is located, and a desired brightness, which is 
the brightness of the actual channel of the same pixel after the 
image modification associated with its IRP has been applied. 
Find the optimal polynomial function that matches these val 
ues. For example, if the red channel has an IRP on a pixel with 
a value of 20, which changes the pixels value to 5, and there 
is a second IRP above a pixel with the value of 80, which 
changes that channel luminosity to 90, all that is needed is to 
find a function that meets the conditions f(20)=5 and f(80) 
=90. 

0040 Step 22.1.3. Apply this function to all pixels of the 
selected channel. 

0041 Step 22.1.4. If all channels have not been modified, 
select the next channel and proceed with step 22.1.2. 

Using Segmentation to Create the Mixing Function 

0042. In a further embodiment, the mixing function can be 
created using segmentation. To create the function: 
0.043 Step 22.2.1. Segment the image using any appropri 
ate segmentation algorithm. 
0044 Step 22.2.2. Begin with IRP 1. 
0045 Step 22.2.3. Apply the filter associated with that IRP 
to the segment where it is located. 
0046 Step 22.2.4. Select the next IRP. 
0047 Step 22.2.5. Unless all IRPs have been processed, 
proceed with step 22.2.3. 
0048 If there is a segment that contains two IRPs, re 
segment the image with Smaller segments, or re-segment the 
area into Smaller segments. 
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Using Multiple Segmentations 

0049. In a still further embodiment of the current inven 
tion, the mixing function can be created using multiple seg 
mentation. To create the function: 
0050 Step 22.3.1. Make “n” different segmentations of 
the image, e.g., n=4, where the first segmentation is rougher, 
(having few but larger segments), and the following segmen 
tations are finer, (using more by Smaller segments per image). 
0051 Step 22.3.2. Begin with IRP 1. 
0.052 Step 22.3.3. Apply the image modification of that 
IRP at 1/nth opacity to all pixels in the segment that contains 
the current IRP of the first segmentation, then apply the image 
modification at 1/nth opacity to all pixels in the segment 
containing the IRP of the second segmentation. Continue for 
all in segmentations. 
0053 Step 22.3.4. Select the next IRP. 
0054 Step 22.3.5. Unless all IRPs have been processed, 
proceed with step 22.3.3. 
0055 Those skilled in the art will know that several seg 
menting algorithms may be used, and the “roughness' (size of 
segments) within the equation can be defined by a parameter. 

Using a Classification Method 
0056. A classification method from pattern recognition 
Science may be used to create another embodiment of the 
mixing function. To create the function: 
0057 Step 22.4.1. Choose a set of characteristics, such as 
Saturation, X-coordinate, y-coordinate, hue, and luminance. 
0.058 Step 22.4.2. Using existing methods of pattern rec 
ognition, classify all pixels of the image, i.e., every pixel is 
assigned to an IRP based on the characteristics, and assuming 
that the IRPs are centers of clusters. 
0059 Step 22.4.3. Modify each pixel with the image 
modification associated with the IRP to which the pixel has 
been classified. 

Using a “Soft' Classification Method 
0060. In an even further embodiment of the current inven 
tion, it may be useful to modify the classification method to 
adjust for similarity of pixel attributes. 
0061 Typically, a pixel will not match the attributes of one 
IRP to a degree of 100%. One pixel’s attributes might, for 
example, match one IRP to 50%, another IRP to 30% and a 
third IRP only to 20%. In the current embodiment using soft 
classification, the algorithm would apply the effect of the first 
IRP to a degree of 50%, the second IRP’s effect at 30%, and 
the third IRP s effect to 20%. By utilizing this “Soft” Clas 
sification, one pixel is not purely associated with the most 
similar IRP. 
0062 One preferred embodiment that is described in 
detail later in this disclosure will show an implementation that 
follows a similar concept as described here. 

Using an Expanding Areas Method 

0063. In another embodiment of the mixing function, an 
expanding areas method could be used to create a mixing 
function. To create the function: 
0064. Step 22.5.1. Associate each IRP with an “area” or 
location within the image. Initially, this area is only the pixel 
where the IRP is positioned. 
0065 Step 22.5.2. Apply the following to all IRP areas: 
Considerall pixels that touch the area. Among those, find the 
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one whose attributes (color, Saturation, luminosity) are clos 
est to the initial pixel of the area. While comparing the 
attributes, minimize for the sum of differences of all 
attributes. Add this pixel to the area and assign the current 
area size in pixels to it. The initial pixel is assigned with a 
value of 1, the next added pixel is assigned a value of 2, the 
next with a value of 3, etc., until each pixel has been assigned 
a value. 
0066 Step 22.5.3. Repeat step 22.5.2 until all areas have 
expanded to the full image size. 
0067 Step 22.5.4. Apply all modifications of all IRPs to 
that pixel while increasing the application for those with 
Smaller values. 

One Preferred Mixing Function 
0068. In one preferred embodiment, a mixing function 
uses a set of attributes for each pixel (luminosity, hue, etc.). 
These attributes are compared to the attributes of the area 
where an IRP is positioned, and the Mixing Function applies 
those IRPS image modifications more whose associated 
attributes are similar to the actual pixel, and those IRPs image 
modifications less whose associated characteristics are very 
different from the actual pixel. 
0069. Unless otherwise specified, capitalized variables 
will represent large structures (such as the image I) or func 
tions, while non-capitalized variables refer to one-dimen 
sional, real numbers. 

Definition of the Key Elements 
0070 A “Pixel-Difference-Based IRP Image Modifica 
tion.” from now on called an “IRP Image Modification.” may 
be represented by a 7-tuple, as shown in Equation 1, where m 
is the amount of IRPs that will be madeuse of, and the number 
n is the amount of analyzing functions as explained later. 

(F1... in R1...m., I, A1 ... D, VC1...n) 1. 

(0071. The first value, F is a set of the “Performing Func 
tions. Each of these functions is an image modification func 
tion, which may be called with three parameters as shown in 
Equation 2. 

I0072. In Equation 2 the result I' is the pixel that has been 
calculated by F.I is the image on which Fis applied, and X and 
y are the coordinates of the pixel in Ithat F is applied to. Such 
a performing function could be “darken pixels by 30%.” for 
example, as shown in FIG. 1. In image Science, these modi 
fications are often called filters. 

0073. The second value in Equation 1, R is a number 
ofm tuples. Each tuple represents values of an IRP. and is a set 
of pixel characteristics. Such a tuple R consists of 2*n-1 
values, as in Equation 3. 

((g1...g.), g. (W1 ... W.)) 3) 

007.4 F , and R, together represent the IRPs that the user 
has created. I will explain later how the IRPs that the user has 
placed can be converted into the functions and values F 
and R. Later in this disclosure I indicate that a function 
F and a tuple Rare “associated with each other and with an 
IRP if they F and R together represent an IRP. 
0075. The third value I in Equation 1 is the image with the 
pixels I. This image can be of any type, i.e., grayscale, Lab, 
CMYK, RGB, or any other image representation that allows 
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Performing Functions (Equation 2) or analyzing functions 
(Equation 4) to be performed on the image. 
0076. The fourth element A in Equation 1 is a set of 

in Analyzing Functions' as represented in Equation 4. 

0077. These functions, unlike the Performing Functions F. 
calculate a single real numberk for each pixel. These func 
tions extract comparable attributes out of the image. Such as 
saturation, luminance, horizontal location or vertical loca 
tion, amount of noise in the region around the coordinates X, 
y, and so forth. The number n is the amount of Analyzing 
Functions. 

0078. The function’s results need to be comparable. That 
is, the difference of the results of two different pixels applied 
to the same Analyzing Function can be represented by a 
number. For example, if p is a dark pixel and p is a bright 
pixel, and A is a function that calculates the luminance of a 
pixel, then A(p)-A(p) is an easy measure for the luminos 
ity difference of both pixels. Note: Analyzing Functions in 
this disclosure refer to functions that calculate characteristics 
of an image, and must not be confused with the mathematical 
term “analytic functions.” The result of an Analyzing Func 
tion applied to a pixel will for further reference in this disclo 
sure be called a “Characteristic' of the pixel. 
007.9 The Analyzing Functions can analyze the color of a 
point x, y in the image I, the structure of the point x, y in the 
image I, and the location of a point x, y in the image I itself. 
0080 Later in this disclosure I refer to “Color Analyzing 
Functions.” “Structure Analyzing Functions” and “Location 
Analyzing Functions. Color Analyzing Functions are any 
functions on the pixel’s values itself. Such as r, g and b, while 
Structure Analyzing Functions also take the values and dif 
ferences of a group of pixel around the point x, y into account, 
and Location Analyzing Functions are any functions on X and 
y. 
I0081 For example, the Analyzing Function A(I, x, y)=x-y 
is a Location Analyzing Function of the pixel. An example of 
a Color Analyzing Function would be A(I, x,y)-I+I)+ 
I, wherer, g and b refer to the RGB channels of the image. 
An example of a Structure Analyzing Function would be A(I, 
x,y)-D-I-I Note: These three categories of Ana 
lyzing Functions are not disjoint. For example, the function 
A(I.x,y)-I-I-2+X is a Color Analyzing Function, 
a Structure Analyzing Function, and a Location Analyzing 
Function simultaneously. 
I0082 “Normalizing the Analyzing Functions and limit 
ing the range of possible values such that their results have 
approximately the range of 0... 100 will simplify the process. 
I0083. The fifth element D in Equation 1 is a “Difference 
Function' which can compare two vectors of n values against 
each other and provides a single number that is larger the 
more the two vectors of n values differ and Zero if the two sets 
of n numbers are identical. In doing so, the function D is 
capable of weighing each individual number of the two sets 
with a weight vector (w) as in Equation 5. 

d-D((a1, ...),(b1, ...),(W1)) 5) 

0084. D is defined as follows: 
D((a (b1),(w))=(aw-biw'),..., 

(a, *w-b, *w.) 6 

where refers to any norm, such as the distance in Euclidian 
space, which is also known as ||. 
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0085. In other words, the more a and b, differ, the 
higher the result of the Difference Function D, while the 
weights w control the importance of each element of the 
vectors of a and b. By setting elements of w to zero, D will 
disregard the according elements of a and b. 
I0086) Suitable Difference Functions in this implementa 
tion are: 

D((a), (b 1. ), (W1))-la 1-bilwa+... 
+la-b,w, (7) 

+(a, “w-b, *w,) 8) 
0087. The weighed Pythagoras function 8 leads to better 
results than the simple function I7, while function 8 pro 
vides for accelerated processing. To those skilled in the art, 
the norms used in 7 and 8 may also be known as and 
|. 
0088 A function D* that is derived from the function D is 
defined as follows: 

I0089. In other words: D* measures the difference of a 
n and b , weighed with w, and adds the real number 
g to the result. 
0090. For accelerated performance or for simpler imple 
mentation, another Difference Function Dor D* can be made 
use of which does not utilize weights. Systems as described in 
this disclosure that do not utilize weights are easier to use and 
faster to compute, but less flexible. D and D* are defined as 
follows: 

D(a1, ...), (b. . . . ))-D(a1, ...), (b1, ...). (1,1,... 
1)) 10 

D*((a), (b1, ...), g)-D*((a), (b. ), 
(1,1,. . . .1), g) 11 

The sixth element, V, in Equation 1 is an “Inversion 
-- 

0091 
Function” that has the following characteristics with V: 

-- 

0092. The Gaussian bell curve or V(x)=1/(x+0.001) are 
such functions. Note: V(x) = 1/x is not appropriate as the result 
of V(0) would not be defined. 
0093. In one preferred embodiment, the function in Equa 
tion 12 is used, where t is any number that is approximately 
between 1 and 1000. The value t—50 is a good value to start 
with, if the Analyzing Functions are normalized to a range of 
0 . . . 100 as referred to in the section on “Normalizing 
Analyzing Functions' that follows equation 4 in this disclo 
SUC. 

0094. The Inversion function will be used later in this 
disclosure to calculate an “Inverse Difference” between two 
tuples a and b by calculating V(D*((a), (b. 
n), (W), g)) or V(D((a), (b. ), (W))) or V( 
D*((a), (b), g)) or V(D((a), (b))). The 
purpose of this Inverse Difference is to provide a high value if 
similarity between the tuples a , and b . . . . is detected, 
and a low value, if the tuples a , and b are different. 
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0.095 The seventh element, C , in equation 1 is a set 
of m “Controlling Functions'. Each of those Controlling 
Functions has m parameters and needs to Suit the following 
conditions: 

0096 C,(p... pl.)>0 for all p... p., and for all 1sism 
(all will never be negative). 

0097. C. (p... p.) is high if p, has a high value com 
pared to the mean of pi . . . p. 

0.098 C. (p... p.) is low ifp, has a low value compared 
to the mean of pi . . . p. 

0099 C+C+...+C, is always 1. 
0100 C, (p1...p.)-CII)(pic) ... prio) with II being 
any permutation II: (1 ... m)->(II(1) ... II(ml)). 

0101. A recommended equation for such a controlling 
function would be as shown in Equation 13. 

0102 The purpose of a controlling function C, is to pro 
vide a large number (close to 1) if the i' element of the 
parameters p . . . p is high relative to the other parameters, 
and a small value (close to 0) if the i' element of the param 
eters p ... p is relatively low, and to “down-scale” a tuple of 
m elements so that their sum is 1.0, while the relations 
between the elements of the m-tuple are constrained. If the 
Controlling Functions are applied to a set of m Inverse Dif 
ferences, the m results of the Controlling Functions will be 
referred to as “Controlled Inverse Differences' later in this 
disclosure. 

Setting the Elements F. R and A 
0103) The following section describes the manner in 
which the user-defined (or otherwise defined) m IRPs can be 
converted into its associated Performing Functions F and 
tuples R. 
0104. Note: In contrary to F and R, the last four elements 
of the tuple (A. D. V. C) are functions that are defined by the 
programmer when a system using IRPS is created, and are 
predefined or only slightly adjustable by the user. However, to 
a certain extent, a system may give the user control over the 
functions A, D.V and C.; and there can be certain components 
of the first two elements F and R that will be set by 
the application without user influence. This will become 
clearer later in this disclosure. 
0105 FIG. 4 provides a sample image of an image in a 
dialog box an image processing program, for the purposes of 
illustrating modifications to an image using the current inven 
tion. For example, graphic tag 30 representing IRPR in FIG. 
4, placed on the left apple, will be to increase saturation, 
graphic tag 32 representing IRPR, placed on the right apple, 
will be decrease saturation, and graphic tag 34 representing 
IRPR, placed on the sky, will darken its associated image 
component. 
I0106 To do so, three performing functions F. ... F, are 
necessary, where F increases the saturation, F decreases the 
saturation, and F is an image darkening image modification. 
0107 The system should typically allow the user to set 
such a Performing Function before or after the user places an 
IRP in the image. In such cases, the user first defines the type 
of the performing function (such as “sharpen, or “darken” or 
“increase saturation.” etc.) and then the user defines the 
behavior of the function (such as “sharpen to 100%, or 
“darken by 30 levels, etc.). 
0108. In the current example, three tuples R . . . R are 
necessary. For each IRP, there is always one tuple R and one 
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Performing Function F. It is not necessary, however, that all 
Performing Functions are different. As previously disclosed, 
IRPs in the current invention are used to store Characteristics 
ofan individual pixel or a particular area in animage. As such, 
using the current example of modifying FIG.4, three IRPs are 
necessary: an IRP that stores the Characteristics of the first 
apple, an IRP that stores the Characteristics of the second 
apple, and an IRP that stores the Characteristics for the sky. 
0109. This can typically be done by reading the Charac 

teristics of the image location where the user has placed an 
IRP. If a user has placed an IRP on the image coordinate 
location X, y in the image I, the values of R-((g . . . g.), g, 
(w... W.)) can be calculated as follows: 

g=0 

w... widefault value, for example, 1. 

0110. The user may have control over the values of Rafter 
they were initially filled. This control may be allowed to 
varying extents, such as weights only versus all variables. 
0111. In our example the two red apples will be modified 
differently. Presumably, both apples have the same color and 
the same structure, and each only differs in its location. The 
sky, containing the third IRP. has a different location than the 
apples, and also a different color. 
0112. As we now see that both location and color are 
relevant for differentiating between the three relevant image 
areas, it will be obvious that what is needed is at least one or 
more Location Analyzing Functions and one or more Color 
Analyzing Functions. In cases where the application allows 
the user only to perform global color changes, it would be 
Sufficient to choose only Color Analyzing Functions. 
0113 Some Analyzing Functions are as follows, where 
I refers to the red channel's value of the image I at the 
location X.y and so forth. 

A (Ix,y)= x 15a) 

A2 (Ix,y)=y 15b) 

As (I.x,y)-lo) 15c) 

A4(x,y)-H(s) 15d 

As(IX,Y)-H(s) 15e) 

0114 A and A are Location Analyzing Functions and As 
through As are Color Analyzing Functions. 
0115 Note: A through As, which only provide the red, 
green, and blue values, are Suitable functions for a set of 
color-dependent analytical functions. For even better perfor 
mance it is recommended to derive functions that calculate 
luminosity, Saturation, etc., independently. Using the chan 
nels of the image in Lab color mode is appropriate. However, 
the following Analyzing Functions are also examples of 
appropriate Analyzing Functions, where the capitalized vari 
ables X,Y, R,G,B represent the maximum possible values for 
the coordinates or the color channels. 
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0116 Equations 16 shows Analyzing Functions that are 
also normalized to a range of 0... 100 (see the description for 
normalizing Analyzing Functions after equation 4) Normal 
izing the Analyzing Functions aids in the implementation, as 
normalized Analyzing Functions have the advantage that 
their results always have the same range, regardless of the 
image size or other image characteristics. The Analyzing 
Functions found in Equations 15 will be used throughout 
this disclosure when discussing values from R 
0117 Note: It may not be useful to adjust the set of Ana 
lyzing Functions from image to image. It may be preferable to 
use one set of Analyzing Functions that is Suitable formany or 
all image types. When the current invention is used for stan 
dard color enhancements, the Analyzing Functions of Equa 
tions 16 are good to start with. 

A Closer Look at IRPS 

0118. As previously discussed in this disclosure, the tuples 
Rof an IRP store the information of the Characteristics of the 
region to which an operation will be applied, the region of 
interest. These tuples R acquire the Characteristics typically 
by applying the n analytical functions to the image location 
I, where the IRP was placed, as in equation (14). 
0119. In the current embodiment, the Difference Function 
D" will compare the values g ...g., of each IRP to the results 
of then Analyzing Functions for all pixels in the image, using 
the weights w ... w 
I0120 For example, if the pixel in the middle of the left 
apple has the coordinates (10,100) and the RGB color 150, 
50, 50 (red), then the Analyzing Functions A. . . A of this 
pixel will have the values A=10. A=100, A=150, A50, 
As=50, therefore, the values g . . . g will be set to (10, 10, 
150, 50, 50). 
I0121 g is set to zero for this IRP. 
0.122 The weights will control the significance of the indi 
vidual elements ofg...gs. See Equations 6, 7 and 8. For 
example, if the weights w...ws are set to (10,10,1,1,1), the 
location related information, gained through A and A, will 
be more significant than the color related information from A 
through As. (This IRP would be more location dependent than 
color dependent). 
I0123. If, however, w...ws (0,0.3.3.0) is set, only the red 
and green channels of the pixel information would be consid 
ered by the Difference Function, and the IRP would not 
differentiate between the location of a pixel or its blue chan 
nel. As previously mentioned, in FIG. 4 the location-depen 
dent and color-dependent Characteristics play a role in dif 
ferentiating the apples from each other and from the sky. 
Therefore, we will use equal weights for all 5 characteristics. 
0.124 Setting all weights all to 1, the first IRP would be: 
(0.125 R=(g1...g5, g, w1...ws)=((10,100,150.50.50), 
0, (1,1,1,1,1)) 
0.126 (the first apple at the coordinate 10,100 with the 
color 150.50.50) 
0127. The second and third IRP could have values such as 
0128 R=((190,100,150.50,50), 0, (1,1,1,1,1)) 
I0129 (the second apple at the coordinate 190,100 with the 
color 150.50.50) 
I0130 R=((100,10,80,80.200), 0, (1,1,1,1,1)). (the sky at 
the coordinate 100,10 with the color 80,80.200) 



US 2015/O 130831 A1 

The Mixing Function 
0131. An abbreviation related to the Difference Function 
follows. The purpose of the Difference Function is to calcu 
late a value that indicates how “different a pixel in the image 
is from the Characteristics that a certain IRP is associated 
with. 
(0132) The “Difference” between an IRP R=((g . . . g ), 
g*.(w, ... w,)) and a pixel I can be written as follows: 

|R-II-D ((g ... g.,), (A 1 (I.x,y),..., A.(I.x,y)), (wi, 
., W.), g) 17 

0133. The Difference referred to in this embodiment is 
always the result of the Difference function, and should not be 
confused with the “spatial distance between two pixels in an 
image. 
0134) If, for ease of implementation or for faster comput 
ing of the Mixing Function, the Difference Functions D, Dor 
D* are used, the abbreviation would be: 

|R-Il-D((g 1...g.,), (A1(x,y),..., A., (Ix, y)), (W, . 
.., w)) 18 

0135) Given the 7-tupel of an IRP based image modifica 
tion (F R I. A D. V. C) then the modified 
image IXy is as show in Equation (21). 

., A. (Ix, y)), g) 20 

i 21 
l, = XF (I, x, y): C(V(R – ly), ... , V(R – ly)) 

i=1 

0136. Apply this equation to each pixel in the image I, to 
receive the processed image I, where all Performing Func 
tions were applied to the image according to the IRPs that the 
user has set. This equation compares then Characteristics of 
each pixel X, y againstall IRPS, and applies those Performing 
Functions F, to a greater extent to the pixel, whose IRPs have 
similar Characteristics, while the Controlling Function 
ensures that the sum of all functions F, does not exceed 
unwanted ranges. 
0.137 In an even further preferred embodiment of the cur 
rent invention, equation 22 would be used. 

i 22 

I, = y +XAF (I, x, y) V(R – ly) 
i=1 

0.138. In contrast to equation 21, equation 22 requires 
that the Inversion Function V does not exceed values of 
approximately 1. The Gaussian Bell curve V(x)=e or 1/(x+ 
1) or equation 12 could be such functions. The function AF 
expresses the difference between the original and modified 
image (where—I' I-AF(I, x, y) instead of I'l-F(I, x, y), 
See Equation 2). 
0.139. When comparing Equation 21 and 22, the terms 
V(R-Ixy) represent the Inverse Difference of the currently 
processed tuple R, and the pixel I. Only equation 21 uses 
Controlled Inverse Differences. If equation 21 is used, each 
pixel in the image will be filtered with a 100% mix of all 
Performing Functions, regardless if an image region contains 
a large or a small number of IRPs. The more IRPs that are 
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positioned in the image, the less effect an individual IRP will 
have if Equation 21 is used. If Equation 22 is used, the 
IRPs will not show this competitive nature. That is, each IRP 
will modify the image to a certain extent regardless whetherit 
is placed amidst many other IRPs or not. Therefore, if Equa 
tion 22 is used, placing multiple IRPS in an image area will 
increase the total amount of image modification in this area. 

Further Embodiments 

0140. In a further embodiment, the concept of “Abstract 
IRPs can be used to enhance the performed image modifi 
cation, or to change the behavior of the image modification. 
0141 Abstract IRPs are similar to other IRPs as they are 
pairs of a Performing Function F and a set of values R. Both 
Abstract IRPs and IRPS may be used together to modify an 
image. Abstract IRPs, however, are not “user defined IRPs or 
IRPs that are placed in the image by the user. The function of 
an Abstract IRP can be to limit the local “effect” or intensity 
of an IRP. In this regard, Abstract IRPs are typically not 
“local’, i.e., they affect the entire image. Abstract IRPs can be 
implemented in a manner that the user turns a user-controlled 
element on or off as illustrated later, so that the Abstract IRPs 
are not presented as IRPs to the user, as shown in FIG. 4. 
0142. Note: The use of Abstract IRPs as disclosed below 
requires that equation 21 is implemented as the mixing 
function, and that the Difference function is implemented as 
shown in equation 17 or 20. 
0143. In FIG. 4 the user has positioned graphic tags 30,32. 
and 34 representing IRPS R... R. Controls 36,38, and 40 
indicate a set of three possible user controls. When control 36 
is used, the application would use one additional pre-defined 
Abstract IRP in the image modification. Such pre-defined, 
Abstract IRPs could, for example, be IRPS Ra through Ras 
described below. 

0144. When the check box in control 36 is enabled, 
Abstract IRP Ra, is utilized. Without the use of an Abstract 
IRP, when an image has an area Such as the cactus 42 which 
is free of IRPs, this area will still be filtered by a 100% mix of 
the effects of all IRPs (see equation 19 and the Controlling 
Function C). In the current image example, the cactus 42 
would be affected by a mix of the IRPS R... R, although the 
user has placed no IRP on the cactus. 
(0145 To remedy this, Abstract IRP R is utilized which 
makes use of the g value. Note: g is used as described below 
when the mixing function of equation 21 is being imple 
mented. 

0146 The Abstract IRP could have Zero weights and a g 
value greater than Zero. Such as 

R=(0,0,0,0,0), 50, (0,0,0,0,0)) 

10147 The Difference Function (R-II will return nothing 
but 50 whatever the Characteristics of the pixel I might be. 
The value of g should be in the range of 1 to 1000. 50 is a 
good value to start with. 
0.148. The purpose of this IRP and its R is that pixels in 
areas free of IRPs, such as in the middle of the cactus 42, will 
have a lower Difference to R (which is constantly set to 50) 
than to R... R. For pixels in image areas where one or more 
IRPs are set, R will not be the IRP with the lowest Difference, 
as a different IRP will likely have a lower Difference. In other 
words: areas free of non-Abstract IRPs are controlled pre 
dominantly by Ra, and areas that do contain non-Abstract 
IRPs will be affected to a lesser extent by R. If the Perform 
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ing Function F is set to a function that does not change the 
image (Fl.(I.x,y)=Ixy), Rensures that areas free of IRPs will 
remain mainly unaffected. 
0149. In order to make Abstract IRP R more effective 
(i.e., IRPs R... R. less effective), g can be lowered, and the 
valueg in R can be raised to make the “active” IRPs R... 
Rs more effective. A fixed value forg in R may be imple 
mented if the system that is programmed is designed for 
image retouchers with average skills for example, and appli 
cations designed for advanced users may permit the user to 
change the setting of g. 
0150. In an even further embodiment of the current inven 
tion, Abstract IRPs could be used whereby an IRP has weights 
equaling Zero for the location dependent parameters, and 
values for g . . . g., which would represent either black or 
white, combined with a Performing Function which does not 
affect the image. 
0151. Two of such Abstract IRPs one for black, one for 
white—would be suitable to ensure that black and white 
remain unaffected. Such Abstract IRPs could be: 

Rs=((0,0.255.255.255), O, (0,0,1,1,1)) 

RF((0,0,0,0,0), (), (0,0,1,1,1)) 

0152. As with Ra and F, the Performing Functions Fs and 
F would also be functions that do not perform any image 
modification, so the IRPs 5 and 6 would ensure that colors 
such as black and white remain mainly unaffected by the IRPs 
that the user places. 
0153. As shown in control 38 and control 40, these 
Abstract IRPs can be implemented providing the user with the 
ability to turn checkboxes or similar user controls on or off. 
Such checkboxes control the specified function that the 
Abstract IRPs would have on the image. When the associated 
checkbox is turned on, the application uses this Abstract IRP 
This process is referred to as “load abstract IRPs in step 18 
of FIG. 3. 
0154 It is not necessary that all Abstract IRPs are associ 
ated with a Performing Function that leaves the image unaf 
fected. If for instance an implementation is programmed that 
allows the user to sharpen the image, an abstract IRP Such as 
Rabove can be implemented, where the associated Perform 
ing Function F4 sharpens the image to 50%. The user could 
then place IRPs whose Performing Functions sharpen the 
image to for instance to 0%. 25%, 75% or 100% in the image. 
This would mean that the image is sharpened to an individual 
extent where the user has set IRPs, and to 50% anywhere else. 
0155. In an even further embodiment, the IRP based image 
modification can be used in combination with a further, global 
image modification I'. M(I, x, y), where M is an image filter, 
combining the IRP based image modification and the uniform 
image modification M as shown in Equation 23. 

0156 Equation 23 is derived from equation 21. Equa 
tion 22 could also be utilized for this embodiment. The 
current embodiment is useful for a variety of image filter 
types M, especially those that lead to unwanted image con 
trast when applied, causing what is known to those skilled in 
the art as "blown-out areas of a digital image. Such image 
filters M could be color to black and white conversions, 
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increasing the overall contrast, inverting the image, applying 
a strong stylistic effect, a Solarization filter, or other strong 
image modifications. 
O157 Applying such an image modification Such as a 
color to black and white conversion without the current inven 
tion, the user would first convert the image to black and white, 
inspect areas of the resulting black and white image that are 
too dark or too bright, then undo the image modification, 
make changes to the original image to compensate for the 
filter application, and then re-apply the image modification, 
until the resulting image no longer has the unwanted effects. 
0158 While implementing this filter in combination with 
an IRP based image modification as shown in Equation 23. 
the user can modify contrast and color of the image as the 
image modification Misapplied. Such as in the example of the 
black and white conversion, thus accelerating the method of 
application by the user for the black and white conversion 
process and providing improved results. 

Offset Vectors 

0159. In an even further embodiment, the Performing 
Functions F, can be replaced with “Offset Vectors' S=(AX, 
Ay)", where S are them Offset Vectors associated with 
them IRPS, and AX and Ay are any real numbers. In this case, 
the user would define such an Offset Vector of an IRP for 
instance by defining a direction and a length, or by dragging 
an IRP symbol with a mouse button different from the stan 
dard mouse button. The mixing function, for instance if 
derived from equation 21, would then be 

i 24 
Sry = XS, 3: C(V(R – ly), ... , V(R - , )) 

i=1 

(0160. Of course, if this function is assembled of vectors of 
°, the result is a matrix S. of the same horizontal and 

Vertical dimensions as the image, whose elements are vectors 
with two elements. For further reference, Irefer to this matrix 
as an “Offset Matrix. 
0.161. Using this implementation, the user can easily 
attach IRPS to regions in the image and at the same time define 
in which directions the user wants these regions to be dis 
torted or altered. 
0162 The result of the mixing function is an offset matrix 
that contains information relating to in which direction a pixel 
of the original image I needs to be distorted to achieve the 
distorted image I". The benefit of calculating the Offset 
Matrix this way is that the Offset Matrix adapts to the features 
of the image, provided that the vectors R have weights 
other than Zero for pixel luminosity, chrominance, and struc 
ture Characteristics. The image I" can be calculated the fol 
lowing way: 

(0163 (1) Reserve some memory space for I", and flag 
all of its pixels. 

0.164 (2) Select the first coordinate (x,y) in I. 
(0165 (3) Write the values (such as rg,b) of the pixel I, 

into the picture I at the location (x,y)+S, and un-flag 
the pixel at that location in I". 

0166 (4) Unless all pixels in I are considered, select 
next coordinate (x,y) and proceed with step (3). 

(0167 (5) Select first pixel in Ithat is still flagged. 
0168 (6) Assign the values (such as rg.b) of the closest 
non-flagged pixel to this pixel. If multiple non-flagged 
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pixels are equally close, select the values of that pixel 
that was created using the lowest Offset Vector S. 

0169 (7) If flagged pixels are left, select next flagged 
pixel in I" and proceed with step (6). 

(0170. In other words, copy each pixel from I into I" while 
using the elements of the Offset Matrix S for offsetting that 
pixel. Those areas that remain empty in I shall be filled with 
the pixel values neighbored to the empty area in I", while 
values of pixels that were moved to the least extent during the 
copy process shall be preferred. Further Embodiments 
0171 In a further embodiment, a plurality or IRPs can be 
saved and applied to one or more different images. In batch 
processing applications, this plurality of IRPS can be stored 
and applied to multiple images. In such an embodiment, it is 
important that IRPs whose weights for location-dependent 
characteristics are Zero. 
0172. In a further embodiment, the user may be provided 
with simplified control over the weights of an IRP by using a 
unified control element. In Equations 15 and Equations 
16, five Characteristics are utilized, two of which are loca 

tion dependent Characteristics Sourcing from Location Ana 
lyzing Functions. 
0173 Increating such a unified control element, one con 

trol element controls these two weights. This unified control 
element could be labeled “location weight, instead of the two 
elements “horizontal location weight' and “vertical location 
weight.” 
0.174. In a further embodiment, user control elements may 
be implemented that display different values for the weights 
as textual descriptions instead of numbers, as Such numbers 
are often confusing to users. Those skilled in the art will 
recognize that it may be confusing to users that low values for 
weights lead to IRPs that have more influence on the image, 
and vice versa. Regarding weights for location-dependent 
Characteristics (such as w and w in the current example), 
the user could be allowed to choose one out offive pre-defined 
weights for textual descriptions of different values for the 
location dependent weights w and was show in Table 1. 

TABLE 1. 

w W2 

“global O O 
“almost global O.3 O.3 
“default 1 1 
“local 3 3 
“very local 8 8 

(0175 FIG. 5 illustrates how such simplified user control 
over weights may be implemented in an image processing 
program. 

0176). In a further embodiment, the user control over 
weights could be simplified to such an extent that there are 
only two types of weights for IRPs that the user can choose 
from: "strong that utilizes weight vectors such as (1,1,1,1,1) 
and “weak' that utilizes weight vectors such as (3,3,3,3,3). 
Note: As mentioned before, large weights make the area that 
an IRP has influence on Smaller, and vice versa. 
0177. For example, the user may place IRPs in the sky with 
an associated enhancement to increase the saturation of an 
area identified by one or more IRPs. In the same image, the 
user may place additional IRPS with an assigned function to 
decrease contrast, identifying changes in contrast and the 
desired changes in contrast based on the location of each 
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individual IRP. In a preferred embodiment, IRPS may include 
a function that weights the intensity of the image-editing 
function as indicated by the user. 
0178. In a different implementation of the invention, IRPs 
could be placed to identify a color globally across the image, 
and using an associated command, increase the Saturation of 
the identified color. 

(0179. In a still further preferred embodiment, IRPs could 
be used to provide varying degrees of sharpening across a 
digital image. In Such an implementation, multiple IRPS 
could be placed within specific image regions or image char 
acteristics. Such as the eyes, the skin, and hair of a portrait, and 
different sharpening intensities assigned to each IRP and 
applied to the digital image while considering the presence of 
color and/or contrast and the relative difference of each IRP 
from one another to provide the desired image adjustment. 
0180 All features disclosed in the specification, including 
the claims, abstract, and drawings, and all the steps in any 
method or process disclosed, may be combined in any com 
bination, except combinations where at least some of Such 
features and/or steps are mutually exclusive. Each feature 
disclosed in the specification, including the claims, abstract, 
and drawings, can be replaced by alternative features serving 
the same, equivalent or similar purpose, unless expressly 
stated otherwise. Thus, unless expressly stated otherwise, 
each feature disclosed is one example only of a generic series 
of equivalent or similar features. 
0181. This invention is not limited to particular hardware 
described herein, and any hardware presently existing or 
developed in the future that permits processing of digital 
images using the method disclosed can be used, including for 
example, a digital camera system. 
0182. A computer readable medium is provided having 
contents for causing a computer-based information handling 
system to perform the steps described herein, and to display 
the graphical user interface disclosed herein. 
0183 The term memory block refers to any possible com 
puter-related image storage structure known to those skilled 
in the art, including but not limited to RAM, Processor Cache, 
Hard Drive, or combinations of those, including dynamic 
memory structures. Preferably, the methods and graphical 
user interface disclosed will be embodied in a computer pro 
gram (not shown) either by coding in a high level language, or 
by preparing a filter which is complied and available as an 
adjunct to an image processing program. For example, in a 
preferred embodiment, the methods and graphical user inter 
face is compiled into a plug-in filter that can operate within 
third party image processing programs such as Adobe Pho 
toshop(R). 
0.184 Any currently existing or future developed com 
puter readable medium Suitable for storing data can be used to 
store the programs embodying the afore-described interface, 
methods and algorithms, including, but not limited to hard 
drives, floppy disks, digital tape, flash cards, compact discs, 
and DVDs. The computer readable medium can comprise 
more than one device, such as two linked hard drives. This 
invention is not limited to the particular hardware used herein, 
and any hardware presently existing or developed in the 
future that permits image processing can be used. 
0185. Any currently existing or future developed com 
puter readable medium Suitable for storing data can be used, 
including, but not limited to hard drives, floppy disks, digital 
tape, flash cards, compact discs, and DVDs. The computer 
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readable medium can comprise more than one device, such as 
two linked hard drives, in communication with the processor. 
0186. A method for image processing of a digital image 
has disclosed comprising the steps of determining one or 
more sets of pixel characteristics; determining for each pixel 
characteristic set, an image editing function; providing a mix 
ing function algorithm embodied on a computer-readable 
medium for modifying the digital image; and processing the 
digital image by applying the mixing function algorithm 
based on the one or more pixel characteristic sets and deter 
mined image editing functions. In one embodiment, the mix 
ing function algorithm comprises a difference function. 
Optionally, the difference function algorithm calculates a 
value based on the difference of between pixel characteristics 
and one of the one or more determined pixel characteristic 
sets. In another embodiment, the mixing function algorithm 
includes a controlling function for normalizing the calcula 
tions. 
0187. Inafurther embodiment, the method adds the step of 
determining for each pixel characteristic set, a set of weight 
ing values, and the processing step further comprises apply 
ing the mixing function algorithm based on the determined 
weighting value set. 
0188 In a further embodiment, a first pixel characteristic 
set is determined, and at least one characteristic in the first 
pixel characteristic set is location dependent, and at least one 
characteristic in the first pixel characteristic set is either color 
dependent, or structure dependent, or both. Alternatively, a 
first pixel characteristic set is determined, and at least two 
different characteristics in the first pixel characteristic set are 
from the group consisting of location dependent, color depen 
dent, and structure dependent. 
0189 Amethod for processing of a digital image has been 
disclosed, comprising the steps of receiving the coordinates 
of one or more than one image reference point defined by a 
user within the digital image; receiving one or more than one 
image editing function assigned by the user and associated 
with the coordinates of the one or more than one defined 
image reference point; providing a mixing function algorithm 
embodied on a computer-readable medium for modifying the 
digital image; and processing the digital image by applying 
the mixing function algorithm based on the one or more than 
one assigned image editing function and the coordinates of 
the one or more than one defined image reference point. The 
method may optionally further comprise displaying a graphi 
cal icon at the coordinates of a defined image reference point. 
0190. A mixing function algorithm suitable to the inven 
tion has been described, and exemplar alternative embodi 
ments are disclosed, including a group consisting of a 
Pythagoras distance approach which calculates a geometric 
distance between each pixel of the digital image to the coor 
dinates of the one or more than one defined image reference 
point, a color curves approach, a segmentation approach, a 
classification approach, an expanding areas approach, and an 
offset vector approach. Optionally, the segmentation 
approach comprises multiple segmentation, and additionally 
optionally the classification approach adjusts for similarity of 
pixel attributes. The mixing function algorithm may option 
ally operate as a function of the calculated geometric distance 
from each pixel of the digital image to the coordinates of the 
defined image reference points. 
0191 Optionally, the disclosed method further comprises 
receiving one or more assigned image characteristics associ 
ated with the coordinates of a defined image reference point, 
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and wherein the mixing function algorithm calculates a char 
acteristic difference between the image characteristics of a 
pixel of the digital image and the assigned image character 
istics. The mixing function algorithm may also calculate a 
characteristic difference between the image characteristics of 
a pixel and the image characteristics of one or more pixels 
neighboring the coordinates of one or more defined image 
reference point. 
0.192 Additionally, optionally other steps may be added to 
the method. For example, the method may further comprise 
receiving one or more weighting values, and the processing 
step further comprising applying the mixing function algo 
rithm based on weighting values; or further comprise receiv 
ing one or more regions of interest associated with the coor 
dinates of one or more defined image reference point; or 
further comprise the step of providing an graphical user inter 
face comprising a first interface to receive the coordinates of 
the one or more defined image reference points, and a second 
interface to receive the one or more assigned image editing 
functions. 
0193 A method for processing of a digital image compris 
ing pixels having image characteristics has been disclosed 
comprising the steps defining the location of image reference 
points within the digital image; determining image editing 
functions; and processing the digital image by applying the 
determined image editing functions based upon either the 
location of the defined image reference points, or the image 
characteristics of the pixels at the location of the defined 
image reference points, or both. 
0.194. A method for image processing of a digital image 
has also been disclosed comprising the steps of providing one 
or more than one image processing filter, setting the coordi 
nates of one or more than one image reference point within 
the digital image; providing a mixing function algorithm 
embodied on a computer-readable medium for modifying the 
digital image; and processing the digital image by applying 
the mixing algorithm based on the one or more than one 
image processing filter and the coordinates of the one or more 
than one set image reference point. Optionally, various filters 
may be used, including but not limited to a noise reduction 
filter, a sharpening filter, or a color change filter. 
0.195 Also, any element in a claim that does not explicitly 
state “means for performing a specified function or “step 
for performing a specified function, should not be inter 
preted as a “means” or “step’ clause as specified in 35 U.S.C. 
S 112. 
0196. Therefore, although the present invention has been 
discussed in considerable detail with reference to certain 
preferred embodiments, other embodiments are possible, and 
the scope of the appended claims should not be limited to the 
description of preferred embodiments contained in this dis 
closure. 

1. A method for applying enhancements to a digital image, 
the method comprising the steps of 

a) providing an interface to display a preview of an image 
to the user; 

b) selecting at least one image reference point; 
c) overlaying agraphical mark over the displayed image for 

each of the at least one image reference point; 
d) determining a number representative of an effect 

strength for a plurality of pixels in the image for each of 
said graphical marks, said number representative of an 
effect strength being calculated as a function of the pixel 
location and pixel color at the location of the graphical 
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mark and the pixel location and pixel color of each of the 
pixels of the plurality of pixels using a mixing function; 

e) receiving parameters for one or more than one image 
modification functions; and 

f) selectively modifying the plurality of pixels identified in 
step d) with the one or more than one image modification 
functions. 

2-20. (canceled) 


