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(57) Claim

1. An error-correcting decoder for use as a counterpart

of an error-correction encoder for encoding a sequence of original
information symbols into a ‘sequence of original ccde symlitls

by production of original redundancy symbols in accordantg with |
a'predetermined rule and by addition of said redundancy symbols ' A

to the respective information symbols to form the respe’ctive . i

code symbols, said decoder including a sequential deccde controller

for eiecuting a sequential decoding’algorithm on an input sequnce

of recelved code symbols cerresponding io the respective original
:chelsymbois to produce a local sequence of presumed information

eymbols presumed for the respect1ye original information symbois,
 ah,encoder‘replica’for encoding said local sequence into a replica’ ‘ e 4
' eutput ;equencefof’presumed code symbols by‘prbduction of presumed - i
’redundancy symbols in accordance with said predetermined rule |

gnd by additioh of said presumed redendahcy symbols to the recpective
Jp;eeumed>info:mafion symbols to fofhhﬁhe respective presumed

b
‘.2 |
4% sald : l

S f‘ﬁ,\bde symbols, a’nd:' ‘a‘i»likél‘i;hoqd »ca‘lcglator'respons';i{:g
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.ihﬁﬁt;and'said.replica'output sequences for calculating Likelihoods
which said presumed code symbols have relative to the respective
-received code symbols; said likelihood calculator thereby producing
a likelihood signal representative of said likelihoods, wherein

- the improvement comprises:

a position counter coupled to said sequential decode

controller for counting position counts for the respective presumed
information symbols in said local sequence to produce a count

signal representative of said positfon counts;
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ABSTRACT OF THE DISCLOSURE:

For use in decodlng received code symbols corresponding
to original code'symbols consisting of original information symbols
and oriéinal redundancy symbols and comprising a sequential decode
conbroller (45) responsive to the received code symbols for producing

5 a sequence of presumed information symbols corresponding to the

respectiye original information symbols, an encoder replica (46,
.47).responsiVe to the presumed information symbols for producing
presumed code symbols conslSting of the presumed informaflon

symbols and presumed'redundancy symbols corresponding to the

10 reépective original redundancy symbols, and a likelihood calculator

'(48) for calculating likelihoods which the presumed code symbols
have'relaiive to the_respective received code symbols, & decoder

,comprlses a pos1tion counter (61) for counting pos1tlon counts

1
“+

for the respectlve presumed information symbols .in the sequence
15 and a modifier (81) for g1v1ng a predetermined value, such as
zero, to the likellhOOdS calculated for the respective presumed
' redundancy symbols untll the position counts reach a predetermlned :
_count after initiallzation of the pos1tlon counter, The posltlonr
' counter is 1n1tialized on deallng with- buffer overflow of at 7
20 | least one buffer used in the decoder, such as a buffer (41, 43)
‘5:for the received code symbols Preferably. the predetermined
”;fcount is equal to the number of presumed information symbols Ak

'Qheld at a time in’ the encoder replica for use 1n produclng each'. o

1iprc§umed redundancy symbol

e
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- channel or“to pﬁysggal defects of the storage medium. Regardleséf
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ERROR-CORRECTING DECODER FOR RAPIDLY

DEALING WITH BUFFER OVERFLOW

BACKGROUND OF THE INVENTION:

This invention relates to an error-correcting decoder
for use as a counterpart of an error-correction encoder.

In the manner which will later be described more in
detail, an error-correction encoder is for use in encoding a
sequence of original information symbols into a sequence of original
code symbols, For this purpose, a sequence of original redundancy

symbols is produced from the original information symbol sequence

- in accordance with a predetermined rule and added to the original

information symbol sequence to produce the original code symbol
sequence, Each redundaﬁcy symbol may consist of only one bit,
in thch event it is often the case to refer to the redundancy
symbol as. a redundancy bit. Thé'original code symbol sequence
is ‘whichever of a'bit—series and a bit-parallel sequence and
is either transmitted to a transmission channel or route or stored
in a‘stqragévmedium.

Either'transmitted'through the transmission channel
or repro&uced from ﬁhe storage medium, the original code symbol
éequence is supplied to a cbunterpart errof«torrecting decoder

as an input sequence of received code symbols, When compared

with thé original code'éymbol sequence, the input sequence generally

Bt S : e ‘
includes errors here and thereQQSinly due to noise in the transmission




of presence and absence of the errors, it is possible to understand
“that thegreceived code symbois are in correspondence to the respective
original code symbols. The decoder is for producing a reproduction
of the original information symbol sequence with the errors automatic-
ally corrected.
Such an. error-correcting decoder_is preferably a sequential
error-correcting decoder. In the sequential error-correcting
decoder, a sequential decode controller executés a sequential
decoding algorithm on the input sequence to produce a local sequence
of presumed or judged intormation symbols which are presumed
for the respective original information symbols. - An encoder
replica is operable like the encoder and encodes the local sequence
“into a‘replica_output sequence of presumed code symbols, To .
this end, the encoder‘replica produces a sequence of presumed
redundancy symbols in response to the local sequence and in accordance
Hwith_the predetermined rule. When used together. the presumed
"1nformation symbol sequence and the presumed redundancy symbol
sequence’proyide the presumed code symbol sequence, Responsive
‘\toftheminput and thefreplica.output sequences, a likelihood calculator
calculates 1ikelihoods which the presumed code symbols have relative
to the_respective'received code symbols, The.likelihood calculator .
thereby produces a. llkelihood signal which represents the likellhoods.
' The 11kelihood signal is fed back to the sequential
. decode,controller and is used in'executing the sequential decoding
algorithm.,«In:this'manner,=the sequentiai decoding algorithm
=is executed according toa trial -and error scheme to automatmc Aly
Ccorrect the errors and thereby to ‘make the encoder replica pxoduce

.the presumed information symbo] sequence ‘as the reproductlon
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of the original information symbol sequence, In order to carry
out the trial and error scheme, at least one buffer is used in
the decoder in the manner described in United States Patent Application
Serial No, 099,801 filed September 22, 1987, by the present applicant
(EPC Patent Application No. 87 1137 78.2 filed the 21st September
1987) with reference to the drawing figures of that patent application,
Inasmuch as the buffers have a limited capacity, buffer overflow
is inevitable,

It 1s to be noted that the encoder has an encoder internal
state which is variable from time to time., The encoder replica
has a replica internal state which varies in synchronism with
the encoder internal state in a steady state of operation of
the decoder, When the buffer overflow takes place, the replica
internal state becomes out of synchronism with the encoder internal
state,. This makes it impossible for the decoder to produce the
reproduction of the original information symbol sequénce. It
is therefore very desirable to deal with the buffer overflow
to rapidly recover the steady state of operation,

various methods of dealing with the buffer overflow
are already known. Typically, the methods are the "guess-and-restart"
technique and the blocked data technique described in-a book
jointly written by George C, Clark, Jr.,, and J. Bibb Cain under
ihe title -of "Error-Correction Coding for Digital Communications"
and first published 1981 by Plenum Press, New York and London,
particularly from page 316 to page 318 of the‘book.

According to the guess-and-restart technique, the input

sequence is read into the buffer wifh a predetermined length

omitted when the buffer overflow takes place. With a room thereby

San
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‘transmisision channel,
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formed in the buffer, the replica internal state is initialized

by using hard decisions of the received code symbols as the presumed
code’symbols. This may or may not put the replica internal state
into synchronism with the encoder internal state, If the synchronism
is not achieved by once initializing the replica internal state,

the replica internal state must repeadely be initialized with

a room agéin formed in the buffer, When the transmission channel

is used, the synchronismywould have to be again and again initialized
upon occurrence of hurst errors, Even when the storage medium

is used, 1t will take a loung time to reach the steady state of

operation of the decoder,

According to the blocked data technique, the original
information symbol sequence is blocked in the encoder into an
intermittent succession of blocks with a unique word interposed
between each palir of successive blocks, In the decoder, the
inpyt seqﬁence is read into the buffer with a predetermined number
of blocks omitted when the buffer overflow takes place, The |
replica internalystate is: initialized so as to be coincident
witﬁ the unique word. This may shorten the time necessary for

aChieving the synchronism, Use of the unique words, however,

reduces an amount of information which is either transmitted

~or stored, Méreover, bleck synchronism'must bevestablished between

the encoder and the decoder. This is very difficult in a trunk

It is necessary on the other hand in the

5>
ol

présent-dgy information-intensitive social system, into which ‘i

“electronic digital computers and electrical and 0ptical communication b

system are merged, to deal with a great amount of information 5:

at a high speed with the information protected agains any errors

(
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and without the block synchronism.

SUMMARY OFvTHE INVENTION:

It is therefore an object of the present invention
io provide a sequential error-correcting decoder capable of rapidly
dealing with buffer overflow. |

It is another object of this invention to proyide a
sequential error-correcting decoder of the type described, which

comprises a position counter initialized in a novel manner on

“dealing with the buffer overflow,

Other objects of this invention will become clear as

vthevdescription proceeds,

On describing the gist of this invention, it is possible

to define that an error-correcting decoder is for use as a counterpart

of an error-correction encoder for encoding a sequence of original

information symbols into a sequence of original code symbols

by production of original redundancy symbols in accorxdance with
a predetermined rulevand by addition of the redundancy symbols

tovthe respective information symbols to form the respective

“code symbols and includes a sequential decode controller for

eXeCuting a sequential decoding algorithm on an 1nput sequence

of received coue symbols corre5pond1ng to the resPective original

- code symbols to produce a local sequence of presumed information

symbols presumed for the;respeciive original information symbols,

an encoder replica for encoding the'local sequence into a replica

v\output sequence of presumed code symbols by production of presumed

»,redundancy symbds in accordance with the predetermined rule &nd

v«\f‘

"by addition of the presumed redundancy symuols to the respective :

\ j\presumed information symbols to form the respective presumed
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code symbols, and a likelihood calculator responsive to the input

~and-the replica output sequences for calculating likelihoods

which the presumed code symbols have relative to the respective

~received code symbols, which likelihood calculator is for thereby

producing a likelihood signal representative of the likelihoods,
| In accordance with tbis invention, the above-defined
error-correcting decoder is characterised by: (A) a position
counter coupled to the sequential decode controller for counting
position counts for the respective presumed information symbols

in the local sequence to produce a count signal representative

‘of the position counts; (B) modifying means responsive to the

count signal for modifying the likelihood signal intc a modified

Signai by giving a predetérmined value to the likelihhoods calculated

for the resPecfive.presumed redundancy symbols until the position

c¢ounts reach a predetermined count; and (C) supplying means for

supplying the modified signal to the sequential decode controller

to make the modified signal control execution of the sequential

»decodlng algorithm

* BRIEF DESCRIPTION OF THE DRAWING-

: Flg. 1 shows a specific example of error-correction

“encoders in blockS'for use 1q facilitating an understanding of

._,the *nstant 1nvention:

Fig. 2 shows a block diagram vf a'more general example

£ of the error-correction enroders for a simrlar use-

257;"

"” ing decoder:

Fig. 3 isa block diagram of a conventional error-correct-

Sds

Fig. 4 is a block diagram of an error-correcting decoder

3-.gaccord1ng to a Specific embodiment of this inventlon- and
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.'a{'blts. The encoder deals with the original information symbol

‘”fijsequence and the original code symbol sequence in bit parallel

“of orlginal redundancy symbols as a sequence of orig1nal code
r.grepresentative of the 1nformation

symbol con51ts of a single bit and is an original redundancy

hit; Each original code symbol consists of first through fourth

7

: Fig. 5-1s a block diagram of an error-correcting decoder
according to a more general embodiment of this invention,
DESCRIPTION OF THE PREFERRED EMBCDIMENTS:
‘-_rReferring to Fig; 1, a specific example of error-correction
encoders will be described at first in order to facilitate an
understanding of the present invention, Such an error—correction %
encoder will briefly be referred to as an encoder insofar as
no inconvenience arises.

In Fig, 1, “he encoder has encoder input and output

- terminals 21 and 22, The encoder output terminal 22 is for connection

to either a transmission channel or route or to a storage medium

(not shown), It will be assumed for a short While merely for

‘brevity of description that the output terminal 22 is connected

to a tranSmission channel,
;The encoder input terminal 21 is supplied with a sequence
of originalrinformation symbols representative of information
or data whichrshould be transmitted to the transiission channel - : ?:

thxough the encoder output terminal 22 together with a sequence

symbols. The Original.information symbol sequence is supplied

to the 1nput terminal 21 by segmenting an’ information bit sequence

For thé\specific example, each orlglnal 1nformation
Xa

symbol consists of first through third bits, Each original redundancy

Ca

“{3'
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In the manner which will be described later in the description,
each original redundancy symbol may consist of a plurality of

bits. In this event, the encoder deals with the original redundancy

symbol sequence also in bit parallel,

An encoder state holding circuit 25 is successively
supplied with the original information symbols from the encoder
input terminal 21. For the specific example, the state holding
circuit 25 is implemented by first through’third parallel shift
registers 26, 27, and 28 which are denicted in a staggered manner

merely for convenience of illustration and are supplied with

the first through the third bits of each original information

symbol'et a time, In the example being illustrated, eech shift

_register has first and second stages from a left end to a right

end of that shift register, The first stages of the respective

shift_registers 26 through 28 are supplied with each original

information symbol as a fresh intormation symbol,

- Inasmuch as each shift register has two Stages, two

3.original information symbols are held in the encoder state holding
_:circuit 25 at each instant of time and are shifted through the

: resp ctive shift registers 26 to 28 rlghtwardly of the figure

in the manner known 1n the art In this manner, the encoder

;state holding circult 25 has an encoder 1nterna1 state which
.1n renewed wheneyer-the sbate holdlng c;rcuit 25 is supplied
with each fresh'information'synbol

The first stages of the respectlve 'shift registers

_26 to 28 supply the fresh 1nformatlon symbol to the encoder output
':terminal 22, It will be sald that the encoder state holdlng

-', circuit 25 haa an informatlon symbol holdinv 1ength Qf two symbols
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because the state holding circuit 25 holds two information symbols
at each time instant to specify the encoder internal state,

An: encoder function generator 29 is coupled to the
encoder state holding circuit 25 in a predetermined manner which
wiil presently be exemplified. Responsive to the encoder internal
state which the state holding circuit 25 has at each time instant,
the function generator 29 delivers one of the original redundancy
symbols\to the encoder output terminal 22 concurrently with delivery
of each fresh information symbol from the state holding‘circuit
25 to the output terminal 22, |

.In‘Eig. 1, the encoder function generator 29 comprises
first thfougn third two-input Exclusive OR circuits 31, 32, and
33 and a single ﬁhree-input Exclusive OR circuit 34, The first
circuit 31 is supplied with two first bits held at a time in
the fiist shift register 26 for two consecutive original information
synbols, Similarly, the second circuit 32 is supplied with two

.second bits from the second shift reglster 27 and the third circuit

‘33, wlth two third bits from the third shift register 28, The

Cfirst through the-third clrcuits 31 to 33 produce first through

third output bits. Responsive to the first through the third

| outputdbits; ﬂhe singie circuit 34 delivers an odd parity bit.

to the encodef\output tefminal 22 as each original redundancy

o symbol or bitt

25
g
Yoo

"It 1s now understood that the encoder encodes the original

‘1nformation symbol sequence into the original code symbol:sequence

by produclng the original redundancy symbol sequen.e in aocordance

d_with a prede»ermined rule and by adding the redundancy symbol

fsequence to the information symbol sequence, For a different
(R < ' Al '
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rule, thé'encdder function generafor 29 may have a different
strucfupe'and/or may differently be coupled to the encoder state
holding circuit 25, .In addition, the encoder internal state
may be définéd by a different information symbol holding length.
Turning to Fig. 2, a more general éxample of the encoders
comprises similar parts which are designated by like reference
numerals and ére operable with likewise named signals, In the
more generél example, the encoder is for original information
symbols of a common bit lengfh or common information symbol length
of k bits and for original code symbols of a common bit length
or commor code symbol length of n bifs; The original redundancy

symbols have a common bit length or common redundancy symbol

length of (n - k) bits,

The encoder state holding circuit 25 has an information

symbol holding length of K symbols, It shculd be noted in this

~connection that the letter K has no direct conéern;with the other

The state holding circuit 25 is preferably implemented

by-first"throughrk-th parallel shift registers, each having first

‘through K-th stages.” The first stages of the first through the

k;ﬁh.shift registers are collectively depicted by a left end

' récfangular blbék:of the state holding circuit 25. At any rate,
.the'state ﬁolding'ci;cuitMZSIhdé an encoder internal state whicﬁ_

rris;feﬁéwed whenever the $£a£e holding cireuit 25 i3 supplied
with eédgloriginél 1nformatibn §y@bo1,frdm'thé encé@er'inpht

"férminaiVeras a fresh information symbol.

~ The encoder function generator 29 is-coupled to the

éh#odef state holding'cifCﬁit_25nih a predétegﬁineq:ﬁanhér.j

ReSpbnsivé ﬁojthggencoger in%érnal'state.‘the'function generator

o
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29 produces the original redundancy symbol sequence in accordance
with a predetermined rule, It will readily be understood that
the encoder of Fig., 2 is operable in the manner described with
reference to Fig, 1.

Reviewing Figs. 1 and 2, it may be mentioned here that
various codes are already known for use in error-correction encoding
in the manner described in the above-referenced book of Clark,

Jr,, and Cain, particularly on pages 227 through 231 of the book.

By way of example, the code may be a tree code, such as a convolution-
al code or a trellis code, It is possible to use the predetermined
rule in providing each original code symbol by any one of such

known codes,

Further turning to Fig. 3, a conventional error-correcting
decoder will be described. Like the error-correction encoder,
such ‘an error-correcting decoder will simply be called a decoder,

;t Qill be assumed that the conventional decoder is for use as

a counterpart of the encoder illusirated with reference to Fig.

2. vMQre particularly, the decoder is for use in combination

with the encoder which encodes a k-bit original information symbol
sequence:lnto‘an n-bit original corie symbol sequence, For this
nurpose, the encoder produces arn (n-k)—bit original redundancy
symbol sequence in accordance with a predetermined rule which

is exemplified in congunction with Fig. 1 and is mentioned with

: reference to the book Jointly written by Clark Jr,, and Cain,

]

The redundancy symbol sequence is added to the information symbol
sequence to prov1de the code symbol sequence

57 The decoder has decoder input and output terminals

L36 and 37 Either transmitted-through a transmission channel

PRI E SRS SRS
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or once stored in a storage medium and then reproduced therefrom,
the,originai code symbol sequence is delivered to the decoder
input terminal 36 as a decoder input sequence of received code

symbols having a common bit length oxr common code symbol length

of n bits. The decoder input sequence is therefore an n-bit

received code symbol sequence. When compared with the original
codefsymbol sequence, the decoder input sequence ras errors here

and there mainly due to either noise in the transmission channel

~or physical defects of the storage medium, Regardless of presence

and absence of such an error, it is possible to understand that

the received code symbols are in correspondence to the respective

original code symbols,

In practice, the decoder is not directly supplied with

“the‘decoder input sequence but with an enaiog reception signal,

An analog-to-digital converter (not shown) is therefore used
in comverting‘the analog reception signai to the decoder input

sequence for delivery to the decoder input terminal 36, In any

“evemt, theddecoder‘input\sequence‘is delivered from the input

terminal 36 to en_idiut'buffer-hl which is for use in accumulating

the‘received COde‘symbols.

Resposive to a forward move sigmal which will later:

,be described each received code symbol 1s moved rightwardly ‘

‘o of the figure from the input buffer 41 to a register 42 whlch

‘temporarily memorizes the received code symbol as a fresh code

,symbol In this manner. previous code symbol is further rightwardly

oved from the register 42 to an internal buffer 43 when another

“ff_fresh code symbol is stored in the register 42 from the lnput

N“"buffer 41 Such previous code symbols are accumulated 1n the
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" to the encoder state holding circuit 25 described in conJunction

e #6 ‘has: a local internal state which is renewed whenever the state"‘

_back to the input buffer 41,

: symbol is leftwardly moved from the internal buffer 43 to the

The sequential decode controller Ly thereby produces a local.

\ information symbol length of k bits

‘ywith Fig. 2 and receives the local sequence from the sequential

:decode cortroller 45

‘Vflholding circuit 46 1s supplied with each presumed information ‘

iy symbol as

13

" internal buffer 43 as internal code symbols,

Responsive toa backward move signal which will later

be described like the forward move signal, each received code

symbol is moved from the register 42 leftwardly of the figure

At this moment, each internal code

register 42 as a‘fresh‘code symbol,
In the manner which will become clear as the.description

proceeds, a sequential decode controller 45 executes a sequential

\ decoding algorithm_on a controller input sequence of received

code symbols which are supplied successively from the register

_ h2'primarily‘while the received code symbols are rightwardly

moved from the input buffer'hlyto‘the internal buffer 43, Responsive

~to each‘receivedlcode symbol of the controller input sequence,

the‘sequential decode controller'uj produces a presumed information
symbol‘which is presumed or judged as the original information
symbol included in the received code symbol under consideration
sequence of such presumed information symbols. In the‘example

being illustrated the presumed information symbols have a common

A decoder state holdimg circuit Mé is similar in structure:“

R S

As a consequence, the state holding circuit

% fresh information symbol
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It‘isvto be noted that the decoder state holding circuit
46 should be‘capable of reversedly renewing the local internal
state when ﬁhe received code symbols are successively supplied
from thepregister 42 while leftwardly moved from the register
42 back to the input buffer 41 and from the internal buffer 43
back to the register 42, Each shift register should therefore

be a bidirectional shifﬂ register when the state holding circuit

L6 is implemented by parallel shfit registers in the manner described.

in connection with Fig, 2. At any rate, the state holding circuit
46 produces a'ciréuit output sequence of such fresh infornation
symbols,
The sequential decode controller 45 supplies either
the forward move signal or the backward move signal to a bus
- which will later be partly illustrated, Besides rightwardly
moving the received code symbols from the input buffer 41 to
the regisfer 42 and from the register 42 to the internal buffer
43, the forward move 51gnal is 'used in forwardly renewing the
d1ocal internal state. as by movi;* the presumed 1nformation symbols
through;the decoder state holding circuit 46 richtwardly of the
figure, ;Likeuise,‘fne backward move signal is used in reVersedly
or backwardly ,renewing‘ the local internal state.
A'deCoder‘function'generator 47 has a;S£ructure which
*:13 identical with that of the encoder function generator 29 described
~in connection with Fig. 2 and is coupled to the decoder state
;’holding circuit L6 1nrthe manner~in which'the encoder functlon

”fgenerator 29 is coupled to the encoder state holdLng circuit

N ,25,1 Nhenever the 1ocal internal state is elthcr forwardly or

’FQ77backwardly renewed the functlon generator 4? produces a presumed '
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redundancy s&mbol corresponding to the original redundancy symbol
which is included in the. fresh information symbol used to renew
the local internal state. In this manner, the function generator
49 produces a generator output sequence of such presumed redundancy
5 symbols which have a comnon redundancy symbol length of (n - k)
bits. ;
It is now understood that a.combination of the decoder
state holding circuit 46 and function generator 47 serves as
an encoder replica which is operable like the encoder illustrated
10 with reference to Fig, 2, More specifically, the encoder replica
is for encoding the local sequence into a replica output sequence
of presumed code symbols by producing the presumed redundancy
symbols in accordance with the predetermined rule used in the
encoder in question and by adding the presumed redundancy symbols
15 to the presumed information symbols. The replica output sequence
thegefore consists of the circuit output sequence and the generator
output sequence and is an n-bit sequence, The local internal
state may now be called a replica internal state,
A likgliho6d calculator 48 is supplied with the replica
20 output sequen¢e from the encoder replica and successively with
the received code symbols. from the register.QZ and calculates
a likelihood representative of a degree to which each presumed

- code symbol of n bits is similar to one of the received code

-‘symbols of tﬁe common codg symbol lengfh of n bits in‘the manner _
k.‘25'  ‘uhich:will presentlfvbe descr1bed._‘The likelihood calculator LE
0 hSZthérgby ﬁroduces,a likelihood signai representative of the |
'-flikeiihdods'ﬁhi¢h £he présumed.codé symbols have“fel#tive td

: the'respéCtive receiYéd ¢ode symbols, “In the conventional decoder,
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thie likelihood signal is delivered directly to the sequential
decode contrcller 45 to control execution of the sequential decoding
algorithm as will shortly become clear,

Supplying the local internal state to the decoder function
generator 47 and the circuit output sequence to the likelihood
calculator 48, the decoder state holding circuit 46 successively
produces the presumed information symbols of.the local sequence
from e right end thereof as circuit output symbols while the
received code symbols are rightwardly moved from the input buffer
41 to the internal buffer 43 through the register 42, 1In the
manner known in the art, the circuit output symbols are accumulated
in an output buffer 49 as buffered symbols which are sequentially
| delivered from the output buffer 49 to the decoder output terminal
37 es a decoder output sequence, During a steady state of operation
of the decoder during which the received code symbols are steadily
rigbtﬁardiy moved, a reproduction of the original information
symbol seqcehce is'given by the output sequence in which the
errors, if any, are automatically corrected,

In the ebOQe—cited book jointly written by Clark, Jr,,

~and Cain, particularly on pages 267 through 328 of the book;

varfcus sequential decoding-algorifhms are described For example,

the sequential decode. controller 45 may use an algorlthm which

is known as the Fano algorithm in.the art and will be exemplified
* in the followingw The Fano algcriths is'described in detail
'ih'an article contributed by Robert M. Fano to IEEE Transattions
‘on Information Theory. Volume IT- 9, April 1963, pages 64 through
7h1_under the tltle of:"A Heuristic Discussion of" Probabilistic i

- Decoding,”
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The Fano algorithm will now be described in connection
with a case wherein the original information symbols have a common
information symbol length of two bits., 1In this case, each information
symbol is .one of four possible or allowable symbols 00, 01, 10,

5 and 11. When individually supplied with the four possible symbols
in eaeh received code symbol delivered from the register 42,
the: encoder replica produces various replica output symbols in
the replica output sequence in correspondence to the four possible
symbols. The sequential decode controller 45 compares the received
10 code eymbol cyclically or otherwise with the replaca output symbols
and presumes or judges that the receilved code symbol in question
" 1s one of the replica output symbols that has a maximum likelihood
relative to the recelved code symbol under consideration. In
this manner, one of the four possible symbols is selected as
15 :the presumed information symbol for the received code symbol
being dealt with.
| In the conventional decoder being illustrated, the
likelihoods are calculated separately by the likelihood calculator
48, The Fand'iikelihood ;L,‘as called in the art, is widely
20 used on comparing the likelihoods which*the respective replica
output syhbols have relative to each received code symbol, The
Fano likelihood is defined by: o
A = log,[p(v[x)/p(y)] - B,
where p(y) represents a probability that the received code symbol
25 is a code symbol ¥, p(y|x) represents another probabil;ty that : ;f
the received code symbol is the code symbol N when the orlginal
'ecode symbol 1s another code symbol X, and B represents a parameter :

"which is cal%ed a _bias term and for which an optimum value is
e \ -
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The Fano likelihood

has'a'real value, In practice, the Fano likelihood is approximated

,for conVenience/of implementation of the sequential decode controller

hS by an integer'which,ismapprorimately proportional to the real
value, Moreover, the presumed information symbols are successively

presumed with a maximum accnmulated likelihood calculated in

‘the sequential decode controller 45.

It is to be noted here that a great number of errors

may appear ir the decoder input sequence either ihen the transmission
channel is subjected to strong noise or when the storage medium

| In such;an event, an,erroneous symbol
may:be presumed as the presumed information symbol. Once such
an erroneousrpresumption'is carried out, the local internal state
will thereafter become different from the encoder internal state.
VIn‘other words, the replica internal state becomes out of -synchronism

withrthe:enooder'internal state, As a result, the sequentlal

decode controller h5 becomes incapable of finding a presumed

information symbol It is therefore posslble from a dlfflculty

“in- f1nd1ng a presumed informatlon symbol, to detect the fact-

A rigorous .

criterion 1s>descrihed in the Fano article for use in deciding

hether ro not an erroneous symbol has ever been presumed as

'a presumed 1nformation symbol

Accordlng to the Fano algorlthm. the local internal

'l'state is returned to a past 1nternal state when the sequential

’fdecode controller 45 finds it dlfficult to decide a replica output

Thereafter. the sequentlal
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as a;corrected symbol, another replica outpiut symbol having the

Fano likelihood which is next great to the Fano likelihood calculated
for the erroneous symbol. The Fano algorithm is reStarted from

the corrected symbol.

If such a return to the past internal state has ever
been done, the last-mentioned replica output symbol must have
already been tested as regards the Fano likelihood, In this
e?ent, the localvinternal state is returned further back to a
more previous internal state, The Fano likelihood is once again
calculated to judge still another replica output symbol as a
fresh'cérrected symbol, - In this manner, the Fano algorithm proceeds
according to a trial and error schenme,

In order to renew the local internal state successively
in response to the presumed information symbols of the local
sequence during the stéady state c¢f operation of the decoder
ahd.to return the local internal state either back to the past
stéte or’fﬁrther back to the more previous state, the sequential
decode controller 45 delivers the forward and the backward move
signals tovthe afore:henﬁioned bus. Incidentally, it is likewise
possible to put the sequential decode controller 45 into operation
by a sequential decoding algbrithm which is known as the stack

algorithm in the art. Such an encoder and a conventional decoder

‘are readily implemented in the manner disclosed by Ceorge David -

' Fofney,'Jf.. in United States Patent No. 3,665,396,

A R
: ‘k In the manner described heretobefore, buffer overflow
ivitableiin ai'least one of the input, the internal, and

" the output buffers 41, 43, and 49, Inasmuch as the buffers 41,

.43, and 49 are typically various parts of a random access meﬁory

OO
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~ (usually abbreviated to RAM), the buffer overflow;is uetected
by a polnter or pointers known in the art,

.It is described also hereinabove in connection with
the conventional decoders that recovery from the buffer overflow
is possible elther‘according to‘the guess-and-restart technique
"by initializing the local internal state by hard decisions carried i
out by the sequential decode controller 45 on the received code
symbols or according to the blocked data technique by initializing
the local internal state in coincidence with the unique words
'qinterposed‘in the decoder input seiuence and hence also in the
coatroller input sequence, However, these conventional technlques
‘are not quite satisfactory.

Referring now to Fig. &4, the descriptlon will proceed

‘to an error-correcting‘sequential decoder accordlng to a specific

‘embodiment of this invention, The decoder comprises similar

parts which are designated‘by like reference numerals'and are

30perable with likeRiSe named signals except for several novel

points that will presently be described and are very important

in rapidly carrying out rccovery from buffer overflow based in

principle on the guess-and-restart technique rather than on the

blocked da+a technique. : | _
It is assumed that the decoder being 1llustrated is o d iﬂ_

for use‘as a counterpart of the encoder illustrated with reference ‘ |

;‘to Fig. l, That is, the decoder is for use in combination with

‘the encoder which encodes a three-bit original information symbol

'dsequence 1nto a four-bit origlnal code symbol sequence with a

‘J;nsingle'bit original redundancy symbol sequence produced 1n accordance ‘

thwith a predetermined rule exempllfied in congunction with Fig. 1
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and added to the 1nformation symbol sequence, - Each presumed
information symbol has first through third;bibs corresponding
| to the first through the third bits of each original information
symbol,
i 5 - In the known manner, the decoder state holding circuit
48'15 implemented by first through third parallel shift registers
51, 52, and 53. Each of the shift registers 51 through 53 is
a bidirectional shift_register and has first and second stages
‘e in correspondence to bhe shift registers 26 through 28 described
e, 10 in conjunction with Fig. l.‘ It will be said that the first stages
ARl | of the respective shift registers 51 to 53 are at a first end
e | of the state holding circuit 46 and that the second stages are
| at a second end of the state holding circuit 46,
5*," ‘ ‘ when_ﬁhe forward move signal is produced, the first
.':*7- 15 ihrough the‘thlrd bits of each presumed information symbol are
supplied from the sequential decode controller 45 to %“he first | ‘ ‘ %%
‘end of the_decoder state‘holding ¢ircuit hé collectively as a :
'fresh information symbol Such Presumed information symbols
teep e ‘are forwardly shifted through the state holding circuit 46 to
20 'be delivered from the second end to the output buffer 49 as the
afore- mentloned clrcult output symbols Successive fresh 1nformation
_symbols are delivered to the likelihood calculator 48 as the
-‘vabove-mentioned c1rcu1t output sequence.," : ‘ h_‘ S o S | ;jf
AR | When the. backward move signal is produced each buffered E |
"‘25 fjssvmbol is supplied from the output befer 49 back tovthe second
o end of . the decoder state holdlng circuit Le as one of the presumedi
\-:Tiinformation symbols and are backwardly or reversedly shifted

‘,\through the state holdlng circult 46 On reaching the flrst : o o g4
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end, nainy to the first stages 6f the respective shift registers
51 through 53, each presumed information symbol becomes a '"fresh"
information symbol,

The decoder function generator 47 comprises first through
third two-input Exclusive OR circuits 56, 57, and 58 and a single
three—ihput Exclusive OR circuit 59, Like the encoder function
generator 29 descfibed in connection with Fig. 1, the circuits
56 through 59 are used in producing the single-bit presumed redundancy
symbols  of the generator output sequence in response to the replica
interndl state which is either forwardly renewed by the forward

move signal or backwar«ly or reversedly renewed by the backward

move signal.

On describing the novel points, those of the presumed
information symbols will be called replica information symbols
which are held in the encoder replica at each time instant and
inclﬁde each fresh information symbol, Furthermore, a sequence
of the circuit output symbols will be named a replica information
sequence, Inasmuch as the input and the internal buffers 41
and 43 are for the'rgceived code éymbols, it is now possible
to say that the decoder comprises a buffer arrangemenf which
is for the decoder input sequence and the replica information
sequence and is, in the manner described beforé; subject to the
buffer overflow,

The decoder input sequence consists of a partlal sequence

wf received redundancy symbolg»co:r63ponding to the respective

original redundancy symbols and a remaining sequence of received

‘information s&mbols corresponding to the respective original

information symbols. In theyéxample qung illustrated, each
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recelved code symbol has first through fourth bits, among which
the first through.the third bits are had by eaqh received information
symbol and are in correspondence to the first through the third
- bits of each presumed information symbol, The fourth bit is
5 had By each received redundancy symbol and corresponds to a single
bit of the presumed redundancy symbol. The partial and the remaining
sequences are used in bit parallel, Incidentally, the circuit
and the generator output sequences may alternatively be termed
a fresh informa£ion symbol sequence and a presumed redundancy
10 symbol sequence, Lo
In Fig. 4, the sequential decode controller 45 produces
an 1ni£iaiizing signal when the buffer overflow should be dealt
with, A position counter 61 is coupled to the sequential decode
controller 45 to count position counts for the respective presumed
15 information symbols in, the local sequence and to produce a count
signal representative of the position counts. The sequential
decode controller 45 supplies the position counter 61 with the
forward and the backward move signals and additionally with the
‘initializing signal és a clear ;igpal.
20 ' For the example being illﬁgfrgted. the position counter
61 comprises a twelve-bit counter 62 ha;ing a clear input terminal
CLR supplied with the clear signai, a count increasing terminal
‘ INC, and a count decfeasing terhinal DEC. The clgar signal clears

o or initializes the'counter 62 ahd therefore the position counter ’ f i

25 '61 to decimai zero, The forward move signal is'supplied to a

first input ierminal'of an inceasing AND circuit 63.  The backward

4

= R ‘ . i move signal is-sﬁppliqd to a first input terminal of a decreasing

: AND‘éifcuitﬁéﬁ; It may be mentioned here that the tweiVe-bit

[

RN S T8
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12 - 1).

counterb62 is counted up and down between zero and (2
an inverter 65 is for inverting the most significant bit of a
/tweiveebit output binary signal of the counter 62 into an inverted
“bit. VArsecond input terminal of each of the increasing and the
5  decreasing AND circuits 63 and 6b is supplied with the inverted

‘bit, The forward and the backward signals therefore count up

and down the position counts unless the most significant bit

TRT becomes the binary one at the position count of (212 1). The

; r,:; . AND circuits 63 and 64 and the inverter 65 are therefore for

::Z::' 107 preventing the position counts from returning to zero even when

Q;::Ex the forﬂard.m°ve signal is produced for the presumed information

r::::;' symbols_greater in number.than (212 - 1) during the steady state
of operation of the decoder yith no buffer overflow.

_Ef,;;‘ B In the likelihood calculator 48, a partial calculator
zzé::t o 15 Véis supplied with the partial sequence and the presumed redundancy
:t; ) sym@ol sequence and calculates redundancy symbol likelihoods

e
;:'rj; . *which the presumed redundancy symbols have relative to the respective
R received redundancy symbols - In the illustrated example the
e
‘zEE ;' . partial calculator comprises a single Exclusive OR circuit 71
;‘k e'f'h 20 responsive to the presumed redundancy 'symbol sequence and the

v
ool

i
-1
S
B
5

| partial sequence for calculating first through third more s1gn1f1cant
bits of each redundancy symool likelihood In the partial—calculator,
' a calculator input terminal 72 is supplied with a calculator '
input signal representative of unity to give a fourth or the
25.i::least s1gnificant bit of each redundancy symbol likelihood
rifS;Each redundancy symbol likelihood is therefore given by a two s
*f;_icomplement and is an integer which is equal to plus decimal oned'

“i: and anus decimal seven when the presumed redundancy symbols '
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& OR'circuif 77.  The third bits are delivered through a third

.;gread-only memqu 75, thelinformation symbol likelihoods are given

.‘accordingvto; RIS D o ' i

25

are and are not identical with the respective received redundancy
symbols, respectively,
| A remaining calculator of the likelihood calculator
48 is supplied with the remaining sequence and the fresh information
symbol sequence and calculates information symbol likelihoods
which the presumed information symbols have relative to the respective
received information symﬁols. The remaining calculator thereby
produces a partial signal representative of the information symbol
likelihoods as a part of the likelihood signal,

More specifically, the remaining calculator comprises
a read-only memory (ROM) 75 having a plurality of addresses in
which the respective information symbol likelihoods are preliminarily
written, The remaining seqﬁence and the fresh information symbol
seqhence are collectively used as a bit-parallel address signal
for aécessing various addresses of the rzad-only memory 75 in :
a¢cord$nce with various: combinations of  binary one and zero bits
of the received énd the fresh information symbols.

| In the example belng illustrated, egch information

symbolvlikelihood isﬁrépresented by six bits and is given by
a two's complement, kThe'first bits of each fresh information

symbol and each received inforﬁation symbol are delivered to

‘the read?only memcry 75 through a first Exclusive OR circuit

.‘76. The second bits are delivered through a secopd Exclusive

Exclus;ye OR circuit 78. For the respective addresses of the - i

(M) xzlx (3 -__..2.)" 
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'mhere 2lrepresents_the number_of binary one bits in the three-bit

address s1gnal

‘The decoder comprlses a modifier 81 supplied with the

signal representativerof the redundancy and the information symbol
likelihoods from the ukelsihood calculator 43,

81 is for modifying the likelihood signal into a modified s1gnal
modified signal, the partial signal ls-untouched; namely, the
information symbol lekelihoods are delivered to the sequential

decode controller 45 as they stand.

the»positibn counts reach a'predetermined_connt after initialization

26

_ Count.signal from the position counter 61 and the likelihood

The modifier

for dellvery to the sequential decode controller 45, In the

On the other hand, the redundancy

- symbol likelihoods are given a predetermined value only until

of‘the"poSition counter.él‘or the position counts,

holds two presnmed information symbols at a time, the predetermined

- In the illustrated example whersin the encoder replica

:cOUnt'is;preferably'equal to decimal two, namely, equal to a

comprises a CQmparator input terminal 82,supp1ied'with a reference _l

'1n:the.encoder replica at each time instant.

7’predetermined_number of the replica information symbols held

' The modifier 81

: signal representatife of@tnerpredetermined'count'as.a-reference
g count, Responsive to the count signalfand the reference signal,
U S L e R R
Ya cOmparator 83 compares,the position counts with the reference -

o count to produce a comparison result slgnal which has a logi~'

. Zero and a loglc one 1eve1 when the position counts are equal

'greater than the reference count respectively. o

/ "l“to the reference count or less and when the pOSLtion counts are |

s e e o s

|
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”lFirst-througn fburth AND7circuits 86, 87, 88, and 89
are supplled with the comparlson result 51gnal in common and
‘ wlth the flrst through the fourth bits of each redundancy symbol
_llkellhood. It is now clear that zero is given as the predetermined
‘value to the redundancy symool likelihoods only when the position
‘connts‘are not‘greater than the reference coﬁnt. It is possible
ln tnis,manner to select zero:or a minus value as the predetermined
value for the‘redundancy symbol likelihoods which are variable
‘between a positive and a negative 1nteger generally when each
“received redundancy symbol and hence each presumed redundancy
. symbol has a plurality of bits,.
| ln‘ihe sequential decode controller 45, the modified
”signal is used‘in‘the manner in whicn the likelihood signal is
“used in the conventional decoder, More particularly, the modified
' signal is used.in‘controlling execution of the sequential decoding
‘algorithm. '6nly when the‘predetérmined‘value is given to the

redundancy symbol llkellhOOdS the modifled 51gnal becomes ‘the

‘Nhf“partial signal In this event the sequential decode controller

"45 executes the sequential decoding algorlthm in response to
the partial s;gnal alone, Inc1dentally, it may become necessary
to initialize also ihe encoder replica‘as'initne conventional
‘decoderﬁupon occurrence of the buffer omerflowi,lLike‘inithe
convenﬁional decoder, the encoder replica‘is.initialllzed:with\
-ﬁlhe sequentlal decode controller 45 used: to supply the encoder

'replica with hard decisions of the received code symbolsqofkthe

‘decoder input sequence 1nstead of the presumed information symbols

5 of the local sequence
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‘ Refetring to‘Fig.fﬁ, the description will further proceed
to an efror—correcting sequential decodér according to a more
general embdaiment of this invention, The décoder comprises
similar parts which are designated by like reference numerals
and are operable with likewiée named.  signals, The decoder is
for use as . a counterparf of the encoder illustrated with reference
to Fig. 2. As regards the number of bits of each symbol, various
symbol sequences are identical with those described in conjunction
with Fig, 3. Except for different number of bits, other symbol
sequences and other signals are used in the manner described
in connection with Fig. 4. For the replica information symbols
held‘in the decoder state holding circuit 46 of the encoder replica

to define the replaca internal state at each time instant, the

‘predetermined number is equal to K as described in relation to

Fig. 2;

In the manner described with reference to Fig. 4, the
likelihood calculator 48 comprises a partial calculator and a
remaining calqulator.' The partial calculator compiiseé a read-only
memory of'the type o?,the‘membry 75 described ‘in conjunction

With Fig. 4 and is for calculating the redundancy symbol likelihoods

"of the type described above, The remaining calculator is for

calculating the information symbol likelihoods to produce the

partial signal representatiVe of the information 'symbol likelihoods,

The position counter 61 and the modifier 81 will readily be implemented

when reference is had to the description relating to'those depicted

~in Fig. 4.

_+: Reviewing Figs, 4 and 5, it should be noted that the

:replica internal state may incorrectly be initialzed into an

o,

e e

. ":‘l;)q, i o
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incorrectly initialized internal state by erroneous information
symbols upon start of the‘seqﬁential decoding algorithm or upon
" dealing with the buffer overflow. In addition, the replica internal
state may become out of synchronism with the encoder intérnal
5 state to become an incorrect internal state during progress of
the sequential decoding algorithm. Being produced in compliance
with the replica internal state, the presumed redundancy symbois
become incorrect redundancy symbols when the replica internal
state is incorrect.
10 If the guess-and-restart technique is used in strict
accordance with prior art, the incorrect redundancy symbols may
make tﬁe Sequential decode controller 45 judge each correctly
presumed information symbol as an erroneous information symbol
because the incorrect redundancy symbols may unduly reduce the
15 likelihood which must be great if the presumed redundancy symbols
were correct. - Alternatively, the sequential decode controller
'95 may judge an erroneous.information symbol as a correctly presumed

information symbol when the erroneous information symbol has

’

a great, ‘likelihood due to the incorrect redundancy symbols,

20 In éither event, 1t becomes necessary to repeatedly return the
replica intarnal state either back to a past internal state or
further baék to a more previousvinternal state and to freqently
deal with the buffer overflow

According to this invention, the redundancy symbol:

25 1ikelihoods are given a predetermined value by the modifier 81
A L until‘the position counts of the position counter 61 reach the
. predeterminedécount, namely, until ‘a predetermined time interval

1ap$es;vafter initialization of the position counter 61, The

g e e A S R e T L as s s o
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" redundancy symbol likelihoods of the predetermined value are

astonishinély effective in preventing the sequential decode controller
45 from judging eiﬁher a correctly presumed information symbol

as an erroneous information symbol or an erroneous information

symbol as a correctly presumed information symbol when the replica
internél state is-incorrect. As soon as the predetermined time

interval lapses, the initialized internal state is swept out

of the encoder replica even if the initialized internal state

" may be incorrect. This reduces the probability that the buffer

overflow takes place again and again, As a result, the buffer

overflow is unexpectedly rapidly dealt with in marked contrast

" to the guess-and=restart technique carried out without the improvements

in the error¥correcting sequential decoder which have so far

been described,
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The claims defining the invention are as follows:

1. An error-correcting decoder for use as a counterpart
of an error-correction encoder for encoding a sequence of original
information symbols into a sequence of original code symbols
by production of original redundancy symbols in accordance with
a predetermined rule and by addition of said redundancy symbols
to the respectivevinformation symbols to form tlie respective
code symbols, said decoder including a sequential decode controller
for executing a sequential decoding algorithm on an input sequnce
of received code symbols corresponding to the respective original
code symbols to produce a local sequence of presumed information
symbols presumed for the respective original information symbols,
an enpoder replica for encoding said local sequence into a replica
output sequence of presumed code symbols by production of presumed
redundancy symbols in accordance with said predetermined rule
and by addition of said presumed redundancy symbols to the recpective
presumed information symbols to form the respective presumed
code symbols, ‘and a 1ikelihood calculator responsive to said
input and said replica output sequences for calculating likelihoods
which said presumed code symbols have relative to the respective
received code symbols, said 1likelihood calculator thereby producing

a likelihood signal representative of said likelihoods, wherein

. the improvement comprises: -

a position counter coupled to said sequential decode
controller for counting position counts for the respective presumed
information symbols in said local sequence to produce a count

signal :epresentative of .said position counts;

Y S e A A s G g i
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(Claim 1 continued)

modifying means responsive to said count signal for
modifying said likelihood signal into a modified ‘signal by giving
a predetermined value to the likelihoods calculated for the respective
presumed redundancy symbols until said position counts reach
a predetermined coun£ after initialization of said position counter;
ﬁnd

supplying means for supplying said modified signal
to saild sequential decode controller to make said modified signal
contfol execution of said sequential decoding algorithm,

2.’ A decoder as claimed in Claim 1, said encoder replica

being. for holding a predetermined number of the presumed information

'symbols of said local sequence at each time instant as replica

information symbols and for successively producing said replica
inforhatién symbols ‘as a replica information sequence, said decoder
furthgr including buffer means for buffering said input sequence

and said replica information sequence and being subject to buffer
overflow, Qheréin said séquential decode controller is for producing

an 1nitializing signﬁl for initializing said position counter

“on dealing with said buffer overflow,

3. A decoder as claimed in Claim 2, wherein said predeter-
mined count is eqdal‘tO‘said predetermined number,
4, A decoder as claimed in Claim 3, the likelihoods

calculatedvfor the respective presumed redundancy symbols being

 §ariab1e between a positi#e and a negative integer, wherein said

predetermined value is not greater than zero,
‘5, A decoder as claimed‘in Claim‘l, sald encoder replica

producing said presumed redundancy sympols as a presumed redundancy
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(Claim 5 continﬁed)

symbol sequence in: said replica output sequence, said input sequence
including a partial sequence of received.redundancy symbols correspond-
ing to the respective original redundancy symbols, wherein:

said likelihood calculator comprises a partial calculator
responsive to said partial sequence and said prusemed redundancy
symbol sequence for calculating redundancy symbol likelihoods
which the presumed redundancy symbols of said presumed redundancy
symbol sequence have relative to the respective received redundancy
symbols;

said modifying means being for giving said predetermined
value to said redundancy symbol likelihoods until the position
counts reach said predetermined count after initialization of
said positi¢n counter,

6. A decoder as claimed in Claim 5, said encoder replica
being for producing the presumed information symbols of said
locél‘Sequenﬁe as fresh information symbols one at a time and
for successi%ely producing said fresh information symbols as
a-fresh information symbol sequencz in said replica output sequenée.
said input sequence including a remaining sequence of received
information symbols corresponding to the respective original
information symbols, wherein:

said likelihood calculator comprises a remaining calculator

responsive to saild remainihg sequence and said fresh information
symbol sequence for calculaﬂing information symbol likelihoods
which said fresh information symbols have relative to the respesctive

received information symbols, said remaining calculator thereby
' {

“?Poducing a partial signél;representative of said information
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(Claim 6 continued)
symbol likelihoods as a part of said likelihood signalj;

said sequential decode controller executiiig said sequential

‘decoding algorithm in response to said partial signal alone while

said predetermined value is given to said redundancy symbol likelihoods.

DATED this TWENTY THIRD day of DECEMBER 1987

NEC Corporation

Patent Attorneys for the Applicant
SPRUSON & FERGUSON
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