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(57) Abstract: A motion compensation system for tracking and compensating for patient motion during a medical imaging scan
comprises an optical marker comprising an optically visible pattern and a mounting portion; a first optical detector positioned to di-
gitally image the optically visible pattern along a first line of sight; a second optical detector positioned to digitally image the optic -
ally visible pattern along a second line of sight; a tracking engine configured to determine a pose of the object in six degrees of free-
dom by analyzing images from the first and second optical detectors; and a controller interface configured to generate tracking in-
formation based on the pose and to electronically transmit the tracking information to a scanner controller to enable compensation
within a medical imaging scanner for object motion.
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SYSTEMS, DEVICES, AND METHODS FOR TRACKING AND COMPENSATING
FOR PATIENT MOTION DURING A MEDICAL IMAGING SCAN

INCORPORATION BY REFERENCE TO RELATED APPLICATIONS

[0001] The present application is a PCT Application, which claims priority to U.S.
Patent Application No. 13/831,115, titled SYSTEMS, DEVICES, AND METHODS FOR
TRACKING MOVING TARGETS, filed on March 14, 2013, which claims the benefit of
U.S. Provisional Patent Application No. 61/849,338, titled SIX DEGREES OF FREEDOM
OPTICAL TRACKER, filed on January 24, 2013. The present application also claims priority
to U.S. Provisional Patent Application No. 61/834,382, titled SYSTEMS, DEVICES, AND
METHODS FOR TRACKING MOVING TARGETS, filed on June 12, 2013. Each of the

foregoing applications is hereby incorporated herein by reference in its entirety.

BACKGROUND

[0002] The disclosure relates generally to the field of motion tracking, and more
specifically to systems, devices, and methods for tracking and compensating for patient
motion during a medical imaging scan.

[0003] There are various modalities for performing medical imaging of patients.
For example, magnetic resonance imaging (MRI) is a medical imaging technique used in
radiology to visualize internal structures of the body in detail. An MRI scanner is a device in
which the patient or a portion of the patient’s body is positioned within a powerful magnet
where a magnetic field is used to align the magnetization of some atomic nuclei (usually
hydrogen nuclei — protons) and radio frequency magnetic fields are applied to systematically
alter the alignment of this magnetization. This causes the nuclei to produce a rotating
magnetic field detectable by the scanner and this information is recorded to construct an image
of the scanned region of the body. These scans typically take several minutes (up to about 40
minutes in some scanners) and in prior art devices any significant movement can ruin the

images and require the scan to be repeated.
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[0004] U.S. Patent No. 8,121,361, issued Feb. 21, 2012, entitled Motion Tracking
System for Real Time Adaptive Imaging and Spectroscopy, describes a system that adaptively
compensates for subject motion, and the disclosure therein is hereby incorporated herein by
reference.

[0005] Additionally, there are various radiation therapies, proton therapies, and
other therapies that can be applied to patients. For example, radiation therapy can be applied
to a targeted tissue region. In some systems, radiation therapy can be dynamically applied in
response to patient movements. However, in many such systems, the tracking of patient
movements does not have a high degree of accuracy. Accordingly, the use of such systems
can result in the application of radiation therapy to non-targeted tissue regions, thereby
unintentionally harming healthy tissue while intentionally affecting diseased tissue. The

foregoing is also true for proton therapies and other therapies.

SUMMARY

[0006] The disclosure herein provides systems, devices, and methods for tracking
and compensating for patient motion during a medical imaging scan, such as during a
magnetic resonance imaging scan.

[0007] An accurate and reliable method of determining the dynamic position and
orientation of a patient’s head or other body portion during MRI scanning or therapeutic
procedures is a requirement in any attempt to compensate for subject motion during such
procedures. Toward this end, disclosed herein are systems and methods that include practical
optical head tracking capability using at least a first sensor, e.g., a first camera, and a second
sensor, e.g., a second camera, such as a pair of cameras, for example ordinary CCD cameras,
ordinary white light or LED illumination, and a marker or target, such as a compact,
inexpensive target which mounts comfortably and rigidly to the subject’s skeletal frame. The
camera can be configured to detect any desired wavelength or range of wavelengths of
energy, including one or more of the infrared, near-infrared, visible, or ultraviolet spectra for
example. Some preferred embodiments can track head and other body motion having up to

and including six degrees of freedom (sometimes referred to as 6-DOF).
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[0008] For purposes of this summary, certain aspects, advantages, and novel
features of the invention are described herein. It is to be understood that not necessarily all
such advantages may be achieved in accordance with any particular embodiment of the
invention. Thus, for example, those skilled in the art will recognize that the invention may be
embodied or carried out in a manner that achieves one advantage or group of advantages as
taught herein without necessarily achieving other advantages as may be taught or suggested
herein.

[0009] In certain embodiments, a motion compensation system for tracking and
compensating for patient motion during a medical imaging scan comprises: an optical marker
comprising an optically visible pattern and a mounting portion, the mounting portion
configured to affix the optical marker to an object being tracked, the optically visible pattern
comprising a plurality of reference point locators, each locator configured to define a single
reference point of a reference shape; a first optical detector positioned to digitally image the
optically visible pattern along a first line of sight, the first optical detector configured to
generate a first digital image of the optically visible pattern; a second optical detector
positioned to digitally image the optically visible pattern along a second line of sight, the
second optical detector configured to generate a second digital image of the optically visible
pattern; a tracking engine configured to determine a pose of the object in six degrees of
freedom by analyzing the first and second images; and a controller interface configured to
generate tracking information based on the pose and to electronically transmit the tracking
information to a scanner controller to enable compensation within a medical imaging scanner
for object motion; wherein the tracking engine and controller interface comprise a computer
processor and an electronic storage medium.

[0010] In some embodiments, the mounting portion is configured to rigidly affix
the optical marker to the object being tracked. In some embodiments, the mounting portion is
configured to affix the optical marker to top teeth of a patient. In some embodiments, the
mounting portion is configured to be custom-fitted to the top teeth of the patient. In some
embodiments, the mounting portion comprises an adhesive. In some embodiments, the
optically visible pattern is located on a single unitary structure. In some embodiments, the

optically visible pattern is distributed among at least two non-connected structures. In some
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embodiments, the optical marker is internally illuminated. In some embodiments, the plurality
of reference point locators comprise alternating dark and light elliptical shapes. In some
embodiments, the elliptical shapes are configured to appear circular when viewed along the
first and second lines of sight when the object being tracked is in a home position. In some
embodiments, the first and second lines of sight are separated by 90 degrees. In some
embodiments, the elliptical shapes are configured to appear circular when viewed along a line
of sight separated from a normal to the optically visible pattern by 45 degrees. In some
embodiments, the first and second lines of sight are separated by 30 degrees. In some
embodiments, the first and second lines of sight are separated by 60 degrees. In some
embodiments, the first and second lines of sight are separated by an angle of 30 to 100
degrees. In some embodiments, the first line of sight is offset angularly by a first angle from a
normal to the optically visible pattern and the second line of sight is offset angularly by a
second angle from the normal to the optically visible pattern, wherein a magnitude of the first
angle is the same as a magnitude of the second angle. In some embodiments, the first line of
sight is offset angularly by a first angle from a normal to the optically visible pattern and the
second line of sight is offset angularly by a second angle from the normal to the optically
visible pattern, wherein a magnitude of the first angle is different than a magnitude of the
second angle. In some embodiments, the elliptical shapes are configured to appear circular
when viewed along a line of sight separated from a normal to the optically visible pattern by
15 degrees. In some embodiments, the reference shape is a triangle. In some embodiments,
the reference shape is an equilateral triangle. In some embodiments, the reference shape is an
equilateral triangle having a side length of 0.5 inches. In some embodiments, each reference
point is no more than 0.5 inches away from another reference point. In some embodiments,
each reference point is defined by a centroid of a reference point locator. In some
embodiments, the reference shape is a triangle configured to appear as an equilateral triangle
when viewed along the first and second lines of sight when the object being tracked is in a
home position. In some embodiments, the reference shape is not optically visible. In some
embodiments, the reference shape is a virtual reference shape with the reference points
defining vertex points of the virtual reference shape. In some embodiments, the tracking

engine is configured to take no longer than 8 milliseconds to determine the pose of the object.
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In some embodiments, the tracking engine is configured to take no longer than 10
milliseconds to determine the pose of the object. In some embodiments, the tracking engine is
configured to repeatedly determine the pose of the object at a rate of at least 100 Hz. In some
embodiments, the tracking engine is configured to repeatedly determine the pose of the object
at a rate no slower than a scan rate of the medical imaging scanner. In some embodiments,
the first and second optical detectors are configured to be affixed to the medical imaging
scanner. In some embodiments, the first and second optical detectors are configured to be
affixed to a head cage. In some embodiments, at least one of the first and second lines of
sight is an indirect line of sight. In some embodiments, the indirect line of sight is redirected
using a mirror. In some embodiments, the indirect line of sight is redirected using a prism. In
some embodiments, the system further comprises: a light configured to illuminate the optically
visible pattern. In some embodiments, the object being tracked is the head of a human patient.
In some embodiments, the first and second optical detectors are configured such that the
optically visible pattern is always within a field of view of the detectors when the optical
marker moves within an anticipated range of motion. In some embodiments, the tracking
engine is further configured to define a region of interest for each of the digital images, the
region of interest comprising a portion of the digital image within which the optically visible
pattern is anticipated to appear, wherein the tracking engine is configured to analyze only the
region of interest in determining the pose of the object. In some embodiments, the tracking
engine is configured to automatically move the region of interest based on anticipated future
motion of the object being tracked. In some embodiments, analyzing the first and second
images comprises: determining two-dimensional positions of the reference points in coordinate
systems of the optical detectors; calculating six baseline attributes of the reference shape based
on the two-dimensional positions of the reference points; estimating, iteratively, a pose of the
object being tracked, until an amount of error is within a threshold amount, the amount of
error being between the six baseline attributes and six comparison attributes, the six
comparison attributes calculated by assuming the object is in an estimated pose. In some
embodiments, the baseline and comparison attributes comprise at least one of the following: a
sum of displacements of the reference shape as viewed along the first line of sight and as

viewed along the second line of sight; a difference between displacements of the reference
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shape as viewed along the first line of sight and as viewed along the second line of sight; a
difference in distance from a first reference point to a second reference point as viewed along
the first line of sight and as viewed along the second line of sight; a sum of an apparent
median tilt of the reference shape as viewed along the first line of sight and as viewed along
the second line of sight; and a difference between an apparent median tilt of the reference
shape as viewed along the first line of sight and as viewed along the second line of sight. In
some embodiments, the controller interface is further configured to convert the pose of the
object from a tracking coordinate system to a scanner coordinate system.

[0011] In certain embodiments, a motion compensation system for tracking and
compensating for patient motion during a medical imaging scan comprises: an optical marker
comprising an optically visible pattern and a mounting portion, the mounting portion
configured to affix the optical marker to an object being tracked, the optically visible pattern
comprising a plurality of reference point locators, each locator configured to define a single
reference point of a reference shape; an optical detector positioned to digitally image the
optically visible pattern along a first line of sight and along a second line of sight, the first and
second lines of sight created by at least a beam splitter, the optical detector configured to
generate a digital image of the optically visible pattern, the digital image comprising views of
the optically visible pattern from along both the first and second lines of sight; a tracking
engine configured to determine a pose of the object in six degrees of freedom by analyzing the
digital image; and a controller interface configured to generate tracking information based on
the pose and to electronically transmit the tracking information to a scanner controller to
enable compensation within a medical imaging scanner for object motion; wherein the tracking
engine and controller interface comprise a computer processor and an electronic storage
medium.

[0012] In certain embodiments, a computer-implemented method of tracking
motion of an object comprises: receiving, by a computer system, from a first optical detector a
first digital image of an optical marker, the first digital image representing a view of the
optical marker along a first line of sight; receiving, by the computer system, from a second
optical detector a second digital image of the optical marker, the second digital image

representing a view of the optical marker along a second line of sight, the second line of sight
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being different than the first line of sight, wherein the optical marker comprises a plurality of
optically visible landmarks, the plurality of optically visible landmarks defining a plurality of
reference points, the plurality of reference points defining a reference shape; determining, by
the computer system, positions of the plurality of reference points in the first digital image;
determining, by the computer system, positions of the plurality of reference points in the
second digital image; calculating, using the computer system, a plurality of baseline attributes
related to the reference shape, the plurality of baseline attributes calculated based on the
determined positions of the plurality of reference points; and estimating iteratively, using the
computer system, a three-dimensional pose of the object, until a measure of error is within an
acceptable amount, the measure of error calculated based on the plurality of baseline attributes
as compared to a plurality of comparison attributes, the plurality of comparison attributes
calculated by assuming the object is in an estimated pose, wherein the computer system
comprises a computer processor and an electronic storage medium.

[0013] In some embodiments, each of the plurality of baseline attributes is
calculated based on properties of the reference shape as viewed along the first line of sight and
the reference shape as viewed along the second line of sight. In some embodiments, each of
the plurality of baseline attributes describes a different variation between the reference shape
as viewed along the first line of sight and the reference shape as viewed along the second line
of sight. In some embodiments, the plurality of baseline attributes and the plurality of
comparison attributes comprise at least one of the following: a sum of displacements of the
reference shape as viewed along the first line of sight and as viewed along the second line of
sight; a difference between displacements of the reference shape as viewed along the first line
of sight and as viewed along the second line of sight; a difference in distance from a first
reference point to a second reference point as viewed along the first line of sight and as
viewed along the second line of sight; a sum of an apparent median tilt of the reference shape
as viewed along the first line of sight and as viewed along the second line of sight; and a
difference between an apparent median tilt of the reference shape as viewed along the first line
of sight and as viewed along the second line of sight. In some embodiments, the plurality of
baseline attributes and the plurality of comparison attributes each comprise six attributes. In

some embodiments, determining positions of the plurality of reference points in the first and
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second digital images comprises: determining a first coordinate set defining a first two-
dimensional projection of the reference shape as viewed by the first optical detector; and
determining a second coordinate set defining a second two-dimensional projection of the
reference shape as viewed by the second optical detector. In some embodiments, calculating
the plurality of baseline attributes comprises comparing the first projection to the second
projection. In some embodiments, the method further comprises: generating, by the computer
system, motion tracking data based on the estimated three-dimensional pose of the object; and
transmitting electronically to a scanner controller the motion tracking data to enable a scanner
to compensate for motion of the object. In some embodiments, the method takes no longer
than 10 milliseconds. In some embodiments, the method takes no longer than 8 milliseconds.
In some embodiments, the method further comprises repeating the method at a rate of at least
100 Hz. In some embodiments, the plurality of optically visible landmarks comprise
alternative dark and light elliptical shapes. In some embodiments, the elliptical shapes are
configured to appear circular when viewed along the first and second lines of sight when the
object is in a home position. In some embodiments, the reference shape is a triangle. In some
embodiments, the reference shape is an equilateral triangle. In some embodiments, the
reference shape is a triangle configured to appear as an equilateral triangle when viewed along
the first and second lines of sight when the object is in a home position. In some
embodiments, the reference shape is not optically visible. In some embodiments, the reference
shape is a virtual reference shape with the reference points defining vertex points of the virtual
reference shape. In some embodiments, each reference point is defined by a centroid of an
optically visible landmark.

[0014] Certain embodiments comprise a computer readable, non-transitory storage
medium having a computer program stored thereon for causing a suitably programmed
computer system to process by one or more processors computer-program code by
performing a method of tracking motion of an object when the computer program is executed
on the suitably programmed computer system, the method comprising: receiving, by a
computer system, from a first optical detector a first digital image of an optical marker, the
first digital image representing a view of the optical marker along a first line of sight;

receiving, by the computer system, from a second optical detector a second digital image of
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the optical marker, the second digital image representing a view of the optical marker along a
second line of sight, the second line of sight being different than the first line of sight, wherein
the optical marker comprises a plurality of optically visible landmarks, the plurality of optically
visible landmarks defining a plurality of reference points, the plurality of reference points
defining a reference shape; determining, by the computer system, positions of the plurality of
reference points in the first digital image; determining, by the computer system, positions of
the plurality of reference points in the second digital image; calculating, using the computer
system, a plurality of baseline attributes related to the reference shape, the plurality of baseline
attributes calculated based on the determined positions of the plurality of reference points; and
estimating iteratively, using the computer system, a three-dimensional pose of the object, until
a measure of error is within an acceptable amount, the measure of error calculated based on
the plurality of baseline attributes as compared to a plurality of comparison attributes, the
plurality of comparison attributes calculated by assuming the object is in an estimated pose,
wherein the computer system comprises a computer processor and an electronic storage
medium.

[0015] In some embodiments, each of the plurality of baseline attributes is
calculated based on properties of the reference shape as viewed along the first line of sight and
the reference shape as viewed along the second line of sight. In some embodiments, each of
the plurality of baseline attributes describes a different variation between the reference shape
as viewed along the first line of sight and the reference shape as viewed along the second line
of sight. In some embodiments, the plurality of baseline attributes and the plurality of
comparison attributes comprise at least one of the following: a sum of displacements of the
reference shape as viewed along the first line of sight and as viewed along the second line of
sight; a difference between displacements of the reference shape as viewed along the first line
of sight and as viewed along the second line of sight; a difference in distance from a first
reference point to a second reference point as viewed along the first line of sight and as
viewed along the second line of sight; a sum of an apparent median tilt of the reference shape
as viewed along the first line of sight and as viewed along the second line of sight; and a
difference between an apparent median tilt of the reference shape as viewed along the first line

of sight and as viewed along the second line of sight. In some embodiments, the plurality of
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baseline attributes and the plurality of comparison attributes each comprise six attributes. In
some embodiments, determining positions of the plurality of reference points in the first and
second digital images comprises: determining a first coordinate set defining a first two-
dimensional projection of the reference shape as viewed by the first optical detector; and
determining a second coordinate set defining a second two-dimensional projection of the
reference shape as viewed by the second optical detector. In some embodiments, calculating
the plurality of baseline attributes comprises comparing the first projection to the second
projection. In some embodiments, the method further comprises: generating, by the computer
system, motion tracking data based on the estimated three-dimensional pose of the object; and
transmitting electronically to a scanner controller the motion tracking data to enable a scanner
to compensate for motion of the object. In some embodiments, the method takes no longer
than 10 milliseconds. In some embodiments, the method takes no longer than 8 milliseconds.
In some embodiments, the method further comprises repeating the method at a rate of at least
100 Hz. In some embodiments, the plurality of optically visible landmarks comprise
alternative dark and light elliptical shapes. In some embodiments, the elliptical shapes are
configured to appear circular when viewed along the first and second lines of sight when the
object is in a home position. In some embodiments, the reference shape is a triangle. In some
embodiments, the reference shape is an equilateral triangle. In some embodiments, the
reference shape is a triangle configured to appear as an equilateral triangle when viewed along
the first and second lines of sight when the object is in a home position. In some
embodiments, the reference shape is not optically visible. In some embodiments, the reference
shape is a virtual reference shape with the reference points defining vertex points of the virtual
reference shape. In some embodiments, each reference point is defined by a centroid of an
optically visible landmark.

[0016] In certain embodiments, a system for tracking motion of an object
comprises: a marker location filter for determining locations of marker reference points, the
marker location filter configured to: receive from a first optical detector a first digital image of
an optical marker, the first digital image representing a view of the optical marker along a first
line of sight; receive from a second optical detector a second digital image of the optical

marker, the second digital image representing a view of the optical marker along a second line
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of sight, the second line of sight being different than the first line of sight, wherein the optical
marker comprises a plurality of optically visible landmarks, the plurality of optically visible
landmarks defining a plurality of reference points, the plurality of reference points defining a
reference shape; determine positions of the plurality of reference points in the first digital
image; and determine positions of the plurality of reference points in the second digital image;
an object orientation filter for estimating a three-dimensional pose of the object, the object
orientation filter configured to: calculate a plurality of baseline attributes related to the
reference shape, the plurality of baseline attributes calculated based on the determined
positions of the plurality of reference points; and estimate iteratively the three-dimensional
pose of the object, until a measure of error is within an acceptable amount, the measure of
error calculated based on the plurality of baseline attributes as compared to a plurality of
comparison attributes, the plurality of comparison attributes calculated by assuming the object
is in an estimated pose; and one or more computers configured to operate the marker location
filter and object orientation filter, wherein the one or more computers comprises a computer
processor and an electronic storage medium.

[0017] In some embodiments, each of the plurality of baseline attributes is
calculated based on properties of the reference shape as viewed along the first line of sight and
the reference shape as viewed along the second line of sight. In some embodiments, each of
the plurality of baseline attributes describes a different variation between the reference shape
as viewed along the first line of sight and the reference shape as viewed along the second line
of sight. In some embodiments, the plurality of baseline attributes and the plurality of
comparison attributes comprise at least one of the following: a sum of displacements of the
reference shape as viewed along the first line of sight and as viewed along the second line of
sight; a difference between displacements of the reference shape as viewed along the first line
of sight and as viewed along the second line of sight; a difference in distance from a first
reference point to a second reference point as viewed along the first line of sight and as
viewed along the second line of sight; a sum of an apparent median tilt of the reference shape
as viewed along the first line of sight and as viewed along the second line of sight; and a
difference between an apparent median tilt of the reference shape as viewed along the first line

of sight and as viewed along the second line of sight. In some embodiments, the plurality of
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baseline attributes and the plurality of comparison attributes each comprise six attributes. In
some embodiments, determining positions of the plurality of reference points in the first and
second digital images comprises: determining a first coordinate set defining a first two-
dimensional projection of the reference shape as viewed by the first optical detector; and
determining a second coordinate set defining a second two-dimensional projection of the
reference shape as viewed by the second optical detector. In some embodiments, calculating
the plurality of baseline attributes comprises comparing the first projection to the second
projection. In some embodiments, the system further comprises: a controller interface
configured to: generate motion tracking data based on the estimated three-dimensional pose
of the object; and transmit electronically to a scanner controller the motion tracking data to
enable a scanner to compensate for motion of the object. In some embodiments, the system is
configured to produce the estimated three-dimensional pose of the object in no longer than 10
milliseconds. In some embodiments, the system is configured to produce the estimated three-
dimensional pose of the object in no longer than 8 milliseconds. In some embodiments, the
object orientation filter is configured to repeatedly estimate the three-dimensional pose of the
object at a rate of at least 100 Hz. In some embodiments, the plurality of optically visible
landmarks comprise alternative dark and light elliptical shapes. In some embodiments, the
elliptical shapes are configured to appear circular when viewed along the first and second lines
of sight when the object is in a home position. In some embodiments, the reference shape is a
triangle. In some embodiments, the reference shape is an equilateral triangle. In some
embodiments, the reference shape is a triangle configured to appear as an equilateral triangle
when viewed along the first and second lines of sight when the object is in a home position. In
some embodiments, the reference shape is not optically visible. In some embodiments, the
reference shape is a virtual reference shape with the reference points defining vertex points of
the virtual reference shape. In some embodiments, each reference point is defined by a
centroid of an optically visible landmark.

[0018] In certain embodiments, a computer-implemented method of tracking and
compensating for motion of a patient during a medical imaging scan comprises: analyzing, by
a computer system, a first digital image of an optical marker as viewed along a first line of

sight, to determine a first set of two-dimensional coordinates of a plurality of reference points
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as viewed along the first line of sight; analyzing, by the computer system, a second digital
image of the optical marker as viewed along a second line of sight, to determine a second set
of two-dimensional coordinates of the plurality of reference points as viewed along the second
line of sight; calculating, by the computer system, a first set of six principal quantities based on
comparing attributes of the first and second sets of two-dimensional coordinates; providing,
by the computer system, an estimate of an orientation of the patient in three dimensions, the
estimate comprising six degrees of freedom; calculating, using the computer system, a second
set of six principal quantities based on comparing attributes of theoretical reference points as
viewed along the first and second lines of sight when the patient is theoretically oriented
according to the estimate; determining a quantity of error between the first set of six principal
quantities and the second set of six principal quantities; repeatedly modifying the estimate,
calculating the second set of six principal quantities, and determining the quantity of error if
the quantity of error is not within an acceptable threshold and until the quantity of error is
within the acceptable threshold; generating, by the computer system, motion tracking data
based on the estimate of the orientation of the patient; and transmitting electronically the
motion tracking data to a scanner controller to enable compensating a medical imaging
scanner for motion of the patient during the medical imaging scan, wherein the computer
system comprises a computer processor and an electronic storage medium.

[0019] In some embodiments, the first set of six principal quantities is calculated
based on properties of a reference shape formed by the plurality of reference points as viewed
along the first line of sight and as viewed along the second line of sight. In some
embodiments, each of the principal quantities of the first and second sets of six principal
quantities describes a different variation between a reference shape formed by the plurality of
reference points as viewed along the first line of sight and as viewed along the second line of
sight. In some embodiments, the principal quantities of the first and second sets of six
principal quantities comprise at least one of the following: a sum of displacements of a
reference shape formed by the plurality of reference points as viewed along the first line of
sight and as viewed along the second line of sight; a difference between displacements of a
reference shape formed by the plurality of reference points as viewed along the first line of

sight and as viewed along the second line of sight; a difference in distance from a first
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reference point to a second reference point as viewed along the first line of sight and as
viewed along the second line of sight; a sum of an apparent median tilt of a reference shape
formed by the plurality of reference points as viewed along the first line of sight and as viewed
along the second line of sight; and a difference between an apparent median tilt of a reference
shape formed by the plurality of reference points as viewed along the first line of sight and as
viewed along the second line of sight. In some embodiments, the method takes no longer than
10 milliseconds. In some embodiments, the method takes no longer than 8 milliseconds. In
some embodiments, the method further comprises repeating the method at a rate of at least
100 Hz. In some embodiments, a reference shape formed by the plurality of reference points
is a triangle. In some embodiments, a reference shape formed by the plurality of reference
points is an equilateral triangle. In some embodiments, a reference shape formed by the
plurality of reference points is a triangle configured to appear as an equilateral triangle when
viewed along the first and second lines of sight when the patient is in a home orientation. In
some embodiments, a reference shape formed by the plurality of reference points is not
optically visible. In some embodiments, a reference shape formed by the plurality of reference
points is a virtual reference shape with the plurality of reference points defining vertex points
of the virtual reference shape. In some embodiments, each reference point is defined by a
centroid of an optically visible landmark.

[0020] Certain embodiments comprise a computer readable, non-transitory storage
medium having a computer program stored thereon for causing a suitably programmed
computer system to process by one or more processors computer-program code by
performing a method of tracking and compensating for motion of a patient during a medical
imaging scan when the computer program is executed on the suitably programmed computer
system, the method comprising: analyzing, by a computer system, a first digital image of an
optical marker as viewed along a first line of sight, to determine a first set of two-dimensional
coordinates of a plurality of reference points as viewed along the first line of sight; analyzing,
by the computer system, a second digital image of the optical marker as viewed along a
second line of sight, to determine a second set of two-dimensional coordinates of the plurality
of reference points as viewed along the second line of sight; calculating, by the computer

system, a first set of six principal quantities based on comparing attributes of the first and
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second sets of two-dimensional coordinates; providing, by the computer system, an estimate
of an orientation of the patient in three dimensions, the estimate comprising six degrees of
freedom; calculating, using the computer system, a second set of six principal quantities based
on comparing attributes of theoretical reference points as viewed along the first and second
lines of sight when the patient is theoretically oriented according to the estimate; determining
a quantity of error between the first set of six principal quantities and the second set of six
principal quantities; repeatedly modifying the estimate, calculating the second set of six
principal quantities, and determining the quantity of error if the quantity of error is not within
an acceptable threshold and until the quantity of error is within the acceptable threshold,
generating, by the computer system, motion tracking data based on the estimate of the
orientation of the patient; and transmitting electronically the motion tracking data to a scanner
controller to enable compensating a medical imaging scanner for motion of the patient during
the medical imaging scan, wherein the computer system comprises a computer processor and
an electronic storage medium.

[0021] In some embodiments, the first set of six principal quantities is calculated
based on properties of a reference shape formed by the plurality of reference points as viewed
along the first line of sight and as viewed along the second line of sight. In some
embodiments, each of the principal quantities of the first and second sets of six principal
quantities describes a different variation between a reference shape formed by the plurality of
reference points as viewed along the first line of sight and as viewed along the second line of
sight. In some embodiments, the principal quantities of the first and second sets of six
principal quantities comprise at least one of the following: a sum of displacements of a
reference shape formed by the plurality of reference points as viewed along the first line of
sight and as viewed along the second line of sight; a difference between displacements of a
reference shape formed by the plurality of reference points as viewed along the first line of
sight and as viewed along the second line of sight; a difference in distance from a first
reference point to a second reference point as viewed along the first line of sight and as
viewed along the second line of sight; a sum of an apparent median tilt of a reference shape
formed by the plurality of reference points as viewed along the first line of sight and as viewed

along the second line of sight; and a difference between an apparent median tilt of a reference
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shape formed by the plurality of reference points as viewed along the first line of sight and as
viewed along the second line of sight. In some embodiments, the method takes no longer than
10 milliseconds. In some embodiments, the method takes no longer than 8 milliseconds. In
some embodiments, the method further comprises repeating the method at a rate of at least
100 Hz. In some embodiments, a reference shape formed by the plurality of reference points
is a triangle. In some embodiments, a reference shape formed by the plurality of reference
points is an equilateral triangle. In some embodiments, a reference shape formed by the
plurality of reference points is a triangle configured to appear as an equilateral triangle when
viewed along the first and second lines of sight when the patient is in a home orientation. In
some embodiments, a reference shape formed by the plurality of reference points is not
optically visible. In some embodiments, a reference shape formed by the plurality of reference
points is a virtual reference shape with the plurality of reference points defining vertex points
of the virtual reference shape. In some embodiments, each reference point is defined by a
centroid of an optically visible landmark.

[0022] In certain embodiments, a motion tracking system for tracking and
compensating for motion of a patient during a medical imaging scan comprises: a marker
location filter configured to: analyze a first digital image of an optical marker as viewed along
a first line of sight to determine a first set of two-dimensional coordinates of a plurality of
reference points as viewed along the first line of sight; and analyze a second digital image of
the optical marker as viewed along a second line of sight to determine a second set of two-
dimensional coordinates of the plurality of reference points as viewed along the second line of
sight; an object orientation filter configured to: calculate a first set of six principal quantities
based on comparing attributes of the first and second sets of two-dimensional coordinates;
provide an estimate of an orientation of the patient in three dimensions, the estimate
comprising six degrees of freedom; calculate a second set of six principal quantities based on
comparing attributes of theoretical reference points as viewed along the first and second lines
of sight when the patient is theoretically oriented according to the estimate; determine a
quantity of error between the first set of six principal quantities and the second set of six
principal quantities; and repeatedly modify the estimate, calculate the second set of six

principal quantities, and determine the quantity of error if the quantity of error is not within an
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acceptable threshold and until the quantity of error is within the acceptable threshold; a
controller interface configured to: generate motion tracking data based on the estimate of the
orientation of the patient; and transmit electronically the motion tracking data to a scanner
controller to enable compensating a medical imaging scanner for motion of the patient during
the medical imaging scan, and one or more computers configured to operate the marker
location filter, object orientation filter, and controller interface, wherein the one or more
computers comprises a computer processor and an electronic storage medium.

[0023] In some embodiments, the first set of six principal quantities is calculated
based on properties of a reference shape formed by the plurality of reference points as viewed
along the first line of sight and as viewed along the second line of sight. In some
embodiments, each of the principal quantities of the first and second sets of six principal
quantities describes a different variation between a reference shape formed by the plurality of
reference points as viewed along the first line of sight and as viewed along the second line of
sight. In some embodiments, the principal quantities of the first and second sets of six
principal quantities comprise at least one of the following: a sum of displacements of a
reference shape formed by the plurality of reference points as viewed along the first line of
sight and as viewed along the second line of sight; a difference between displacements of a
reference shape formed by the plurality of reference points as viewed along the first line of
sight and as viewed along the second line of sight; a difference in distance from a first
reference point to a second reference point as viewed along the first line of sight and as
viewed along the second line of sight; a sum of an apparent median tilt of a reference shape
formed by the plurality of reference points as viewed along the first line of sight and as viewed
along the second line of sight; and a difference between an apparent median tilt of a reference
shape formed by the plurality of reference points as viewed along the first line of sight and as
viewed along the second line of sight. In some embodiments, the system is configured to
produce the estimate of the orientation of the patient in no longer than 10 milliseconds. In
some embodiments, the system is configured to produce the estimate of the orientation of the
patient in no longer than 8 milliseconds. In some embodiments, the system is configured to
repeatedly produce estimates of the orientation of the patient at a rate of at least 100 Hz. In

some embodiments, a reference shape formed by the plurality of reference points is a triangle.
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In some embodiments, a reference shape formed by the plurality of reference points is an
equilateral triangle. In some embodiments, a reference shape formed by the plurality of
reference points is a triangle configured to appear as an equilateral triangle when viewed along
the first and second lines of sight when the patient is in a home orientation. In some
embodiments, a reference shape formed by the plurality of reference points is not optically
visible. In some embodiments, a reference shape formed by the plurality of reference points is
a virtual reference shape with the plurality of reference points defining vertex points of the
virtual reference shape. In some embodiments, each reference point is defined by a centroid of
an optically visible landmark.

[0024] In certain embodiments, an optical marker for use in a motion tracking
system comprises: an optically visible pattern comprising a plurality of reference point
locators, each reference point locator configured to define a single reference point of a
reference shape, each reference point locator comprising alternating dark and light elliptical
shapes centered on the single reference point; and a mounting portion configured to affix the
optical marker to an object being tracked.

[0025] In some embodiments, the elliptical shapes are configured to appear
circular when viewed along a line of sight other than normal to the optically visible pattern. In
some embodiments, the reference shape is a triangle. In some embodiments, the reference
shape is an equilateral triangle. In some embodiments, the reference shape is an equilateral
triangle having a side length of 0.5 inches. In some embodiments, each reference point is no
more than 0.5 inches away from another reference point. In some embodiments, each
reference point is defined by a centroid of a reference point locator. In some embodiments,
the reference shape is a triangle configured to appear as an equilateral triangle when viewed
along a line of sight other than normal to the optically visible pattern. In some embodiments,
the reference shape is not optically visible. In some embodiments, the reference shape is a
virtual reference shape with the reference points defining vertex points of the virtual reference
shape. In some embodiments, the marker further comprises an internal light source to
illuminate the optically visible pattern. In some embodiments, the mounting portion is
configured to rigidly affix the optical marker to the object being tracked. In some

embodiments, the mounting portion is configured to affix the optical marker to top teeth of a
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patient. In some embodiments, the mounting portion is configured to be custom-fitted to the
top teeth of the patient. In some embodiments, the mounting portion comprises an adhesive.
In some embodiments, the optical marker is configured to be utilized as a marker for a motion
compensation system for compensating for motion during a medical imaging scan. In some
embodiments, the optical marker is configured to be utilized as a marker for a motion
compensation system for compensating for motion during a radiation therapy process.

[0026] In certain embodiments, a system for tracking a moving target having up to
six degrees of freedom and rapidly determining positions of the moving target comprises: an
optical target fixed to the moving target, the optical target defining a target point; at least two
cameras positioned so as to view the optical target from different directions with each of the
at least two cameras being adapted to record two-dimensional images of the optical target;
and a computer processor programmed to determine a target position in six degrees of
freedom utilizing an algorithm configured to: identify the target point on the optical target and
x, y and z displacement of the target point based on optical images collected by the at least
two cameras; utilize an iteration procedure whereby an approximate first-order solution is
proposed and tested against the identified target point to determine residual errors which are
then divided by local derivatives with respect to each component of rotation and translation,
to determine an iterative correction;, repeat the iteration procedure until residual error
becomes smaller than a desired accuracy; and utilize the results of the repeated iteration
procedure to determine the target position at a rate of at least 100 times per second.

[0027] In some embodiments, the moving target is a human head. In some
embodiments, the system is configured to interface as a component of an MRI device. In
some embodiments, the iteration procedure is a variant of the Newton-Raphson method. In
some embodiments, movements are measured relative to a pivot point in a patient’s neck. In
some embodiments, measurements are updated at a rate of at least 100 solutions per second
with a latency of less than 10 milliseconds. In some embodiments, measurements are updated
at a rate of at least 200 solutions per second with a latency of less than 10 milliseconds. In
some embodiments, the system is adapted to report to MRI systems a position of a patient’s
head with accuracies better than 0.1 mm in distances and 0.1 degree in angles. In some

embodiments, the optical target comprises at least three concentric sub-targets. In some
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embodiments, the optical target is fixed to at least one of a patient’s upper teeth. In some
embodiments, the three concentric sub-targets are each concentric ellipses. In some
embodiments, the computer processor is programmed to calculate centroids of each sub-target
by dividing (a) a sum of a product of pixel intensity and pixel position by (b) a sum of pixel
intensity in a sub-pixel array. In some embodiments, the pixel array is about 48 X 48 pixels.
[0028] In some embodiments, the iteration procedure comprises: locating
positions of three target centroids on each of the two cameras and calculating six principal
quantities: £5o Axp Zvo Az Zur Axr; making an initial guess of (0,0,0,0,0,0) for the
subject displacements and rotations (¥ & ¥, 8x,8Y,AZ) leading to those centroid positions;

entering the guess values for (. &. W, &x, Ay, AZ) into a translation matrix and calculating a

corresponding translated 3-D target position (*if»¥ifZ11) for each of the three target
centroids; calculating a position (horizontal and vertical pixel number) of a projection of each
of the three target centroids located on each camera system and calculating six principal
quantities using this data from the two cameras: a5 Axp Svo Bz Zaur At comparing
these six calculated principal quantities with measured values from locating the positions of

the three target centroids; listing the differences as a matrix of errors in the guessed/calculated

’F

quantities relative to the measured quantities: (Jw:)- T8 ypr Oy Pagy OF

Iyp Tagy Tl Ya Mf};
determining local partial derivatives of: Z#5 8xs Zvp Asr Zur Aur by repeating the
iteration procedure six times with small added displacements in each degree of freedom, one
at a time; determining a coarse correction matrix by dividing the error matrix by the derivative
matrix, to improve the initial guess and reduce the residual error, creating a better
displacement matrix: [¢ + &, & + 88,1 + &b, Ax + &(Ax), Ay + A(AY), AZ + A(AD)]
repeating a portion of the iteration procedure for a second and final iteration, starting with the
coarse-corrected displacement matrix as the guess value; after each successive camera frame
increment, repeating the iteration procedure, but using the result of the second and final
iteration for the guess value.

[0029] In certain embodiments, a computer-implemented method for tracking a
moving target having up to six degrees of freedom and rapidly determining positions of the

target comprises: attaching an optical target to the moving target; positioning at least two
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cameras positioned so as to view the optical target from different directions with each of the
at least two cameras being adapted to record two dimensional images of the optical target
defining a target point; programming a computer processor to determine a target position in
six degrees of freedom utilizing an algorithm adapted to: identify the target point on the
optical target and the x, y and z displacement of the target point based on optical images
collected by the at least two cameras; utilize an iteration procedure whereby an approximate
first-order solution is proposed and tested against the identified target point to determine
residual errors which are then divided by local derivatives with respect to each component of
rotation and translation, to determine an iterative correction; repeat the iteration procedure
until residual error becomes smaller than a desired accuracy, and utilize the results of the
repeated iteration procedure to determine the target position at a rate of at least 100 times per
second.

[0030] In some embodiments, the target is a human head. In some embodiments,
tracking results are utilized as an input to an MRI device so as to adjust its magnetic fields to
compensate for movements of the human head. In some embodiments, the iteration procedure
is a variant of the Newton-Raphson method. In some embodiments, movements are measured
relative to a pivot point in a patient’s neck. In some embodiments, measurements are updated
at a rate of at least 100 solutions per second with a latency of less than 10 milliseconds. In
some embodiments, measurements are updated at a rate of at least 200 solutions per second
with a latency of less than 10 milliseconds. In some embodiments, the system is adapted to
report to MRI systems the position of the head with accuracies better than 0.1 mm in
distances and 0.1 degree in angles. In some embodiments, the optical target comprises at least
three concentric sub-targets. In some embodiments, the three concentric sub-targets are each
concentric ellipses. In some embodiments, the computer processor is programmed to
calculate centroids of each sub-target by dividing (a) a sum of a product of pixel intensity and
pixel position by (b) a sum of pixel intensity in a sub-pixel array. In some embodiments, the
pixel array is about 48 X 48 pixels.

[0031] In some embodiments, the iteration procedure comprises: locating
positions of three target centroids on each of the two cameras and calculating six principal

quantities: £5o Axp Zvo Az Zur Axr; making an initial guess of (0,0,0,0,0,0) for the
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subject displacements and rotations (¢ &, Ax, 8y, Az} leading to those centroid positions;
entering the guess values for (¥ & ¥, 8%, &Y, AZ) into a translation matrix and calculating a

corresponding translated 3-D target position (*if-¥if-Z.1) for each of the three target
centroids; calculating a position (horizontal and vertical pixel number) of a projection of each
of the three target centroids located on each camera system and calculating six principal
quantities using this data from the two cameras: L4550 8#p Lvp Bz Zmr Aur; comparing
these six calculated principal quantities with measured values from locating the positions of

the three target centroids; listing the differences as a matrix of errors in the guessed/calculated

quantities relative to the measured quantities: (Founy 9y TEypy Tagpr Oy O I""),
determining local partial derivatives of £#p 8xp Zvp Bzr Zur Ayt by repeating the
iteration procedure six times with small added displacements in each degree of freedom, one
at a time; determining a coarse correction matrix by dividing the error matrix by the derivative
matrix, to improve the initial guess and reduce the residual error, creating a better
displacement matrix: [¢ +&w@. & + 88,10 + M, Ax + A(AX), Ay + A(AY), AZ + A(AD)] |
repeating a portion of the iteration procedure for a second and final iteration, starting with the
coarse-corrected displacement matrix as the guess value; after each successive camera frame
increment, repeating the iteration procedure, but using the result of the second and final
iteration for the guess value.

[0032] In an embodiment, a system is configured for tracking a moving target
having up to six degrees of freedom and rapidly determining positions of the target, said
system includes an easy to locate precision optical target fixed to the target. The system can
also include at least two cameras positioned so as to view the optical camera from different
directions with each of the at least two cameras being adapted to record two dimensional
images of the precision optical target defining a precise target point. In an embodiment, a
computer processor is programmed to determine the target movement in Cartesian
coordinates of x, y and z and pitch, roll and yaw utilizing an algorithm adapted to identify a
set of precise target points on the precision optical target and the x, y and z displacement and
the pitch, roll and yaw rotation of the precise target points based on optical images collected

by the at least two cameras. The system can utilize an iteration procedure whereby an
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approximate first-order solution is proposed and tested against the identified precise target
point projections on the cameras to determine residual errors which are then divided by the
local derivatives with respect to each component of rotation and translation, to determine an
iterative correction. The system can be configured to repeat the above actions until residual
error becomes smaller than desired accuracy. Using this process the system can be
configured to determine the position of the target at rates of at least 100 times per second
with translations accuracies of about or no more than about 0.1 mm and angle accuracies of
about or no more than about 0.1 degrees. With repetition rates in the range of 100 times per
second, the full 6-DOF movement determination can be performed for each repetition. In
these embodiments the results of each movement determination is used for the initial first
order solution during the next iteration.

[0033] The six degrees of freedom movements are over orthogonal directions x, vy,
and z and roll, pitch and yaw angles. Direction x is along the spinal axis. Direction y
perpendicular to x is along the shoulder to shoulder direction and direction z is perpendicular
to both x and y and in the floor-to -ceiling direction assuming the patient is lying on his back
parallel to the floor. The roll angle is about the x-axis; the angle made by a shaking head
“No”. The pitch angle is about the y-axis; the angle made by shaking head “Yes” and the Yaw
angle is about the z-axis, the angle made by leaning head toward a shoulder.

[0034] In an embodiment, the desired accuracy is about 0.1 mm for each of the
directions and about 0.1 degrees for each of the angles. Movements are measured relative to
a pivot point in the patient’s neck. In an embodiment the pivot point is located at the base of
the patient’s neck where the head swivels for nod turn and lean motions. The offset of the
precision optical target from this pivot point position is Ay = 0, Ax -4.5”, Az =557, The
precision of these offsets is not critical since all motions of interest are relative motions. The
six measurements are X, y, and z distances and roll, pitch and yaw angles. In some
embodiments, the measurements are up-dated at a rate of about 100 solutions per second with
a latency of about 10 milliseconds. The system can be configured to report to MRI systems
the exact position or the approximate position of the head with accuracies of about or better

than about 0.1 mm in distances and about 0.1 degree in angles.
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[0035] One possible coordinate system for reporting 6-DOF motions to the MRI
field compensation system is a Cartesian system aligned with the symmetry axis of the head
coil. The head coil coordinate system is coincident with body coordinates in the nominal
(“square”) head position. Target displacements and rotations can be reported to the coil field

compensation system using this system of coordinates.

BRIEF DESCRIPTION OF THE DRAWINGS

[0036] The foregoing and other features, aspects, and advantages of the present
inventions are described in detail below with reference to the drawings of various
embodiments, which are intended to illustrate and not to limit the inventions. The drawings
comprise the following figures in which:

[0037] FIG. 1A is an embodiment of a schematic diagram illustrating a front view
of a medical imaging scanner as a part of a motion compensation system.

[0038] FIG. 1B is a schematic diagram illustrating a side view of the medical
imaging scanner as a part of the motion compensation system of FIG. 1A.

[0039] FIG. 2A is a front view of an embodiment of an optical marker.

[0040] FIG. 2B is a perspective view of the optical marker of FIG. 2A in use with
a patient.

[0041] FIG. 2C is a front view of the optical marker of FIG. 2A, the optical
marker shown next to a U.S. penny for scale.

[0042] FIG. 3A is a block diagram depicting an embodiment of a motion
compensation system.

[0043] FIG. 3B is a block diagram depicting another embodiment of a motion
compensation system.

[0044] FIG. 4A is another embodiment of a schematic diagram illustrating a front
view of a medical imaging scanner as part of a motion compensation system.

[0045] FIG. 4B is a schematic diagram illustrating a side view of the medical
imaging scanner as a part of the motion compensation system of FIG. 4A.

[0046] FIG. 4C is another embodiment of a schematic diagram illustrating a front

view of a medical imaging scanner as part of a motion compensation system.
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[0047] FIG. 4D is a schematic diagram illustrating a side view of the medical
imaging scanner as a part of the motion compensation system of FIG. 4C.

[0048] FIG. 4E is another embodiment of a schematic diagram illustrating a front
view of a medical imaging scanner as part of a motion compensation system.

[0049] FIG. 4F is a schematic diagram illustrating a side view of the medical
imaging scanner as a part of the motion compensation system of FIG. 4E.

[0050] FIG. 4G is another embodiment of a schematic diagram illustrating a front
view of a medical imaging scanner as part of a motion compensation system.

[0051] FIG. 4H is another embodiment of a schematic diagram illustrating a side
view of a medical imaging scanner as part of a motion compensation system.

[0052] FIG. 41 is another embodiment of a schematic diagram illustrating a side
view of a medical imaging scanner as part of a motion compensation system.

[0053] FIG. 4] is another embodiment of a schematic diagram illustrating a side
view of a medical imaging scanner as part of a motion compensation system.

[0054] FIG. 4K is another embodiment of a schematic diagram illustrating a front
view of a medical imaging scanner as part of a motion compensation system.

[0055] FIG. 4L is another embodiment of a schematic diagram illustrating a
motion compensation system.

[0056] FIG. 4M is another embodiment of a schematic diagram illustrating a
motion compensation system.

[0057] FIG. 4N is another embodiment of a schematic diagram illustrating a
motion compensation system.

[0058] FIG. 5A is a front perspective view of an embodiment of an optical marker
connected to a mounting portion.

[0059] FIG. 5B is a side perspective view of the optical marker of FIG. SA.

[0060] FIG. 5C is a top view of another embodiment of an optical marker
connected to a mounting portion.

[0061] FIG. 5D is a top view of another embodiment of an optical marker

connected to a mounting portion.
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[0062] FIG. 5E is a perspective view of an embodiment of an optical marker
connected to a patient.

[0063] FIG. 6A is a perspective view of an embodiment of an optical marker using
distributed reference points.

[0064] FIG. 6B is a perspective view of an embodiment of an optical marker using
distributed reference points and an embodiment of an optical marker using integrated
reference points.

[0065] FIG. 6C is a perspective view of an embodiment of multiple optical
markers attached to an object being tracked.

[0066] FIG. 7A depicts an embodiment of a process flow diagram illustrating an
example of a motion compensation process.

[0067] FIG. 7B depicts another embodiment of a process flow diagram illustrating
an example of a motion compensation process.

[0068] FIG. 7C depicts another embodiment of a process flow diagram illustrating
an example of a motion compensation process.

[0069] FIG. 7D depicts another embodiment of a process flow diagram illustrating
an example of a motion compensation process.

[0070] FIGS. 8A and 8B show how two cameras together provide sensitivity
needed to track motion, according to some embodiments of the invention.

[0071] FIGS. 9A and 9B show how a patient’s head and two cameras are located
in an MRI device, according to some embodiments of the invention.

[0072] FIGS. 10A and 10B show how Cartesian coordinates are used relative to a
patient’s head for the purpose of tracking motions, according to some embodiments of the
invention.

[0073] FIG. 11 shows how three points of the precision optical target are imaged
on the focal plane of each of the two cameras, according to some embodiments of the
invention.

[0074] FIG. 12 shows the results on one camera image of a 15 degree yaw

movement (about the z-axis), according to some embodiments of the invention.
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[0075] FIGS. 13A and 13B shows how two cameras are able to monitor precisely
a pitch movement (about the y-axis), according to some embodiments of the invention.

[0076] FIGS. 14A and 14B show how a roll movement (about the x-axis) is
monitored, according to some embodiments of the invention.

[0077] FIG. 15 shows how x-axis translation (positive toward the top of the
patient’s head) is monitored on one camera, according to some embodiments of the invention.

[0078] FIGS. 16A and 16B shows the effect of y-axis translation (positive to the
patient’s right side) as monitored on the two cameras, according to some embodiments of the
invention.

[0079] FIGS. 17A and 17B show the effect of z-axis translation (toward the
ceiling), according to some embodiments of the invention.

[0080] FIGS. 18A and 18B show the effect of simultaneous pitch and x-axis and
z-axis translation, according to some embodiments of the invention.

[0081] FIGS. 19A and 19B show the effect of simultaneous roll and y-axis and z-
axis translation, according to some embodiments of the invention.

[0082] FIGS. 20A and 20B display features of an iteration technique utilized to
precisely monitor head movement utilizing the camera images of the precision optical target,
according to some embodiments of the invention.

[0083] FIG. 20C is a flow diagram of an iterative process for tracking movement.

[0084] FIG. 21 is a block diagram depicting an embodiment of a computer system
configured to implement one or more embodiments of the methods, devices, and systems
described herein.

[0085] FIGS. 22A and 22B show techniques for camera calibration, according to
some embodiments of the invention.

[0086] FIG. 23 is an embodiment of a schematic diagram illustrating a therapeutic
applications connected to one or more marker tracking systems.

[0087] FIG. 24 is a flowchart depicting an embodiment of a process for controlling
the application of a therapeutic therapy based on coordinate data generated from one or more

tracking systems.
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[0088] FIG. 25 is an embodiment of a schematic diagram illustrating a therapeutic
applications connected to a marker tracking system.

[0089] FIG. 26 a flowchart depicting an embodiment of a process for controlling
the application of a therapeutic therapy based on coordinate data generated from a tracking
system.

[0090] FIGS. 27A-27G illustrate a laboratory configuration testing an embodiment

of the concepts described herein.

DETAILED DESCRIPTION

[0091] Although several embodiments, examples, and illustrations are disclosed
below, it will be understood by those of ordinary skill in the art that the inventions described
herein extend beyond the specifically disclosed embodiments, examples, and illustrations and
includes other uses of the inventions and obvious modifications and equivalents thereof.
Embodiments of the inventions are described with reference to the accompanying figures,
wherein like numerals refer to like elements throughout. The terminology used in the
description presented herein is not intended to be interpreted in any limited or restrictive
manner simply because it is being used in conjunction with a detailed description of certain
specific embodiments of the inventions. In addition, embodiments of the inventions can
comprise several novel features and no single feature is solely responsible for its desirable
attributes or is essential to practicing the inventions herein described.

[0092] With the use of diagnostic technologies and therapeutic technologies, it can
be advantageous to track for patient movement with a high degree of accuracy. Such high
accuracy tracking can improve the imaging quality obtained and produced by diagnostic
equipment, such as imaging technologies. Further, the use of high accuracy patient movement
tracking technology can improve the application of patient therapies, such as radiation
treatment, proton treatment, and the like. By accounting for patient movement with a high
degree of accuracy, therapeutic technologies can apply therapies only to the targeted tissue
and avoid healthy surrounding tissue.

[0093] The embodiments disclosed herein relate to a patient motion tracking

system that can track patient movement with translation accuracies of about 0.1 mm and angle
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accuracies of about 0.1 degrees. As disclosed herein, the system can be configured to utilize a
non-stereo approach to determining the 6 degrees of freedom movement of the patient. In an
embodiment, the system can comprise two cameras that are positioned orthogonal and
perpendicular on a single plane. In an embodiment, the two cameras need not be in a single
plane, but are positioned such that the two cameras are not viewing the target from generally
the same direction. The system can be configured to compare the appearance of the target on
one camera with the other camera while not accounting for which pixel number they fall on in
either camera. By comparing the appearance of the target between the two cameras, the
system can be configured to extract the 6 degrees of freedom movement on a very small
target.

[0094] In an embodiment, the system can be configured to extract the movement
data based on analyzing the images of the target from the two cameras in order to generate a
predicted value for at least one of the variables in the 6 degrees of freedom. For example, the
system can be configured to analyze the image of the target and predict a value for the pitch.
The system can then be configured to compare the predicted value to the value of the
particular variable with that which is shown in the actual image of the target. The system can
be configured to repeat this process using an iterative approach to continuously improve the
predicted value of one of the variables in the 6 degrees of freedom. The system can be
configured to perform this iterative process for each variable in the 6 degrees of freedom.

[0095] The foregoing methodology for tracking patient movement can be applied
in the diagnostic context as well as in the therapeutic context. For example, as disclosed
herein, the system can be configured to track patient movement in order to feed such
movement data to an MRI scanner such that the MRI scanner can adjust the focus and
position of the scanner in order to produce a clear MRI image of the patient. Further, the
system can be configured to connect to therapeutic technologies. For example, the system can
be configured to track patient movement in order to direct a therapeutic radiation beam at a
diseased tissue region while avoiding surrounding healthy tissue.

[0096] There are wvarious technologies for therapeutic radiation and other
therapeutics. For example, it can be advantageous in radiation therapy, proton therapy, or

other therapies to dynamically apply the radiation to a targeted area in order to account for
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patient movement. Patient movement can include respiration, twitches or any other voluntary
or involuntary movements of the patient. By dynamically and automatically tracking patient
movement, radiation therapy, proton therapy, and any other kind of therapy can be applied in
a more targeted way, thereby allowing surrounding healthy tissue to be avoided and/or
unharmed. The systems disclosed herein can be adapted and configured to track patient
translations with accuracies of about 0.1 mm and angle accuracies of about 0.1 degrees in
order to better apply radiation therapy, proton therapy, or any other therapy to the targeted
tissue or area of the body.

[0097] In an embodiment, a system can be configured to utilize optical tracking
based on the methods disclosed herein in order to track patient movement and/or or another
device, for example, electronics packages that are configured to identify fiducial markers
implanted inside a patient. In an embodiment, the system can be configured to utilize the
electronics package in order to identify the location of the fiducial markers within the patient.
By identifying the location of the fiducial markers, the system needs to identify the location of
the electronics package in order to determine the location of the fiducial markers with respect
to a scanner and/or a therapeutic equipment device.

[0098] The patient tracking movement system, disclosed herein, can be utilized to
track periodic involuntary movement of the patient, such as breathing. By tracking the
periodic patient movement with a high degree of accuracy, the system can be configured to
apply a radiation therapy, a proton therapy, or the like during strategic moments when the
target tissue is in a certain position while the patient’s involuntary movements continue.
Additionally, the system can be configured to track not only normal breathing movement of
the patient, but also the system can be configured to track irregular movement of the patient
caused by patient activity or based on diseased tissue of the patient. For example, when a
patient is running, the ribs of the patient have a larger egression that the system can track in
order to continuously identify a target tissue area. In another example, the patient may be
suffering from COPD or other breathing disorder or diagrammatic issues. For example, the
patient could be suffering from theurofusion, which is water outside the lung that prevents the

patient from breathing or a tumor is irritating a lung region thereby preventing normal
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breathing. The system can be configured to track such irregular patient movements due to
such conditions.

[0099] In order to apply a therapy, such as radiation therapy, the radiation beam
generator must determine the location of the electronics package relative to the beam
generator in order to properly direct the radiation therapy to the targeted tissue. Accordingly,
it is necessary to track the position of the electronics package relative to the radiation beam
generator or other therapeutic equipment. It can be advantageous to track the position of the
electronics package with a high degree of accuracy in order to better target the desired tissue.
In systems where the electronics package is configured to track the location of fiducial
markers implanted within the patient, such systems have two possible sources of error. One
source of error can be derived from tracking the position of the fiducial markers using the
electronics package and the second source of error can be derived from tracking the position
of the electronics package relative to the therapeutic equipment generator. Accordingly, it
can be advantageous to identify the position of the electronics package with a high degree of

accuracy in order to avoid compounding the sources of error.

Motion Compensation Systems

[0100] FIG. 1A is an embodiment of a schematic diagram illustrating a front view
of a medical imaging scanner 104 as part of a motion compensation system 100. FIG. 1B is a
schematic diagram illustrating a side view of the medical imaging scanner 104 as a part of the
motion compensation system 100 of FIG. 1A. The motion compensation system 100 can be
used to, for example, track the motion of a patient undergoing a medical imaging procedure to
enable a medical imaging scanner to adjust or otherwise compensate for that motion, to
reduce or eliminate motion artifacts in the resulting medical images. The motion
compensation system 100 illustrated in FIGS. 1A and 1B comprises a motion tracking system
102, a scanner 104, a scanner controller 106, two detectors 108, and an optical marker or
target 110. In this embodiment, the optical marker 110 is shown attached to a patient 112
positioned on a table 114 of the medical imaging scanner 104. The scanner 104 can be, for
example, a magnetic resonance imaging scanner. The optical marker 110 can be configured as

further described below, for example as described in reference to FIG. 2A.
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[0101] In this embodiment, the optical marker 110 is configured to be viewable by
each of the two detectors 108. The detectors 108 can be, for example, digital cameras
capable of acquiring images of the optical marker 110 and transmitting those images to the
motion tracking system 102. In this embodiment, each of the detectors 108 is configured to
view the optical marker 110 from along a different line of sight. This can be helpful, for
example, to enable the motion tracking system 102 to analyze two dimensional images of the
optical marker 110 from different vantage points to help in locating the optical marker 110 to
estimate patient motion or pose. In this embodiment, the detectors 108 each are configured to
view the optical marker 110 along a line of sight 120 separated from each other by an angle
122. 1In this embodiment, the angle 122 is approximately 90 degrees. Other angles may be
used, such as 30 degrees, 45 degrees, 60 degrees, 70 degrees, etc. In some embodiments, 90
degrees is an optimal angle to enable maximum differentiation of in plane and out of plane
motion of the optical marker 110, as further described below with reference to FIGS. 8A and
8B. For example, if the optical marker 110 moves in a direction that is directly along the line
of sight of one detector, that detector may have a harder time distinguishing motion of the
optical marker 110 than the other detector. On the other hand, the other detector may
relatively easily detect the motion of the optical marker 110, as the motion is perpendicular to
that detector’s line of sight.

[0102] In some embodiments, the angle 122 may be referred to as a scissor angle.
In the embodiment illustrated in FIG. 1A, the scissor angle is the angle at which the detectors
108 are directly viewing the marker 110. However, in other embodiments, the scissor angle
may be a virtual angle, as the lines of sight from the detectors to the marker may be redirected
by mirrors and/or other means, such as beam splitters, prisms, fiber optics, and/or the like. In
that case, the scissor angle is the apparent angle at which the detectors are viewing the
marker. For example, as further described below with reference to FIGS. 4E and 4F, the
detectors 108 of the motion compensation system 440 are positioned with lines of sight
collinear to each other near the detectors. However, mirrors are utilized to redirect the lines
of sight such that a virtual scissor angle of approximately 90 degrees is accomplished near the

marker.
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[0103] Mirrors or other devices used to redirect a line of sight have both
advantages and disadvantages. For example, disadvantages of mirrors include that they could
potentially vibrate, potentially introducing error into the object orientation determination
process. As another example, the further away a mirror is from a detector, generally the
larger the mirror needs to be to enable an equivalent range of vision. Accordingly, it can be
advantageous to position a mirror relatively close to a detector to enable the mirror to be
relatively small. One advantage of using mirrors or other sight line redirection methods is that
a virtual scissor angle can be configured to be closer to an optimal scissor angle of 90°, even
when a particular medical imaging scanner configuration may not allow for detectors that are
positioned to directly view a marker using a 90° scissor angle. Further, some mirrors are not
conductive, which can be advantageous in magnetic resonance imaging, because
nonconductive mirrors will not introduce artifacts into MRI images. A digital camera, on the
other hand, may include conductive components and/or a wire leading to the detector may
include conductive components. When a digital camera and/or its wire are within the medical
imaging envelope, they may introduce artifacts into MRI images.

[0104] The embodiment of a motion compensation system 100 illustrated in FIGS.
1A-1B is not shown to scale, but is rather show at a scale that helps facilitate illustration of
the system. Other figures, such as is shown in FIGS. 4A-4K, are also not shown to scale.
Additionally, most embodiments illustrated in these figures and described in this specification
comprise a motion compensation system operating in real time or substantially in real time to
correct a scanner for motion of a patient or object. However, in other embodiments, a motion
compensation system can be configured to operate by processing images using post-
processing after they have been created by a scanner to remove any motion artifacts.

[0105] In the embodiment of a motion compensation system 100 illustrated in
FIGS. 1A and 1B, the detectors 108 are positioned at an angle of approximately 90 degrees
along a transverse axis of the scanner 104, but are positioned at an angle of approximately O
degrees along a longitudinal axis of the scanner 104, as shown in FIG. 1B. In this
embodiment, the detectors 108 are configured to be positioned directly above a nominal home
position of the optical marker 110, as shown in FIG. 1B. However, the detectors may be

setup in various other configurations, as further described below.
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[0106] FIGS. 2A-2C illustrate one embodiment of an optical marker 110 used with
a motion compensation system. FIG. 2A is a front view of the optical marker 110. FIG. 2B is
a perspective view of the optical marker 110 of FIG. 2A in use with a patient 112. FIG. 2C is
a front view of the optical marker of FIG. 2A, the optical marker shown next to a U.S. penny
212 for scale.

[0107] The optical marker 110 comprises a pattern 202 that defines a reference
shape. In this embodiment, the pattern 202 defines a reference shape of an equilateral triangle
having sides of approximately 0.5 inches. At each vertex of the equilateral triangle reference
shape is a reference point locater 204. In this embodiment, each reference point locator 204
comprises a series of alternating black and white (or dark and light) elliptical shapes, with a
centroid of the reference point locater 204 being positioned at the vertex of the equilateral
triangle reference shape. In various embodiments, different reference shapes can be used and
reference point locators can take various forms, as long as the reference point locators are
able to be detected and analyzed by a motion tracking system to determine important points,
inflection points, critical points, or vertex points of a reference shape.

[0108] In this embodiment, the reference point locators 204 are elliptical in shape
and positioned such that they are configured to be visible as a circular pattern from a 45
degree viewing angle. This can be advantageous, because, when used in a system such as the
example illustrated in FIGS. 1A and 1B, where the detectors 108 are viewing the optical
marker 110 along a 45 degree sight line, any images of the optical marker 110 at the nominal
home location will illustrate the reference point locators 204 as circles. Then, if the marker is
moved, that motion will result in a non-circular elliptical pattern showing up on the images of
the optical marker. Further description of the optical marker configuration is given below.

[0109] FIG. 2B illustrates that the optical marker 110 can, in some embodiments,
be configured to mount to a patient’s top teeth. This can be advantageous to retain or affix
the optical marker 110 in a rigid or substantially rigid location with respect to the patient’s
skull. As described below, various methods and devices may be used to attach an optical
marker to a patient or other object of interest.

[0110] FIG. 3A is a block diagram depicting an embodiment of a motion

compensation system 300. The motion compensation system 300 can be similar to, for
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example, the motion compensation system 100 illustrated in FIGS. 1A and 1B. The motion
compensation system 300 comprises two detectors 108, a motion tracking system 102, a
scanner 104, and a scanner controller 106. The scanner 104 is a medical imaging scanner,
such as an MRI machine. The scanner controller 106 can be configured to operate and
control the scanner 104, such as by adjusting the scanner 104 in real time or substantially real
time to correct for motion of the object or patient being scanned. The scanner controller 106
can adjust for motion based on motion tracking data or information received from the motion
tracking system 102.

[0111] The detectors 108 can comprise, for example, digital cameras. Although in
this embodiment there are two detectors 108, various other embodiments may utilize more or
fewer detectors based on the application. For example, an embodiment of a motion
compensation system may comprise more detectors to increase accuracy of motion tracking
and/or to add redundancy to a motion compensation system. For example, a motion
compensation system may comprise four detectors, with motion tracking being performed
only using two of the detectors at any one time. This may be advantageous, for example,
when obstructions may hide an optical marker from view of one or more detectors depending
on the position of the object being tracked.

[0112] Although in this embodiment and various other embodiments described
herein the detectors are optical digital cameras, various other motion compensation systems
may utilize detectors other than optical cameras. For example, a detector may be an infrared
camera configured to view a target or marker viewable by an infrared camera. In other
embodiments, the detectors may comprise laser detectors, sonar detectors, radar detectors,
and various other types of detectors capable of locating a marker and/or creating a two
dimensional digital image or representation of a marker.

[0113] The motion tracking system 102 comprises a tracking engine 304, a
calibration engine 306, a controller interface 308, and a motion database 310. The motion
database 310 can be configured to store motion tracking information, such as object pose
estimates created by the tracking engine 304. In some embodiments, the motion database 310
can be configured to be persistent storage to store the motion information for later retrieval

and usage after the completion of an imaging scan. In some embodiments, the motion
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database 310 comprises a short term memory or buffer or cache to store object pose estimates
just temporarily until they are included in motion data and sent to the scanner controller 106
by the controller interface 308.

[0114] The calibration engine 306 can be configured to calibrate the motion
compensation system. The calibration engine 306 comprises a calibration database 316, a
detector calibration filter 318, and a target calibration filter 320. In some embodiments, the
calibration engine 306 can be configured to calibrate the system at initial startup or initial
system assembly, with calibration not being needed for later operation of the motion
compensation system 300. In other embodiments, the calibration engine 306 is utilized for at
least some calibration procedures during some or all motion tracking procedures. The
detector calibration filter 318 can be configured to calibrate the detectors 108 to the motion
compensation system. In some embodiments, the detector calibration filter 318 can be
configured to calibrate the detectors by enabling a manufacturer or assembler of the motion
compensation system to input information specific to each detector 108, such as focal length,
resolution, etc. In some embodiments, the detector calibration filter 318 can be configured to
automatically determine some or all of the parameters needed to calibrate a detector 108. The
parameters determined in calibration of the detectors can be stored in the calibration database
316 for later use by the tracking engine 304.

[0115] The target calibration filter 320 can be configured to calibrate the system to
one or more specific targets or markers. For example, the target calibration filter 320 can be
configured to, upon initial startup of a motion tracking routine, analyze images received from
the detectors 108 to determine a region of interest in the images where it is most likely that
the optical marker exists. This information can be stored in the calibration database 316. This
initial calibration upon startup of a motion tracking routine can, for example, help to speed up
a tracking routine.

[0116] The tracking engine 304 comprises a marker location filter 312 and an
objection orientation filter 314. The tracking engine 304 can be configured to track the
location of one or more optical markers during an imaging scan and to determine an estimate
of the pose of the object or patient being scanned. In some embodiments, the marker location

filter 312 can be configured to analyze images from the detectors 108 to determine locations

-36-



WO 2014/116868 PCT/US2014/012806

of reference points of an optical marker in the 2D images from the detectors. The marker
location filter 312 can be configured to analyze these images to determine both the locations
of these points and the orientation of the reference shape or shapes formed by the reference
points. The object orientation filter 314 can be configured to utilize the marker location
information from the marker location filter 312 to convert that information into an estimated
object pose. The object orientation filter 314 can be configured to then pass the estimated
object pose information off to the motion database 310 and/or the controller interface 308 for
use by the scanner controller 106.

[0117] The tracking engine 304 can utilize various processes or algorithms in
determining the location of marker reference points and converting this information into
estimated object poses. Some examples of these processes or algorithms are described in
more detail below. However, various other processes or algorithms can be used with the
techniques disclosed herein.

[0118] The controller interface 308 can be configured to convert object pose
information into a coordinate system of the imaging scanner and to pass this information to
the scanner controller 106. The controller interface 308 comprises a coordinate system
converter 322 and a motion data feed generator 324. The coordinate system converter 322
can be configured to take the estimated object pose information from the tracking engine 304
and/or the motion database 310 and convert that object pose information from the motion
tracking system’s coordinate system into the scanner’s coordinate system. The motion data
feed generator 324 can be configured to take the converted object pose information and
transmit it to the scanner controller 106. In some embodiments, the motion data feed
generator 324 is configured to transmit object pose information to the scanner controller 106
immediately as the object pose information becomes available. In other embodiments, the
motion data feed generator 324 can be configured to sync the timing of the motion tracking
system 102 with the scanner controller 106. For example, the motion tracking system 102
may be configured to acquire images and estimate object poses at a rate of approximately 100
hertz. The scanner controller 106 and scanner 104 may, on the other hand, be configured to
take scans at a different rate. The motion data feed generator 324 can therefore be configured

to match the motion tracking system’s output speed to the scanner and/or scanner controller
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speed. In some embodiments, this may involve caching converted object pose information
until it is necessary to send that information to the scanner controller 106. In some
embodiments, the motion data feed generator 324 is configured to obtain multiple object
poses and to combine these, such as by averaging, before sending them to the scanner
controller 106. In other embodiments, the motion data feed generator 324 is configured to
transmit only the latest object pose estimate to the scanner controller 106. In some
embodiments, the motion data feed generator 324 is configured to retransmit the last object
pose estimate sent to the scanner controller 106 if the motion tracking system 102 has not
generated a new object pose estimate since the last time the motion data feed generator 324
sent an object pose estimate to the scanner controller 106.

[0119] As described above, although the motion compensation system 300
illustrated in FIG. 3A is disclosed in a system configured to adjust a scanner in real time or
substantially in real time to adjust for patient motion, other embodiments may utilize a motion
compensation system to adjust acquired images after the scanning process to remove motion
artifacts. In some embodiments, the scanner can be configured to adjust for motion in real
time and to post process images to remove any remaining motion artifacts based on the
tracked motion.

[0120] Although the motion compensation system 300 illustrated in FIG. 3A
illustrates the motion tracking system 102 as being a separate system from the scanner
controller 106, in some embodiments, the motion tracking system 102 can be integrated into
the scanner controller 106. For example, a medical imaging scanner can be produced with an
integrated scanner controller comprising features to both control the scanner and to track
object or patient motion during scan.

[0121] FIG. 3B is a block diagram depicting another embodiment of a motion
compensation system 301. The motion compensation system 301 illustrated in FIG. 3B is
similar to the motion compensation system 300 illustrated in FIG. 3A. The motion
compensation system 301, however, utilizes a different tracking engine 334 than the tracking
engine 304 illustrated in FIG. 3A. The tracking engine 334 comprises a reference point filter
336, a principal quantities generator 338, a reference frame translator 340, an error filter 342,

and a convergence filter 344. The components of the tracking engine 334 can be configured
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to operate to track the motion of an object or patient using, for example, the process flow
described below with reference to FIG. 7C.

[0122] The reference point filter 336 can be configured to, among other things,
analyze two dimensional images of an optical marker to determine the locations of the
reference points of that marker. The principal quantities generator 338 can be configured to
analyze the reference shape formed by the reference points, as viewed by two or more
detectors, to determine a number of principal quantities, such as six, that can be used to help
describe or define the 3D position and orientation of the optical marker.

[0123] The reference frame translator 340 can be configured to convert between
the two dimensional reference frame of each detector and the three dimensional frame of the
motion tracking system. The error filter 342 can be configured to analyze differences in
principal quantities based on the visualized reference points and based on estimates of an
object pose to determine an amount of error between the two. The convergence filter 344 can
be configured to perform iterative processes to reduce an amount of error in an object pose
estimate until an object pose estimate has an acceptable amount of error. The tracking engine
334 can be configured to communicate with the motion database 310, calibration engine 306,
and controller interface 308 similarly to as described above with respect to the motion

compensation system 300 of FIG. 3A.

Other Embodiments of Motion Compensation Systems

[0124] FIG. 4A is another embodiment of a schematic diagram illustrating a front
view of a medical imagine scanner 104 as part of a motion compensation system 400. FIG.
4B is a schematic diagram illustrating a side view of the medical imaging scanner 104 as part
of the motion compensation system 400. The motion compensation system 400 is similar to
the motion compensation system 100 illustrated in FIGS. 1A and 1B. However, the motion
compensation system 100, as described above, comprises two detectors 108 positioned at a 90
degree angle to each other along a transverse axis of the scanner 104. In the motion
compensation system 400, the detectors 108 are positioned at a 90 degree angle 422 to each
other along the longitudinal axis of the scanner 104. The detectors 108 of the motion

compensation system 400 are still configured to view the optical marker 110 along two
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different lines of sight 420. The motion compensation system 400 illustrates that the detectors
108 can be positioned in various ways, as long as each detector 108 views the optical marker
110 along a different line of sight. The angle 422, as described above with respect to the
angle 122, can vary and be larger or smaller. In some embodiments, the angle 422 can be
between 100 degrees and 70 degrees. In other embodiments, the angle 422 can be 30
degrees. For example, FIG. 4K illustrates a motion compensation system 490 similar to the
motion compensation system 400, except that the angle 422 is 30 degrees. In other
embodiments, the angle can be various other angles, as long as the two lines of sight 420 are
different.

[0125] FIG. 4C is another embodiment of a schematic diagram illustrating a front
view of a medical imaging scanner 104 as part of a motion compensation system 430. FIG.
4D is a schematic diagram illustrating a side view of the medical imaging scanner 104 as a part
of the motion compensation system 430. The motion compensation system 430 is similar to
the motion compensation system 100 illustrated in FIGS. 1A and 1B. However, the motion
compensation system 430 further comprises a head cage or head coil 432 configured to be
positioned around a patient’s head. In certain medical imaging tasks, such as certain MRI
head scans, a head cage 432 can be utilized and positioned around the patient’s head. The
head cage can make it more difficult for a detector 108 to image the optical marker 110 if the
detectors 108 were mounted to the bore of the scanner body 104. Accordingly, the motion
compensation system 430 comprises two detectors 108 mounted to the head cage instead of
the scanner body. The detectors 108 and motion tracking system 102 are configured to
operate similarly to as described above. The term head cage as utilized herein may be used to
describe a device configured to help position the head of a patient during an MRI scan. The
term head cage may also refer to a head coil device configured to wrap around a patient’s
head to perform MRI scanning functions.

[0126] FIG. 4E is another embodiment of a schematic diagram illustrating a front
view of a medical imaging scanner 104 as part of a motion compensation system 440. FIG.
4F is a schematic diagram illustrating a side view of the medical imaging scanner 104 as a part
of the motion compensation system 440. The motion compensation system 440 is similar to

the motion compensation system 430 illustrated in FIGS. 4C and 4D. However, in some
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cases, there can be limited space within the bore of a scanner 104. In those cases, it can be
difficult to position detectors 108 to have a direct line of sight between their lens and the
optical marker 110. Accordingly, the motion compensation system 440 comprises two
detectors 108 positioned flat against the head cage 432 with a line of sight 120 being through
a mirror 442 to the optical marker 110. The mirrors 442 enable an indirect line of sight to
make the system more compact but to still enable viewing of the optical marker 110 from
along two different lines of sight 120. Although this embodiment illustrates the use of mirrors
with detectors mounted to a head cage, various other embodiments may use mirrors and/or
detectors attached to the scanner body, the head cage, or any other location, as long as the
detectors can view the optical marker through the mirrors. In some embodiments, multiple
mirrors are used to redirect the line of sight 120 multiple times. For example, a detector 108
may be positioned outside of the scanner and have its line of sight pass through one or more
mirrors positioned within the scanner to image the optical marker.

[0127] Although the motion compensation system 440 comprises mirrors to
redirect the lines of sight, other methods of redirecting a line of sight may be used, alone or in
combination with mirrors. For example, fiber optics or prisms may be used to redirect a line
of sight and create a virtual scissor angle.

[0128] FIG. 4G is another embodiment of a schematic diagram illustrating a front
view of a medical imaging scanner 104 as part of a motion compensation system 450. The
motion compensation system 450 is similar to the motion compensation system 100 illustrated
in FIGS. 1A and 1B. However, the motion compensation system 450 comprises two optical
markers 110. In this embodiment, each of the two optical markers 110 is positioned to be
directly in the line of sight of one of the detectors 108. However, in other embodiments,
multiple optical markers 110 may be utilized and positioned in other ways. For example,
multiple optical markers may be positioned at various rigid or substantially rigid portions of
the object being imaged. For example, as further described below, one optical marker 110
may be positioned on a patient’s top teeth, while one or more other markers may be
positioned on a patient’s forehead.

[0129] Optical markers may also be positioned at locations that are not rigid or

substantially rigid. For example, an optical marker may be attached to a patient’s skin. In
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some embodiments, such as when the marker is attached to a patient’s skin, due to skin
movement or skin elasticity, the marker may at times move in relation to the object being
scanned, which can introduce inaccuracies into a medical imaging scan. Accordingly, in some
embodiments, a motion compensation system can be configured to differentiate between
movements of the object being scanned, such as a patient’s head, and skin movement, which
may not correlate to actual movement of the object being scanned. In some embodiments, the
system can be configured to compare the positioning of two or more markers relative to
themselves in order to differentiate between head movement and skin movement.

[0130] Utilizing multiple optical markers 110 can have various benefits. For
example, multiple markers may be used for redundancy, in case one or more markers is not
currently visible to one or more detectors based on the current object’s pose. Another
advantage is that multiple optical markers can be analyzed simultaneously by the motion
tracking system 102 to obtain multiple object pose estimates. Those multiple object pose
estimates can then be combined to generate a single more accurate estimate. For example, the
multiple estimates can be averaged to come up with an average estimate. In another example,
there may be a measure of margin of error for each estimate and the estimates may be
combined using a weighted average based on the margin of error. In other embodiments, only
the most accurate estimate is used and other estimates are dropped.

[0131] Figures 4H-4J illustrate additional embodiments of motion compensation
systems configured to use indirect lines of sight. Given that many medical imaging systems
have limited space within the bore of the device, it can be advantageous to position detectors
to be generally flat against a bore of the device or flush within the bore of the device. The
embodiment of a motion tracking system 460 shown in FIG. 4H illustrates a system wherein
two optical detectors 108 are positioned flat against a bore of the medical imaging scanner
104. In this embodiment, the detectors 108 are positioned facing each other along a
longitudinal axis of the bore. Two mirrors 442 are positioned relatively close to the detectors
to redirect their lines of sight 120 toward the optical marker 110. In this embodiment, the
scissor angle is significantly smaller than 90 degrees. However, in other embodiments, the
detectors and/or mirrors may be positioned differently to increase or decrease the scissor

angle.
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[0132] The motion compensation system 470 illustrated in FIG. 41 is similar to the
motion compensation system 460 illustrated in FIG. 4H. However, the motion compensation
system 470 comprises two detectors 108 and two mirrors 442 mounted within the medical
imaging scanner 104 such that they do not protrude into the bore of the scanner 104. The
scanner 104 body can comprise openings to enable the lines of sight 120 to pass from the
marker 110 to the detectors 108. In some embodiments, detectors may be positioned on a
surface of the scanner bore, partially within the body of the scanner, fully within the body of
the scanner, and/or the like. One determining factor of whether detectors can be mounted
within a scanner body and/or whether any of the detector must protrude beyond the scanner
body is the size of the detectors and the space available within the scanner body. More space
available within the scanner body and/or smaller detectors may enable more or all of the
detectors to be positioned within the scanner body.

[0133] FIG. 4] illustrates a motion compensation system 480. The motion
compensation system 480 is similar to the motion compensation system 460 illustrated in FIG.
4H. However, the motion compensation system 480 comprises a head cage 432, and the
detectors 108 and mirrors 442 are mounted opposite each other on opposite ends of the head
cage 432, rather than being mounted to the bore of the scanner. In various embodiments, the
detectors 108 may be mounted in various positions, not necessarily facing each other. For
example, both detectors 108 may be positioned on the same side of the head cage 432. As
can be seen in FIG. 4], each of the two detectors 108 is configured to view the optical marker
110 along a line of sight 120 viewing the optical marker 110 along a different angle relative to
the marker. The line of sight 120 on the left-hand side is at a shallower angle than the line of
sight 120 on the right-hand side. In other embodiments, the positioning of the detectors, the
optical marker, and/or the mirrors may be adjusted to adjust the angles of each of the lines of
sight relative to the marker and/or to adjust the scissor angle.

[0134] FIGS. 4L-4N illustrate additional embodiments of schematic diagrams of
motion compensation systems. Each of the motion compensation systems illustrated in FIGS.
4L-4N comprise one or more detectors 108, multiple lines of sight 120, one or more optical
markers 110, and a head cage or head coil 432. Some embodiments also comprise one or

more mirrors 442 and one or more beam splitters 444. In some embodiments, the beam
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splitters 444 comprise prisms. Although each of the motion compensation systems illustrated
in FIGS. 4L-4N include two optical markers 110, the concepts disclosed herein may be
applied to a system using any number of optical markers. In some embodiments, the motion
compensation system uses two optical markers to add redundancy to the system. For
example, one optical marker may at some times have lines of sight to it blocked by, for
example, a portion of the head coil 432. The optical markers can be positioned such that
when one optical marker’s line of sight is obstructed, the other optical marker is still able to be
imaged by one or more detectors 108. Although the optical markers 110 illustrated in FIGS.
4L-4N comprise a checkerboard pattern, the optical markers 110 may also or alternatively
comprise a pattern similar to the pattern illustrated in the optical marker 110 shown in FIG.
2A.

[0135] The embodiment illustrated in FIG. 4L comprises four detectors 108
imaging two optical markers 110. Each of the optical markers 110 is simultaneously imaged
by two of the optical detectors 108 along two different lines of sight 120. The embodiment
illustrated in FIG. 4M is similar to the embodiment illustrated in FIG. 4L, except the number
of detectors is reduced by two. In this embodiment, each of the two detectors 108 is
configured to simultaneously image both of the optical markers 110. The system is configured
to accomplish this by splitting a sight line from a detector through a beam splitter 444 and also
redirecting the resulting multiple sight lines through mirrors 442. A resulting digital image
from the optical detector 108 may comprise digital representations of both optical markers
110 (or potentially only one optical marker if, for example, one of the lines of sight is
blocked). The motion compensation system can be configured to analyze the representations
of each of the optical markers separately, even if the representations are included in the same
digital image.

[0136] The embodiment illustrated in FIG. 4N is similar to the embodiment
illustrated in FIG. 4M, except only one optical detector 108 is utilized. The sight line of the
optical detector 108 is split at beam splitter 444 into two lines of sight 120, with each line of
sight being directed toward one of the two optical markers 110. As with the configuration

illustrated in FIG. 4M, a digital image resulting from the detector 108 may comprise
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representations of both optical markers 110 (or potentially only one optical marker if, for

example, one of the lines of sight is blocked).

Mounting of Optical Markers

[0137] Optical markers can be mounted to an object being tracked in various
ways. FIGS. SA-5SE illustrate various options for mounting an optical marker to an object.
FIG. 5A is a front perspective view of an embodiment of an optical marker connected to a
mounting portion 514. FIG. 5B is a side perspective view of the optical marker 110 of FIG.
5A mounted to the mounting portion 514. The optical marker 110 illustrated in FIGS. 5A and
5B is similar to the optical marker 110 illustrated in FIGS. 2A-2C. This embodiment is
configured to attach to a patient’s top teeth. The mounting portion 514 comprises a front
portion 516, a back portion 518, and a trough 520 between the front portion 516 and back
portion 518. The front portion 516 is configured to pass in front of a person’s top teeth,
while the back portion 518 is configured to pass behind a user’s top front teeth. The trough
520 is configured to conform or substantially conform to the user’s teeth.

[0138] In some embodiments, the mounting portion 514 is configured to be
shaped to a specific user to enhance the fit and/or rigidity of the optical marker 110. For
example, the mounting portion 514 can be configured to be softened and placed onto the
user’s teeth and then hardened. In one embodiment, the mounting portion 514 comprises a
polymer that softens when heated and hardens when cooled. In that example, the mounting
portion 514 may, for example, be heated in warm water and then placed in the user’s mouth to
set. In another embodiment, the mounting portion 514 comprises an ultraviolet curable
polymer. For example, the mounting portion 514 can be placed on a user’s teeth in a soft
condition and then cured to a hardened condition using an ultraviolet light. In other
embodiments, the mounting portion 514 can be configured to have an adhesive or moldable
polymer material placed into the trough 520 to conform to or adhere to a user’s teeth.

[0139] The mounting portion 514 can be connected to the optical marker 110
using the connection portion 522. In some embodiments, the optical marker 110 and
mounting portion 514 are an integral inseparable unit. In other embodiments, the connection

portion 522 enables the optical marker 110 to be detached and reattached to the mounting
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portion 514. This may be advantageous, for example, to enable the mounting portion 514 to
be shaped to a user’s teeth without the optical marker 110 mounted to it. In some
embodiments, the connection portion 522 is relatively small and enables the optical marker
110 to be relatively close to the mounting portion 514. In other embodiments, the connecting
portion 522 is longer and enables the optical marker 110 to be positioned further away from
the object being tracked. In some embodiments, the connection portion 522 is configured to
position the optical marker 110 such that it will not be covered by a patient’s lips when the
mounting portion 514 is positioned over the user’s teeth. In some embodiments, the
mounting portion 514 comprises an additional flap configured to be positioned over a user’s
lip to keep their lip from blocking the optical marker 110.

[0140] In some embodiments, an optical marker can be internally lighted. For
example, an optical marker can include one or more LED lights or the like inside the optical
marker to uniformly or substantially uniformly light the optical marker or individual reference
points. Illumination of an optical marker can be advantageous to enable a detector to more
clearly image the optical marker and to make it easier for a motion tracking system to
distinguish the reference points on the optical marker and/or to distinguish centroids of the
reference points. In some embodiments, the detectors and/or another part of a motion
compensation system includes lights configured to illuminate the optical marker. In some
embodiments, such as when infrared detectors are used, the lighting can be infrared lights. In
some embodiments, an optical marker can be configured to glow in the dark to enable
enhanced illumination without using auxiliary lighting. In some embodiments, an optical
marker can be configured to be charged with light by being placed in front of a light source for
a period of time, after which the optical marker will glow for a period of time.

[0141] FIG. 5C is a top view of another embodiment of an optical marker 110
connected to a mounting portion 524. FIG. 5D is a top view of yet another embodiment of an
optical marker 110 connected to a mounting portion 534. The mounting portion 524
illustrated in FIG. 5C is a relatively narrow mounting portion comprising a front portion 526,
back portion 528, and a trough 530 therebetween. The mounting portion 534 illustrated in
FIG. 5D is, however, a relatively wide mounting portion. The mounting portion 534

comprises a front portion 536, a back portion 538, and a trough 540 therebetween. The
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embodiments illustrated in FIGS. 5C and 5D illustrate that mounting portions can take various
shapes. For example, the mounting portion 524 is similar in size to the mounting portion
illustrated in FIGS. 5A and 5B. This mounting portion may engage only a couple teeth of the
patient. On the other hand, the mounting portion 534 illustrated in FIG. 5D comprises a more
U-shaped mounting portion configured to engage several teeth of the patient. The mounting
portion 534 may be in some embodiments similar in design to a mouthguard typically used by
athletes. The mounting portions 524 and 534 are both connected to an optical marker 110
using a connection portion 532.

[0142] FIG. SE is a perspective view of an embodiment of an optical marker 110
connected to a patient 112. In this embodiment, the optical marker 110 is attached to a strap
550 configured to go around the patient’s head to help retain the optical marker 110 in
position. In some embodiments, the optical marker 110 also is attached to a mounting
portion, such as the mounting portions described above configured to attach to a patient’s
teeth. Various embodiments of mounting an optical marker to a patient have been described.
However, various other methods may be used such as, but not limited to, adhesives, tape,
tattoos, paint, and/or the like.

[0143] FIG. 6A is a perspective view of an embodiment of an optical marker 610
using distributed reference points 614 and 612. Like the optical marker 110 illustrated in FIG.
2B, the optical marker 610 comprises three reference points 612 and 614 comprising elliptical
shapes and forming a triangular reference shape when viewed together. However, the optical
marker 610 is a distributed optical marker, in that the reference points are not part of the same
physical object. In this embodiment, the reference point 612 is on a substrate attached to the
patient’s top teeth, similar to as described above. However, the other two reference points
614 are stickers attached to the patient’s forehead above his or her eyes. One advantage of
the configuration illustrated in FIG. 6A is that detectors that have a lower resolution, and are
therefore cheaper, may be used. Another advantage is that smaller movements of the patient
112 may be able to be more accurately detected in images of the optical marker 610. A
disadvantage of the configuration shown in FIG. 6A is, however, that the three reference
points are not rigid with respect to each other. For example, if the patient 112 moves his or

her skin over the forehead, the reference points 614 may move with respect to the reference
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point 612 attached to his or her teeth. In some embodiments, the motion tracking system can
be configured to analyze relative motion of the reference points to determine whether the
motion is due to local skin motion or deformations or actual patient movement.

[0144] The concept of utilizing distributed reference points may take various
forms. For example, each reference point may be positioned on a block, substrate, or other
backing, with the backing being affixed or attached to the patient or object being tracked. For
example, the reference point 612 illustrated in FIG. 6A is shown attached to a substantially
rigid backing. The reference points 614 are illustrated as individual points not having a
backing and being directly affixed to the patient’s forehead. However, in some embodiments,
the reference points 614 may also be attached to a backing, block, or other backing to help in
attaching the reference point to the object and/or to reduce any flexing of the reference point
and/or to keep the reference point shape flat. In some embodiments, an optical marker and/or
an individual reference point can be configured to attach to an object being tracked using a
variety of means. For example, double-sided surgical tape can be utilized to attach a marker
to an object. Other adhesives may also be used. Other mechanical affixing means may also be
used, such as other types of tape, clamps, straps, fasteners, and/or the like.

[0145] Although the embodiments illustrated in FIG. 6A illustrate reference points
located at a patient’s top teeth and forehead, reference points and/or markers may be
positioned at various locations. For example, a reference point or marker may be positioned
at a patient’s nose, cheeks, chin, temples, ears, and various other locations as long as the
reference point or marker will be visible to a detector during at least a portion of the object’s
range of motion, either through a direct or indirect line of sight. Further, although the
reference points illustrated in FIG. 6A are spaced relatively far apart from each other, in some
embodiments, the reference points may be spaced relatively close together, although still not
attached to the same backing or mounting material. For example, the reference points may be
located and spaced a similar distance apart as shown in the optical marker 110 illustrated in
FIG. 2B, even if the three reference points are each attached to a different backing material or
mounting portion. In another embodiment, the three reference points can be spaced in a
similar fashion to the optical marker 110 illustrated in FIG. 2B, except the reference points are

each a separate object adhered to the patient and not connected to each other.

-48-



WO 2014/116868 PCT/US2014/012806

[0146] In some embodiments of a motion compensation system, obstructions may
exist that could potentially block a line of sight to an optical marker. For example, a head
cage or head coil, such as is shown in FIG. 9A may have bars or other portions that may
obstruct a line of sight to a marker. Accordingly, in some embodiments, a marker or reference
point can be positioned on an object at a location that eliminates or reduces any blockage of a
line of sight to the marker. In some embodiments, mirrors or other devices configured to
redirect a line of sight may be used to enable a detector to image a marker through a hole or
opening in an obstruction such as a head cage or head coil.

[0147] FIG. 6B is a perspective view of an embodiment of an optical marker 610
using distributed reference points 614 and 612, and an embodiment of an optical marker 110
using integrated reference points 612 and 616. The embodiment illustrated in FIG. 6B is
similar to the embodiment illustrated in FIG. 6A, but utilizing two different-sized optical
markers. The configuration in FIG. 6B utilizes the distributed optical marker 610 illustrated in
FIG. 6A and the non-distributed optical marker 110 illustrated in FIG. 2B. Such a
configuration can be advantageous to, for example, obtain the benefits of a larger marker 610
while counteracting some of the issues with a distributed marker by using the non-distributed
marker 110.

[0148] In some embodiments, a motion tracking system can be configured to track
the larger marker 610 and/or the smaller marker 110 based on the motion the detectors are
capturing. For example, if a system is concerned with local motion or twitching of the
patient’s forehead skin that may introduce inaccuracies into the system, the system may be
configured to stop tracking utilizing the larger optical marker 610 when motion in a direction
consistent with a localized motion of a marker 614 is detected. For example, if a marker 614
is imaged moving in a longitudinal direction, such as up and down with respect to the patient’s
head, this may be indicative of local skin motion and may introduce inaccuracies if tracking
the optical marker 610 is used. However, if motion of the reference point 614 in a side-to-
side direction is detected, especially if both reference points 614 are moving in the same
direction, this is less likely indicative of local skin motion and is more likely that the patient is
turning his or her head. Accordingly, tracking based on the larger optical marker 610 may be

more accurate during that motion than tracking the smaller optical marker 110. In one
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embodiment, a motion tracking system can be configured to track motion utilizing a larger
distributed marker when motions not indicative of localized skin motion are detected, but to
track using a smaller non-distributed marker when motions indicative of localized skin motion
are detected.

[0149] Fig. 6C is a perspective view of an embodiment of multiple optical markers
110 attached to an object being tracked, in this case the patient 112. This embodiment
illustrates that multiple complete optical markers 110 can be affixed to the same object.
Although, in this embodiment, the optical markers are attached at the patient’s top teeth and
forehead, optical markers may be attached in addition to or in lieu of these locations at, for
example, the cheeks, the temples, ears, chin, nose, below the eyes, and/or the like. Utilizing

multiple optical markers may be advantageous to increase accuracy and/or redundancy.

Motion Compensation System Processes

[0150] FIG. 7A depicts an embodiment of a process flow diagram illustrating an
example of a motion compensation process. For example, the process flow illustrated in FIG.
7A can be implemented by, for example, the motion compensation systems 300 or 301
illustrated in FIGS. 3A and 3B. At block 702, the scanner starts an imaging scan. At block
704, the motion compensation system starts its process. At block 706, a tracking engine
acquires marker images. For example, the tracking engine 304 illustrated in FIG. 3A can be
configured to acquire one image frame each from detector 1 and detector 2. At block 708,
the tracking engine determines an object pose. For example, the marker location filter 312
can be configured to determine two dimensional locations of marker reference points, and the
object orientation filter 314 can be configured to estimate a three dimensional pose of the
object being tracked using the two dimensional locations of the marker reference points. The
tracking engine may store this information in the motion database shown at block 710. The
motion database shown at block 710 may be, for example, the motion database 310 illustrated
in FIG. 3A.

[0151] At block 712, a controller interface generates motion data. For example,
the controller interface 308 illustrated in FIG. 3A can be configured to convert the object pose

information into the scanner coordinate system and generate data for enabling the scanner
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controller to adjust for the motion. At block 714, the controller interface transmits the motion
data to a scanner controller. At block 716, the scanner controller operates to adjust the
scanner to compensate for the motion. At block 718, the process varies depending on
whether the imaging scan is complete. If the imaging scan is not complete, the process flow
proceeds back to block 706 and proceeds as described above. If the scan is complete, the
process flow proceeds to block 720, and the motion compensation process is completed.

[0152] FIG. 7B depicts another embodiment of a process flow diagram illustrating
an example of a motion compensation process. At block 722, a scanner starts the imaging
process. At block 724, a motion compensation system starts its process. For example, this
process may be implemented by the motion compensation system 300 illustrated in FIG. 3A.
At block 726, the motion tracking system is optionally calibrated. For example, the target
calibration filter 320 can be configured to determine a general location of the optical marker in
each detector’s field of view.

[0153] At block 728, a tracking engine acquires simultaneous marker images from
two different vantage points. For example, the tracking engine 304 illustrated in FIG. 3A can
be configured to obtain simultaneous or substantially simultaneous images from the first and
second detectors 108. At block 730, a marker location filter analyzes the images to determine
two dimensional positions of reference points of an optical marker. For example, the marker
location filter 312 can be configured to analyze the images acquired in block 728. The marker
location filter can be configured to analyze these images to determine where the reference
points of the optical marker appear in each image.

[0154] At block 732, an object orientation filter analyzes the reference point
positions to determine a three dimensional object orientation or pose. For example, the object
orientation filter 314 can be configured to analyze the information created at block 730 to
estimate a three dimensional object pose in 6 degrees of freedom and, in some embodiments,
to perform an iterative process to obtain a better estimate. The objection orientation filter can
be configured to store this 3D object orientation or pose information in the motion database
illustrated at block 734. At block 736, the controller interface can be configured to generate
motion data. For example, the controller interface 308 illustrated in FIG. 3A can be

configured to acquire the object pose or orientation information from the motion database or
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the object orientation filter and convert this information to be readable by a scanner controller.
At block 738, the controller interface transmits the motion data to the scanner controller. At
block 740, the scanner controller adjusts the scanner to compensate for the motion.

[0155] At block 742, the process flow varies depending on whether the imaging
scan is complete. If the imaging scan is not complete, the process flow proceeds back to bock
728 and proceeds as described above. If the imaging scan is complete, the process flow
proceeds to block 744 and the motion compensation process is completed.

[0156] FIG. 7C depicts another embodiment of a process flow diagram illustrating
an example of a motion compensation process. The process flow illustrated in FIG. 7C can be
performed by, for example, the motion compensation system 301 illustrated in FIG. 3B. At
block 752, a scanner imaging scan is started. At block 754, the motion compensation system
starts its process. At block 756, the motion compensation system optionally calibrates the
tracking system. At block 758, a tracking engine acquires two simultaneous marker images
from different vantage points. For example, the tracking engine 334 can be configured to
acquire simultaneous or substantially simultaneous image frames from the first and second
detectors 108.

[0157] At block 760, a reference point filter locates reference points and the first
two dimensional image. For example, the reference point filter 336 can be configured to
analyze the first two dimensional image to locate the alternating ellipses or circles of the
optical marker illustrated in FIG. 2A and to determine a centroid of each of those sets of
alternating ellipses. The centroid will be the reference point. At block 762, the reference
point filter locates the reference points in the second dimensional image. Accordingly, after
blocks 760 and 762, if the optical marker illustrated in FIG. 2A is being used, six different
coordinates for six different reference points will be or will have been determined. The six
different reference points comprise the three reference points of the optical marker as seen by
the first detector and the same three reference points as seen by the second detector.

[0158] At block 764, a principal quantities generator calculates baseline principal
quantities or attributes based on the two dimensional reference point locations. For example,
the principal quantities generator 338 illustrated in FIG. 3B can be configured to analyze the

locations of the reference points as determined in blocks 760 and 762 to determine six
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principal quantities describing various attributes of the reference shape formed by the
reference points and/or describing differences or similarities between the reference shape as
viewed along a first and second line of sight. These baseline principal quantities can be
utilized at another point in this process to be compared to principal quantities based on an
estimate of an object pose t