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SYSTEM AND METHOD FOR GROUPING MULTIPLE STREAMS OF DATA

CROSS-REFERENCE TO RELATED APPLICATION

This application claims the benefit of and priority to United States Provisional Patent
Application No. 61/251,813 filed October 15, 2009 under the title SYSTEM AND
METHOD FOR GROUPING AND RANKING MULTIPLE STREAMS OF DATA

The content of the above patent application is hereby expressly incorporated by

reference into the detailed description hereof.

TECHNICAL FIELD

[0001] The present disclosure relates generally to document clustering. More
specifically, it relates to a method and system for automatically grouping related

documents together.
BACKGROUND

[0002] In various applications, it may be desirable to group machine readable
documents of related content together. For example, news aggregation websites
may group related stories together from multiple sources and present such stories

in a single location for easy viewing.

[0003] As data sources become abundant, the speed of information arrival

increases, making the task of grouping documents more difficult.

[0004] Thus, there exists a need for improved systems and methods for

grouping machine readable documents.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] Reference will now be made, by way of example, to the accompanying

drawings which show an embodiment of the present application, and in which:
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[0006] FIG. 1 shows a system diagram illustrating a possible environment in

which embodiments of the present application may operate;

[0007] FIG. 2 shows a block diagram of a system in accordance with an

embodiment of the present disclosure;

[0008] FIG. 3 shows an example of a B-tree storing cluster summaries in

accordance with an embodiment of the present disclosure;

[0009] FIG. 4 is a flowchart of a process for clustering documents in

accordance with an embodiment of the present disclosure;

[0010] FIG. 5 is a flowchart of a process for clustering documents in

accordance with an embodiment of the present disclosure;

[0011] FIG. 6 shows a flowchart of a process for creating a feature vector in

accordance with an embodiment of the present disclosure;

[0012] FIG. 7 is a flowchart of a process for cleaning clusters in accordance

with an embodiment of the present disclosure;

[0013] FIG. 8 is a flowchart of a process for ranking documents in a cluster in

accordance with an embodiment of the present disclosure; and

[0014] FIG. 9 is a flowchart of a process for ranking clusters in accordance

with an embodiment of the present disclosure.

[0015] Similar reference numerals are used in different figures to denote

similar components.

DETAILED DESCRIPTION OF EXAMPLE EMBODIMENTS

[0016] In one aspect, the present disclosure provides a method of assigning a
document to a cluster of documents containing related content. Each cluster is
associated with a cluster summary describing the content of the documents in the
cluster. The method comprises: determining, at a document clustering system,

whether the document should be grouped with one or more previously created
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cluster summaries, the previously created cluster summaries being stored in a
memory in a B-tree data structure; and if it is determined that the document
should not be grouped with the one or more previously created cluster summaries,
then creating, at a document clustering system, a cluster summary based on the
content of the document and storing the created cluster summary in the B-tree

data structure.

[0017] In a further aspect, the present disclosure provides [a document
clustering system for assigning a document to a cluster of documents containing
related content. Each cluster is associated with a cluster summary describing the
content of the documents in the cluster. The document clustering system includes a
memory for storing one or more previously created cluster summaries. The
previously created cluster summaries are stored in the memory in a B-tree data
structure. The document clustering system further includes one or more
processors, configured to: determine whether the document should be grouped
with one or more of the previously created cluster summaries; and if it is
determined that the document should not be grouped with the one or more
previously created cluster summaries, then create a cluster summary based on the
content of the document and store the created cluster summary in the B-tree data

structure.

[0018] Other aspects and features of the present application will become
apparent to those ordinarily skilled in the art upon review of the following
description of specific embodiments of the application in conjunction with the

accompanying figures.

[0019] Reference is first made to FIG. 1, which illustrates a system diagram of
a possible operating environment in which embodiments of the present disclosure

may operate.

[0020] In the embodiment of FIG. 1, a document clustering system 160 and a
ranking system 150 are illustrated. The document clustering system 160 is

configured to receive machine readable documents, such as electronic documents
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120, and to analyze such documents in order to group documents which include

related content.

[0021] That is, the document clustering system 160 automatically analyzes
electronic documents 120 to determine whether such documents include related
subject matter and creates groups (which may also be referred to as clusters) of
documents containing related subject matter. The groups (or clusters) may be
associated with one or more cluster summary, which each identify the contents of

an associated group (or cluster).

[0022] The electronic documents 120 may, in various embodiments, be one or
more of: blogs, micro-blogs such as Twitter™, on-line news sources, user-
generated comments from web-pages, etc. Other types of electronic documents
120 are also possible. By way of example and not limitation, the documents 120
may be formatted in a Hyper-Text Markup Language ("HTML") format, a plain-text
format, a portable document format ("PDF"), or in any other format which is
capable of representing text or other content. Other document formats are also

possible.

[0023] The electronic documents 120 may be located on a plurality of
document servers 114, which may be accessible through a network 104, such as
the Internet. In some embodiments, the document servers 114 may be publicly
and/or privately accessible web-sites which may be identified by a unique Uniform
Resource Locator ("URL").

[0024] The network 104 may be a public or private network, or a combination
thereof. The network 104 may be comprised of a Wireless Wide Area Network
(WWAN), A Wireless Local Area Network (WLAN), the Internet, a Local Area
Network (LAN), or any combination of these network types. Other types of

networks are also possible and are contemplated by the present disclosure.

[0025] After the document clustering system 160 clusters documents, the
ranking system 150 may be configured to rank documents 120 within a group (or

cluster) of documents based on predetermined criteria. The ranking system 150
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may also be configured to rank clusters of documents. That is, the document
ranking system 150 may be configured to assign a rank to a document within a
group to indicate the importance of the document relative to other documents of
that group. The ranking system 150 may also be configured to assign a rank to a
group of documents to indicate the importance of the group of documents relative
to other groups of documents. The rank may be a score, such as a numerical

value, which is assigned to the group or document.

[0026] The ranking system 150 and the document clustering system 160
may, in various embodiments, be separate systems. In other embodiments, the
ranking system 150 and the document clustering system 160 may be combined in a
single system which is configured to provide the functionality of both the document
clustering system 160 and the ranking system 150. The combined system may in
some embodiments be referred to as a document aggregation system 170. The
combined system may also, in various embodiments, be referred to as a document
clustering system 160 (which is a system which provides for document clustering
but which may also, in various embodiments, provide for other functionality; such
as document ranking), or a ranking system 150 (which is a system which provides
for document and/or group ranking but which may also, in various embodiments,

provide for other functionality; such as document clustering).

[0027] Accordingly, the document aggregation system 170, the document
clustering system 160 and/or the ranking system 150 may include functionality in
addition to the ability to group documents and/or rank documents or groups of
documents. For example, the document aggregation system 170, the document
clustering system 160 and/or the ranking system 150 may, in various
embodiments, include a document search system, which is configured to search for
and locate electronic documents 120 available on document servers 114 which are

accessible through the network 104.

[0028] The document aggregation system 170, the document clustering
system 160 and/or the ranking system 150 may, in various embodiments, also
include a document cleaning system, which is configured to analyze documents 120

and manipulate such documents in a manner which renders the documents 120
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more suitable for use in other systems. For example, a document cleaning system
may clean up electronic documents 120 to remove erroneous phrases or other
unwanted information before such documents are analyzed by the document
clustering system 160. That is, cleaned documents may be produced which include
less text than the original electronic documents 120. The document cleaning
system may clean original electronic documents 120 in order to remove unwanted
or bad text and produce cleaned documents which are based on the original

electronic documents 120 but which do not contain the unwanted or bad text.

[0029] The document aggregation system 170, the document clustering
system 160 and/or the ranking system 150 may, in various embodiments, also
include a web-interface subsystem for automatically generating web pages which
permit the accessing of the documents 120 on the document servers 114 and/or
provide other information about the documents 120. The other information may
include a machine-generated summary of the contents of the document 120, and a
rank of the subject matter of the document 120 as determined by the ranking
system 150. The web pages which are generated by the web-interface subsystem
may display documents 120 in groups (clusters) determined by the document

clustering system 160.

[0030] The document aggregation system 170, the document clustering
system 160 and/or the ranking system 150 include a power subsystem for
providing electrical power to electrical components of the document aggregation
system 150 and a communication subsystem for communicating with the document

servers 114 through the network 104.

[0031] It will be appreciated that the document aggregation system 170, the
document clustering system 160 and/or the ranking system 150 may, in various
embodiments, include more or less subsystems and/or functions than are discussed
herein. It will also be appreciated that the functions provided by any set of
systems or subsystems may be provided by a single system and that these
functions are not, necessarily, logically or physically separated into different

subsystems.



10

15

20

25

30

WO 2011/044662 PCT/CA2010/001239

[0032] The electronic documents 120 may, in some embodiments, be news-
related documents which contain information about recent and important events.

In such cases, the document aggregation system 170 may also be referred to as a
news aggregation system. The news aggregation system may be configured to
locate and group electronic documents 120 which are related to a common event or

story.

[0033] Furthermore, while FIG. 1 illustrates one possible embodiment in
which the document clustering system 160 may operate, it will be appreciated that
the document clustering system 160 may be employed in any system in which it
may be useful to employ a machine in order to cluster (or group) machine readable

documents (such as the electronic documents 120).

[0034] Accordingly, the term document clustering system 160, as used
herein, is intended to include stand alone document clustering systems which are
not, necessarily, part of a larger system, and also document clustering sub-systems
which are part of a larger system (which may be the same or different than the
document aggregation system 170 of FIG. 1). The term document clustering
system 160 is, therefore, intended to include any systems in which the document

clustering methods described herein are included.

[0035] Furthermore, while FIG. 1 illustrates one possible embodiment in
which the ranking system 150 may operate, it will be appreciated that the ranking
system 150 may be employed in any system in which it may be useful to employ a
machine to rank machine readable documents (such as the electronic documents

120) or groups of such documents.

[0036] Accordingly, the ranking system 150, as used herein, is intended to
include stand alone ranking systems which are not, necessarily, part of a larger
system, and also ranking sub-systems which are part of a larger system (which
may be the same or different than the document aggregation system 170 of FIG.
1). The term ranking system 150 is, therefore, intended to include any systems in

which the ranking methods described herein are included.

[0037] In at least some embodiments, the document clustering system 160,
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the ranking system 150 and/or the document aggregation system 170 may be
implemented, in whole or in part, by way of a processor 240 which is configured to
execute software modules 260 stored in memory 250. A block diagram of one such
system is illustrated in FIG. 2. In the discussion of FIG. 2, the document clustering
system 160, the ranking system 150 and/or the document aggregation system 170,
as the case may be, is referred to simply as the system 290. Depending on the
functionality provided by the specific embodiment, the system 290 may be any one
or more of the document clustering system 160, the ranking system 150 and/or the

document aggregation system 170 of FIG. 1.

[0038] In the embodiment of FIG. 2, the system 290 includes a controller
comprising one or more processor 240 which controls the overall operation of the
system 290. The system 290 also includes memory 250 which is connected to the
processor 240 for receiving and sending data to the processor 240. While the
memory 250 is itlustrated as a single component, it will typically be comprised of
multiple memory components of various types. For example, the memory 250 may
include Random Access Memory (RAM), Read Only Memory (ROM), a Hard Disk
Drive (HDD), Flash Memory, or other types of memory. It will be appreciated that
each of the various memory types will be best suited for different purposes and

applications.

[0039] The processor 240 may operate under stored program control and may
execute software modules 260 stored on the memory 250. Where the system 290
is a document clustering system, the modules 260 may include a clustering module
230, which is configured to group electronic documents 120 together based on the
contents of such documents. That is, the clustering module 230 is configured to

group documents in order to create clusters of documents having related content.

[0040] Where the system 290 is a ranking system, the modules 260 may
include a ranking module 232. The ranking module 232 may be configured to rank
documents 120 within a group (or cluster) of documents based on predetermined
criteria. The ranking module 232 may also be configured to rank clusters of
documents. That is, the ranking module 232 may be configured to assign a rank to

a document within a group to indicate the importance of the document relative to
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other documents of that group. The ranking module 232 may also be configured to
assign a rank to a group of documents to indicate the importance of the group of
documents relative to other groups of documents. The rank may be a score, such

as a numerical value, which is assigned to the group or document.

[0041] The memory 250 may also store data 270, which may include a B-tree
284 containing cluster summaries 286. The system 290 receives a machine
readable document, such as the electronic documents 120 (FIG. 1), as an input and
determines whether the document 120 may be assigned to a cluster of documents.
The system 290 creates summaries of clusters of documents. That is, each cluster
of documents may have a cluster summary 286, stored in memory 250, which is
associated with that cluster. The cluster summary 286 may summarize the

contents of the documents associated with that cluster.

[0042] The memory 250 may also store other data 270 such as, for example
ranking information 288 (such as a rank) associated with documents and/or
clusters. The ranking information 288 may be generated by the ranking module
232 according to the methods discussed below with reference to FIG. 8 and/or FIG.
9.

[0043] Specific functions which may be provided by the clustering module 230
will be discussed below in greater detail with respect to FIGs. 4 to 7. Specific
function which may be provided by the ranking module 232 will be discussed below

in greater detail with respect to FIGs. 8 and 9.

[0044] It will be appreciated that the system 290 may be comprised of other
features, components, or subsystems apart from those specifically discussed
herein. By way of example and not limitation, the system 290 will include a power
subsystem which interfaces with a power source, for providing electrical power to
the system 290 and its components. By way of further example, the system 290
may include a display subsystem for interfacing with a display, such as a computer
monitor and, in at least some embodiments, an input subsystem for interfacing with
an input device. The input device may, for example, include an alphanumeric input
device, such as a computer keyboard and/or a navigational input device, such as a

mouse.
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[0045] It will also be appreciated that the modules 260 may be logically or
physically organized in a manner that is different from the manner illustrated in
FIG. 2. By way of example, in some embodiments, the clustering module 230 and

the ranking module 232 may be included in a single software module.

[0046] Referring now to FIG. 3, an example of a B-tree 284 data structure
which may be used for storing cluster summaries 282 is illustrated. The B-tree 284
includes leaf nodes 310 which store the cluster summaries 282. The B-tree 284
also include internal nodes 306 which may be used to store data which represents,
at a higher level, the data contained in the leaf nodes 310. Thatis, any parent
node (such as the internal nodes 306) represents data which is contained in a child
node (such as the cluster summary 310). By way of example, a parent node
having two child nodes may identify that documents contained in the child nodes
relate to a common subject (i.e. it may indicate that the documents in the child
nodes relate to "Obama”), the child nodes, however, may further specify the
contents of the document in greater detail (i.e. one child of the parent node may
specify that the documents contained in that child relate to "Michelle Obama”, while
another child of the parent node may specify that the documents contained in that

child relate to "Barack Obama.”)

[0047] Referring now to FIG. 4, a process 400 for clustering documents is
itlustrated. In the process 400 of FIG. 4, one or more electronic documents 120
may be assigned to a cluster of documents containing related content. Each cluster
of documents is associated with a cluster summary which describes the content of

the documents associated with the cluster.

[0048] The process 400 includes steps or operations which may be performed
by the document clustering system 160. More particularly, the clustering module
230 may be configured to perform the process 400 of FIG. 4. That is, the
clustering modute 230 may contain instructions for causing the processor 240 to

execute the process 400 of FIG. 4.

[0049] At step 402, the document clustering system 160 obtains an electronic

document 120. The electronic document 120 may be retrieved, by the document

10
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clustering system 160, from a remote server, such as the document servers 114 of
FIG. 1. The remote document server 114 may be accessible via a network 104,
such as the Internet. In other embodiments, the electronic document 120 may be
retrieved from a memory associated with the document clustering system 160,

such as the memory 250 of FIG. 2.

[0050] Next, at step 404, the document clustering system 160 determines
whether the electronic document 120 should be grouped with an existing cluster of
documents. The existing cluster of documents has a previously created cluster
summary which is associated with that cluster. The cluster summary summarizes
features of the documents associated with that cluster. For example, the cluster
summary may summarize the contents of the documents in that cluster. The
cluster summary may also include timestamp information associated with one or
more documents in the associated cluster. For example, the cluster summary may
include a timestamp associated with a newest document in the cluster. Similarly,
the cluster summary may include a timestamp associated with the oldest document

in the cluster.

[0051] The document clustering system 160 may determine whether the
electronic document 120 should be grouped with an existing cluster by comparing
features of the electronic document 120 with the cluster summary for each cluster.
The features of the electronic document 120 which are compared with the cluster
summary may include the contents of the electronic document 120. That is, the
contents of the electronic document 120 may be compared with a cluster summary.
When comparing the features of the electronic document 120 to each cluster
summary, the document clustering system 160 may select one of the cluster
summaries as the closest, or most representative cluster summary for the
electronic document 120. That is, the document clustering system 160 may

determine which of the cluster summaries is most representative of the document.

[0052] The document clustering system 160 may then determine whether
the contents of the electronic document 120 is sufficiently similar to the closest

cluster summary. If the document clustering system 160 determines that the

11
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contents of the electronic document 120 is not sufficiently similar to the closest
cluster summary, then the document clustering system 160 may determine that the
document should not be added to any clusters. Alternatively, if the document
clustering system 160 determines that the contents of the electronic document 120
are sufficiently similar to the closest cluster summary, then the document clustering
system 160 may determine that the document should be added to the cluster

associated with that cluster summary.

[0053] The cluster summaries may be stored in @ memory 250 associated
with the system 290. In at least some embodiments, the cluster summaries are
stored in memory 250 a B-tree data structure of the type illustrated in FIG. 3. In at
least some embodiments, the cluster summaries are stored in leaves of the B-tree

data structure.

[0054] A B-tree data structure is a tree data structure that allows for rapid

retrieval of data contained in the data structure.

[0055] If, at step 404, the document clustering system 160 determines that
the document should be added to a cluster, then at step 406, the document is
added to that cluster. Adding the document to the cluster may include updating the
cluster summary associated with that cluster based on features of that document
120. Adding the document to the cluster may also include associating, in memory
250 of the document clustering system 160, the document 120 with the closest
cluster summary. That is, the memory may be updated so that the cluster
summary which was identified as the closest to the document has a link or other
identifier which indicates that the document obtained at step 402 is now considered

to be included in the cluster associated with that cluster summary.

[0056] Alternatively, if at step 404, the document clustering system 160
determines that the document should not be added to a cluster, then at step 408, a

new cluster summary is created based on the document 120.

[0057] It will be appreciated that, in at least some embodiments, at step 404,

the document clustering system 160 may not yet have access to clusters and/or

12



10

15

20

25

30

WO 2011/044662 PCT/CA2010/001239

cluster summaries. For example, at a time of first use of the document clustering
system 160, there may not be any cluster summaries associated with the document
clustering system. In such cases, the document clustering system 160 may create
a new cluster based on the first document 120 which is analyzed by the document

clustering system 160, in the manner discussed with reference to step 408.

[0058] While FIG. 4 illustrates an example in which the clustering process 400
is applied to a single electronic document 120, in operation, the clustering process
400 may be repeated for a plurality of electronic documents 120. For example, in
at least some embodiments, the document clustering system retrieves a plurality of
documents 120 from a plurality of input streams. The plurality of documents may
be temporarily (or in some embodiments permanently) stored in a queue in
memory until a pre-defined number of electronic documents 120 have accumulated.
Once the predefined number of electronic documents 120 has accumulated and/or a
predefined time interval has expired, the process 400 may be performed on each of
those electronic documents 120. The electronic documents 120 which have

accumulated may be referred to as a batch.

[0059] Referring now to FIG. 5, a process 500 for clustering documents is
illustrated. As in the process 400 of FIG. 4, in the process 500 of FIG. 5, one or
more electronic documents 120 may be assigned to a cluster of documents
containing related content. Each cluster of documents is associated with a cluster

summary which describes the content of the documents associated with the cluster.

[0060] The process 500 includes steps or operations which may be performed
by the document clustering system 160. More particularly, the clustering module
230 may be configured to perform the process 500 of FIG. 5. That is, the
clustering module 230 may contain instructions for causing the processor 240 to

execute the process 500 of FIG. 5.

[0061] At step 402, the document clustering system 160 obtains an electronic
document 120. The electronic document 120 may be retrieved, by the document
clustering system 160, from a remote server, such as the document servers 114 of

FIG. 1. The remote document server 114 may be accessible via a network 104,

13
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such as the Internet. In other embodiments, the electronic document 120 may be
retrieved from a memory associated with the document clustering system 160,

such as the memory 250 of FIG. 2.

[0062] Next, at step 404, the document clustering system 160 determines
whether the electronic document 120 obtained at step 402 should be grouped with
an existing cluster of documents. Step 404 includes a number of additional sub-
steps which may be performed by the document clustering system 160 to
determine whether the electronic document 120 should be grouped with an existing

cluster.

[0063] At step 502, the document clustering system 160 creates a feature
vector based on the document. The feature vector describes the document using a
set of features which are each associated with a value which may numerically
represent the features. Features may, in various embodiments, relate to any one or
more of the following: the presence or absence of specific data tokens,
measurements carried out over the document, statistics of the content of the
document, and/or meta-data such as the source location of the document (such as
a Uniform Resource Locator (URL) or other identifier associated with the document
server 114), or a timestamp associated with the document 120. The timestamp
may, in some embodiments, indicate the time at which the document 120 was

obtained by the document clustering system 160 from the document server 114.

[0064] By way of example, a feature vector associated with a document that
is a news article or other text-based document, may include the set of words which
are included in the article, or a representative set of the words included in the
article. The representative set of words may be obtained by applying a suitable

natural language processing technique to the document 120.

[0065] The feature vector may also include a value associated with each word
in the feature vector which identifies the frequency of occurrence of that word in

the document.

14
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[0066] For example, the following feature vector, FV, may be used to describe
the fact that document D includes keywords “blue”, “bird” and “walking” with

frequencies of 1, 3, and 2 respectively:
FV = { blue:1, bird: 3, walking:2}

[0067] In some embodiments, the feature vector may include a timestamp
which is associated with the document. The timestamp may, in some
embodiments, indicate the date and/or time at which the document 120 was
retrieved from a remote document server 114. The timestamp may, in other
embodiments, indicate a date and/or time at which the document 120 was
authored. For example, where the document 120 is a news article, the timestamp
may indicate a date and/or time included in the content of the document which

indicates the date and/or time when the document was written or published.

[0068] For example, the following feature vector, FV, may be used in
embodiments in which a feature vector includes a timestamp, tp associated with the

document, D:
FV = { blue:1, bird:3, walking:2, t}

[0069] Next, at step 504, the feature vector, FV, is compared with existing
cluster summaries. This comparison may be performed by determining a measure
of similarities between the feature vector and the cluster summary. As will be
described in greater detail below, the measure of similarities is, in at least some
embodiments, an information loss or distance between the feature vector and the

cluster summary.

[0070] In the following discussion, a cluster summary may be denoted by
CS(S), where S is the set of documents that it summarizes. As will be explained in
greater detail below, the cluster summary includes an aggregated feature vector
that describes all objects in S. The cluster summary may, in some embodiments,
include a value which identifies the number of documents that CS(S) summarizes.
In some embodiments, the cluster summary may identify words contained in the

documents of the set of documents which are summarized by the cluster summary,
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together with a value identifying their total frequency of use in all documents

summarized by the cluster summary.

[0071] The cluster summary may also include one or more timestamp related
to the documents summarized by the cluster summary. The timestamp may, in
some embodiments, identify the oldest document summarized by the cluster
summary. In some embodiments, the timestamp may identify the most recent

document summarized by the cluster summary.

[0072] In other words, given a collection of documents S = (5S4, S,,...5h),
which are each represented by a feature vector as described above with reference

to step 502, then the cluster summary CS(S) may be given by:
CS(S) = {n(S), fi:vy, faiva, .. faivy, Ts, T},

where:
S is the cluster of documents;
n(S) is the number of documents that CS(S) summarizes;

fi is the i-th feature and v; is the sum of its values in S (i.e. the sum of its

values in all documents summarized by the cluster summary CS(S));

Ts is the first timestamp of the cluster S, which may be defined as the

timestamp of its oldest document (i.e. Te=min{t1,tez,...tsn });

Te is the last timestamp of the cluster S, which may be defined as the

timestamp of its most recent document (i.e. Te=max{ts,te2,...ten ).

[0073] Accordingly, at step 504, a feature vector for a document may be
compared with existing summaries in order to calculate the distance of a feature
vector from a cluster summary. The distance of a feature vector to a cluster
summary may be defined as the information loss that would occur if the feature
vector were added to the cluster summary. That is, the comparison at step 504

may determine the information loss that would occur if the document, D, associated
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with the feature vector, FV, were added to the cluster, S, associated with the cluster

summary CS(S).

[0074] Information loss may, in some embodiments, be measured using a
weighted Jensen-Shannon divergence. Given two vectors, C, and C,, their

information loss may be defined as:

IL(C«,Cy) = [P(Cx) + p(Cy)] Dis[p(filCa),p(FICy)]

where:

p(Cy),p(C,) are the probabilities of appearance of C, and C, and are defined
as the number of documents in C,, C, respectively, over the total number of

documents seen so far.

p(filCy),p(f;|C,) are the probability distributions of the features in the set

F={fi, f5, ..., fy} inside clusters C, and C, respectively,
Djs is the Jensen-Shannon (JS) divergence.

[0075] By applying the above expression, the information loss between a

document, D, and a cluster summary CS(S;) of a cluster S; can be computed as:
IL(FV, CS(Sy)) = (1/N + |S5]/N) Dis[p(FIFV),p(FICS(S)))]
where:

N is the total number of documents seen so far, 1/N and |S;|/N are the probabilities
of appearances of the feature vector and the cluster summary respectively and are
defined as the total number of documents in the feature vector and the cluster
summary respectively over the total number of documents seen so far. With
respect to the total number of documents in the feature vector, there is only one
document in the feature vector. With respect to the total number of documents in
the cluster summary, there are |S;| documents in the cluster summary.
p(FIFV),p(FICS(S;) are the probability distributions of the features in the set F={f,

f2, ..., fo} inside feature vector and cluster summary respectively,
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and Dss is the Jensen-Shannon (JS) divergence.

[0076] Accordingly, in at least some embodiments, at step 504, the feature
vector is compared to existing cluster summaries in order to determine the
information loss that would be incurred if the feature vector were to be added to

each of the existing cluster summaries.

[0077] Next, at step 506, the document clustering system 160 determines a
closest cluster summary to the feature vector. That is, based on the result of the
comparison at step 504, the feature vector identifies the cluster summary having
the lowest information toss which would be incurred if the feature vector were
added to that cluster summary. The cluster summary with the smallest distance to

the feature vector, FV, may be referred to as CS(Smin).

[0078] Next, at step 510, the document clustering system 160 compares the
distance, or information loss, between the feature vector and the closest cluster
summary with a predetermined threshold in order to determine whether the cluster
summary is sufficiently similar to the feature vector. In at least some
embodiments, if the information loss between the feature vector and the closest
cluster summary exceeds the predetermined threshold, then the document
clustering system 160 determines that the cluster summary is not sufficiently
similar to the feature vector. In such a case, the document clustering system 160
proceeds to step 408 where a new cluster is created. The new cluster may be
created by creating a cluster summary for the document based on the feature
vector for that document. In at least some embodiments, the cluster summary for
the document may be created by saving the feature vector as a cluster summary.
That is, the feature vector may be converted into the new cluster summary. The
new cluster summary may be saved in a memory 250 associated with the
document clustering system 160 in a B-tree data structure. The new cluster
summary may be saved in a leaf node of the B-tree. Creating a new cluster may
include a step of associating, in memory 250 of the document clustering system

160, the document 120 with the new cluster summary.
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[0079] Alternatively, if the information loss between the feature vector and
the closest cluster summary does not exceed the predetermined threshold (as
determined at step 510), then the document clustering system 160 determines that
the cluster summary is sufficiently similar to the feature vector. In such a case, at
step 406, the document clustering system 160 adds the document to the cluster of
documents associated with the closest cluster summary. Adding the document to
the cluster may include updating the cluster summary associated with that cluster
based on features of that document 120. For example, in at least some
embodiments, the closest cluster summary, CS(Sqin) may be replaced by a new
cluster summary which includes the features includes in the closest cluster

summary and also the features of the feature vector associated with the document.

[0080] Adding the document to the cluster may also include associating, in
memory 250 of the document clustering system 160, the document 120 with the
closest cluster summary. That is, the document D or a reference to the document
D, may be added to the set of documents, S, associated with the closest cluster

summary.

[0081] Referring now to FIG. 6, an embodiment of a process 600 for creating
feature vectors is illustrated in a flowchart. The process 600 may be included in the
step 502 of the process 500 of FIG. 5.

[0082] The process 600 includes steps or operations which may be performed
by the document clustering system 160. More particularly, the clustering module
230 may be configured to perform the process 600 of FIG. 6. That is, the
clustering modute 230 may contain instructions for causing the processor 240 to

execute the process 600 of FIG. 6.

[0083] As noted previously, a feature vector describes a document using a set
of features which are each associated with a value which may numerically represent
the features. In the embodiment of FIG. 6, the feature vector describes a
document in terms of the frequency of occurrence of words in that document. The

process 600 of FIG. 6 may be used with text-based documents.
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[0084] First, at step 602, the document clustering system 160 parses the
document to create a word list based on the document. The word list identifies

words used in the document.

[0085] Next, at step 604, the document clustering system 160 obtains a

count of the occurrence of each word in the word list.

[0086] Next, at step 606, the document clustering system 160 creates a
feature vector based on the word list and count. The feature vector may, in some
embodiments, list each word used in the document together with a count which

indicates the frequency of use of the word in the document.

[0087] It will be appreciated that, in various embodiments, the feature vector
may include features in addition to counts associated with word occurrences. As
discussed above with reference to FIG. 5, the other features may include, for

example, one or more timestamp associated with the document.

[0088] It will also be appreciated that, in some embodiments, words which
are included in the document may not be included or represented in the feature
vector. For example, some embodiments may include a filtering step in which one
or more words included in the document are filtered out. The filtering step may, in
some embodiments, remove words that are used infrequently. Other methods of

filtering may also be used.

[0089] In at least some embodiments, after one or more documents are
added to clusters (for example, according to the processes 400, 500 of FIGs. 4 and
5), the document clustering system 160 and/or the ranking system 150 may

perform further post-processing steps on the clusters and/or the cluster summaries.

[0090] For example, in some embodiments, after documents are assigned to
clusters, cluster cleanup methods may be employed in order to produce more

valuable clusters.

[0091] Referring now to FIG. 7, a process 700 for cleaning clusters is

illustrated. The process 700 may, in some embodiments, be performed after each
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iteration of the process 400 or 500 of FIGs. 4 and 5 respectively. Thatis, in some
embodiments, each time a document 120 is included in a cluster using the process
400 or 500 of FIGs. 4 or 5, the process 700 may be performed. In other
embodiments, the process 700 may be performed after the clustering process 400,
500 of FIGs. 4 or 5 has been performed on a batch of documents. For example, in
some embodiments, the process 700 may be performed after a predetermined
number of iterations of the clustering process 400, 500 of FIGs. 4 or 5. In some
embodiments, the process 700 may be performed at predetermined time intervals.

For example, in some embodiments, the process 700 may be performed each day.

[0092] The process 700 includes steps or operations which may be performed
by the document clustering system 160. More particularly, the clustering module
230 may be configured to perform the process 700 of FIG. 7. That is, the
clustering modute 230 may contain instructions for causing the processor 240 to

execute the process 700 of FIG. 7.

[0093] The process includes three cleaning stages. First, at step 702, the
document clustering system 160 performs temporal filtering on the cluster
summaries. That is, the document clustering system 160 may remove cluster
summaries for clusters of documents in which the most recent document in that
cluster is determined to be too old. This determination may be made by comparing
the elapsed time between a current time and the timestamp of the most recent
document with a predetermined threshold. If the elapsed time exceeds the
predetermined threshold, then the cluster summary may be determined to be too
old. In such cases, the cluster summary may be removed from memory. That s,

the cluster summary may be removed from the B-tree.

[0094] The timestamp which is used in step 702 may indicate the date and/or
time at which the document 120 associated with that timestamp was received at
the document clustering system. In other embodiments, the timestamp may
indicate the date and/or time at which the document 120 was authored or

published.
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[0095] Next, at step 703, the document clustering system cleans outliers from
the cluster summaries. The step 703 may include a number of sub-steps. First, at
step 704, the document clustering system 160 attempts to identify outliers.
QOutliers represent deviations in the clusters. Outliers may include, for example,
cluster summaries which summarize single documents. Outliers may also include,

for example, cluster summaries of identical documents (i.e. duplicates).

[0096] At step 703, in some embodiments, all cluster summaries in leaf nodes
of a B-tree are examined in a serial manner to assess whether the cluster

summaries represent either a single document or multiple identical documents.

[0097] The outliers may be stored in a suitable data structure in the memory
250 at step 705.

[0098] At some time later, the document clustering system 160 may attempt
to merge the outliers into other cluster summaries (step 706). In some
embodiments, this is done by calculating the distance or information loss between
the outliers and the cluster summaries of the B-tree leaf nodes. The distance or
information loss between the outliers and the cluster summaries may be

determined in the manner described with reference to FIG. 5.

[0099] Next, at step 708, the document clustering system 160 determines
whether the outlier may be merged with another cluster summary. It may do so by
determining the closest cluster summary to the outlier in the manner described
above with reference to step 506 of FIG. 5. If the information loss which would
occur as a result of the outlier being merged with the closest cluster summary
would be less than a predetermined threshold, then the outlier may be merged with
the cluster summary (step 710). When the outlier is merged with the cluster
summary a new cluster summary may be created based on the outlier and closest

cluster summary.

[00100] If the information loss which would occur as a result of the outlier
being merged with the closest cluster summary exceeds the predetermined

threshold, then the process may proceed to step 712. In some embodiments, at
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step 712, a determination may be made regarding whether the document clustering
system 160 has made sufficient attempts to merge the outlier. This determination
may be made by comparing a merge attempt count with a predetermined
threshold. The merge attempt count may track the number of attempts at merging
a given outlier that the document clustering system 160 has made. That is, the
merge attempt count may track the number of times step 706 has been performed

for a given outlier.

[00101] If the merge attempt count exceeds the predetermined threshold, then
the outlier may be removed from the B-tree (step 714). Otherwise, the merge

attempt count may be incremented (step 716).

[00102] Following the step 703 of cleaning outliers, at step 718, a computation
of related clusters may be performed. It will be appreciated that, in some cases,
the clustering processes 400 and 500 of FIGs. 4 and 5 will result in cluster
summaries which are highly related but which did not get merged. For example,
one cluster summary may summarize news stories which are related to a men’s
tennis tournament and another cluster summary may summarize news stories

which are related to a women's tennis tournament.

[00103] At step 718, the overlap between cluster summaries may be
determined. In some embodiments, the cluster overlap, CO, between two clusters

C; and C,, may be calculated as:

CO(C,,Cs) = |Fy N Fs|/|F) OF>),

where F1 and F2 are the sets of features in the cluster summaries of C; and

C.

[00104] It will, however, be appreciated that the cluster overlap or similarity

between two cluster summaries may be calculated in other ways.

[00105] In at least some embodiments, as an additional safeguard, the overlap

of the frequency of the occurrence of features in the cluster summaries is also
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considered. That is, in some embodiments, at step 718, the document clustering
system 160 considers the frequency of the features of the two clusters (rather than
simply the existence of the features) in order to determine whether the cluster

summaries are related.

[00106] The overlap of two clusters (or another measure of the similarity of the
clusters) may be compared with one or more predetermined thresholds in order to

determine whether the clusters are sufficiently related.

[00107] In at least some embodiments, if the cluster summaries are

determined to be related, the cluster summaries are merged.

[00108] It will be appreciated that, while FIG. 7 illustrates a process 700 of
cleaning which includes temporal filtering (step 702), a step 703 of cleaning outliers
and a step 718 of computing related clusters, in other embodiments, one or more
of these steps may be omitted. Furthermore, it will be appreciated that the order
of the steps 702, 703, 718 may be varied. It will also be appreciated that, in some
embodiments, additional cleanup steps may be performed. For example, in at least
one embodiment, clusters may periodically be removed if they contain fewer than a
specified number of documents. Similarly, in some embodiments, clusters may
periodically be removed if they contain documents of tow quality. That is, clusters
which have a quality score which is less than a predetermined threshold may be
removed. Methods of determining a quality score of the cluster are discussed below
with reference to step 906 of FIG. 9.

[00109] In at least some embodiments, the methods and systems described
herein may be used with a web-interface system or subsystem, which may be
referred to as a web-based aggregator. The web-based aggregator may be
configured to automatically generate web-pages which provide an interface for
accessing documents 120. For example, links may be provided to documents 120
which have been analyzed by the document clustering system 160. The links or
other content may be presented, at least in part, based on the clusters recognized
by the document clustering system 160. For example, links to a plurality of related

documents may be provided on a common page or interface.
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[00110] In some embodiments, the volume of documents which are accessible
via the web-based aggregator or which are analyzed by the document clustering
system may be large. In such embodiments, it may be desirable to rank
documents and/or clusters of documents and to generate web-pages which provide
access to the documents based on the rank. For example, higher ranked clusters
may be displayed more prominently on web-pages than lower ranked clusters.
Similarly, higher ranked documents within a cluster may be displayed more

prominently than lower ranked documents within the same cluster.

[00111] Referring now to FIG. 8, a process 800 for ranking documents within a
cluster is illustrated. The process 800 includes steps or operations which may be
performed by the ranking system 150. More particularly, the ranking module 232
may be configured to perform the process 800 of FIG. 8. That is, the ranking
module 232 may contain instructions for causing the processor 240 to execute the
process 800 of FIG. 8.

[00112] First, at step 802, the ranking system 150 obtains a source score for a
document. The source score is a score which is related to the location from which
the document 120 was obtained. In some embodiments, the ranking system 150
accesses a source score list, which may be stored in memory of the ranking system
150. The source score list associates each source of documents with a score. The
source of the document identifies the location from which the document was
retrieved. For example, the source of the document may relate to the document
server 114 on which the document was stored. The source may, for example, be
identified by a URL or other locator.

[00113] The source score list may be predetermined and may be established to

attribute more reputable sources with a higher score.

[00114] Next, at step 804, a distance score may be obtained for the document.
The distance score identifies how far the document is from the center of the cluster.
This may be determined, for example, by calculating the information loss between

the document and the cluster summary in the manner described above with
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reference to FIG. 5. The distance score is a measure of the similarities between the

document and the cluster summary.

[00115] Next, at step 806, a quality score associated with the document may
be obtained. The quality score may be determined in a number of different ways
and the quality score may be a measure of how good the document is. The quality
score may, for example, be determined by analyzing the contents of the document
(using predetermined algorithms) to determine how well it is written. For example,
the quality score may electronically assess whether the document has been written

following grammatical rules.

[00116] Next, at step 810, a temporal score associated with the document may
be obtained. The temporal score may be determined in dependence on a
timestamp associated with the document. Newer documents are attributed a
higher temporal score than older documents. The timestamp may relate to a date
and/or time when the document was obtained by the document clustering system
160 or a date and/or time when the document was authored or published. The

timestamp may indicate the freshness of the document.

[00117] Next, at step 812, a document score may be calculated by the ranking
system 150 based on any one or more of the: source score, distance score, quality

score, and/or temporal score or other scores not specifically discussed above.

[00118] The document score may be calculated by performing a weighted
linear combination on any of the: source score, distance score, guality score,
and/or temporal score. In other embodiments, the document score may be
determined by applying a more complex non-linear function to any of the source

score, distance score, quality score, and/or temporal score.

[00119] Steps 802 to 812 may be performed for all documents in the cluster in

order to determine a document score for all documents in a cluster.

[00120] Next, at step 814, the documents within the cluster are ranked based

on the relative document scores determined at step 812.
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[00121] It will be appreciated that, while FIG. 8 illustrates an embodiment in
which a source score, distance score, quality score, and a temporal score are
calculated, in other embodiments, only a subset of these scores may be calculated.

Furthermore, other scores may be used.

[00122] Referring now to FIG.9, a process 900 for ranking clusters is
itlustrated. The process 900 includes steps or operations which may be performed
by the ranking system 150. More particularly, the ranking module 232 may be
configured to perform the process 900 of FIG. 9. That is, the ranking module 232
may contain instructions for causing the processor 240 to execute the process 900
of FIG. 9.

[00123] First, at step 902, the ranking system identifies the features which
may be considered as the features which are mostly responsible for the creation of
the cluster. This may be done, for example, by calculating a cumulative predictive
ability of features of the cluster summary. The cumulative predictive ability is the
ability for all features of the cluster to predict whether a document is part of that

cluster. The cumulative predictive ability defines a cluster’s coherence score.

[00124] The Predictive Ability (PA) of the individual features of clusters may be
defined before and after the clustering of every batch of input documents. Given a

cluster C;from a clustering C={C,;,C;,...,,C}, and a feature f, from the set of features
F={fif5,..,fq} seen so far in our system, the PA of a feature f;, PA(f}), is given by the

following expression:

PA(f)=P(Cy- [ PHICY - Pty ]

[00125] In other words, PA(f) measures the expected increase in the document
clustering system’s 160 ability to predict whether particular documents of a cluster,
C;, possess a feature f;, given reliable information as to when a document is a

member of C;.
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[00126] The predictive ability is a measure of the probability of the appearance
of a feature inside a cluster as compared with the probability of appearance of the

feature outside of the cluster.

[00127] A cumulative predictive ability for a cluster may be determined by
summing the predictive abilities for all features, q, possessed by the documents of

a cluster, G;.

[00128] Summing the PA measure across all features g, possessed by the
objects of C;, the Cumulative Predictive Ability (CPA) may be determined as:

CPA(CLF)=P(C)-2. 11,1 [ PUIC) — P ]

[00129] Next, at step 904, the ranking system obtains a source score for the
cluster. The source score is a score which is related to the tocation from which the
documents contained in the cluster were obtained. The location from which the
document was obtained may be referred to as the document stream. The source
score may be obtained based on the fraction of documents inside the cluster
corresponding to each stream and weighting the fractions according to stream
weights. The stream weights may be predetermined. In some embodiments,
stream weights are stored in memory of the ranking system 150 and the ranking
system retrieves the stream weights from memory and applies the stream weights
to the fractions. That is, the source score of step 904 may be determined according
to a weighted sum of the fraction of objects inside the cluster corresponding to each

stream. The weight applied to each fraction may be the stream weights.

[00130] Next, at step 906, the ranking system obtains a quality score for the
cluster. The quality score is related to the gquality of the document contained in the

cluster.

[00131] In some embodiments, in order to obtain the quality score of the
cluster, a quality score for each document of the cluster is obtained. This may be

done in the manner described above with reference to step 806 of FIG. 8. The
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quality score for a document may, for example, be determined in a number of
different ways and the quality score of a document may be a measure of how good
the document is. The quality score of a document may, for example, be determined
by analyzing the contents of the document to determine how well it is written. For
example, the quality score of a document may electronically assess whether the

document has been written following grammatical rules.

[00132] The quality score of a cluster may be determined based on the quality
scores of the documents contained in the cluster. For example, the quality score
may be any aggregate measure of the quality of documents in the cluster, such as,

for example, a weighted average, minimum, maximum, etc.

[00133] Next, at step 908, in some embodiments, the ranking system obtains a
voiume score for the cluster. The volume score may be determined according to a
predetermined function which causes the volume score to increase in response to
an increase in the number of documents in a cluster. That is, the volume score is
calculated so that a first cluster will have a higher volume score than a second
cluster if the first cluster contains more documents than the second cluster but will
have a lower score than the second cluster if the first cluster contains less
documents than the second cluster. In some embodiments, the cluster score may

be a count of the number of documents in the cluster.

[00134] Next, at step 910, a temporal score associated with the cluster may be
obtained by the ranking system 150. The temporal score may be obtained in
dependence on one or more timestamps associated with the cluster. That is, the
temporal score may be obtained based on a cluster age associated with the cluster.
Cluster age may be defined based on timestamps of documents in the cluster. For
example, cluster age may be a minimum, maximum or average timestamp
associated with the cluster. For example, in some embodiments, the temporal
score may be a function of the age of the oldest document in the cluster. In some
embodiments, the temporal score may be a function of the age of the most recent
document in the cluster. In some embodiments, the temporal score may be a

function of the average age of the documents in the cluster.
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[00135] Next, at step 912, a cluster score is calculated for the cluster based on
any one or combination of the scores determined at steps 902 to 910. That is, the
cluster score may be calculated based on any one or combination of: the coherence
score, the source score, the guality score, the volume score, and/or the temporal

score.

[00136] The cluster score may be calculated by performing a weighted linear
combination on any combination of the: the coherence score, the source score, the
quality score, the volume score, and/or the temporal score. In other embodiments,
the cluster score may be determined by applying a more complex non-linear
function to any of the coherence score, the source score, the quality score, the

volume score, and/or the temporal score.

[00137] Steps 902 to 912 may be performed for all clusters in order to

determine a cluster score for all clusters.

[00138] Next, at step 914, the clusters are ranked based on the relative cluster

scores determined at step 912.

[00139] In at least some embodiments, clusters of documents may be sorted in

memory according to their cluster scores and/or ranks.

[00140] In at least some embodiments, a web based aggregator system may
use the ranks determined at step 914 in order to generate web-pages which
provide access to the documents based on rank. For example, the generated web-
pages may display higher ranked clusters more prominently than lower ranked
clusters. In some embodiments, the web based aggregator system may identify
the cluster summary having the highest rank and generate a web page which
includes links to at least one of the documents in the highest ranked cluster. In
some embodiments, the web based aggregator system may identify the document
in a cluster having a highest rank and may generate a web-page which includes a

link to that document.

[00141] It will be appreciated that, while FIG. 9 illustrates an embodiment in

which a coherence score, source score, quality score, volume score, and temporal
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score are calculated, in other embodiments, only a subset of these scores may be
used to calculated. Furthermore, in some embodiments, the cluster score may be

calculated based on other scores not specifically listed above.

[00142] While the present disclosure is primarily described in terms of
methods, a person of ordinary skill in the art will understand that the present
disclosure is also directed to various apparatus, such as a server and/or a document
processing system (such as a document aggregation system 170, document
clustering system 160 and/or ranking system 150), including compcnents for
performing at least some of the aspects and features of the described methods, be
it by way of hardware components, software or any combination of the two, or in
any other manner. Moreover, an article of manufacture for use with the apparatus,
such as a pre-recorded storage device or other similar non-transitory computer
readable medium including program instructions recorded thereon, or a computer
data signal carrying computer readable program instructions may direct an
apparatus to facilitate the practice of the described methods. It is understood that
such apparatus and articles of manufacture also come within the scope of the

present disclosure.

[00143] While the processes 400, 500, 600, 700, 800, 900 of FIGs. 4 to 9 have
been described as occurring in a particular order, it will be appreciated by persons
skilled in the art that some of the steps may be performed in a different order
provided that the result of the changed order of any given step will not prevent or
impair the occurrence of subsequent steps. Furthermore, some of the steps
described above may be combined in other embodiments, and some of the steps
described above may be separated into a number of sub-steps in other

embodiments.

[00144] The various embodiments presented above are merely examples.
Variations of the embodiments described herein will be apparent to persons of
ordinary skill in the art, such variations being within the intended scope of the
present disclosure. In particular, features from one or more of the above-described
embodiments may be selected to create alternative embodiments comprised of a

sub-combination of features which may not be explicitly described above. In
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addition, features from one or more of the above-described embodiments may be
selected and combined to create alternative embodiments comprised of a
combination of features which may not be explicitly described above. Features
suitable for such combinations and sub-combinations would be readily apparent to
persons skilled in the art upon review of the present disclosure as a whole. The
subject matter described herein intends to cover and embrace all suitable changes
in technology.
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What is claimed is:

A method of assigning a document to a cluster of documents containing
related content, each cluster being associated with a cluster summary
describing the content of the documents in the cluster, the method

comprising:

determining, at a document clustering system, whether the document
should be grouped with one or more previously created cluster summaries,
the previously created cluster summaries being stored in a memory in a B-

tree data structure; and

if it is determined that the document should not be grouped with the
one or more previously created cluster summaries, then creating, at a
document clustering system, a cluster summary based on the content of the
document and storing the created cluster summary in the B-tree data

structure.

The method of claim 1, wherein determining whether the document should
be grouped with the one or more previously created cluster summaries

comprises:

creating a feature vector for the document, the feature vector

representing content of the documents;

comparing the feature vector with the one or more previously created
cluster summaries to identify the cluster summary that is closest to the
feature vector and determining a measure of similarities between the cluster

summary and the feature vector;

determining whether the cluster summary that was identified as the
closest to the feature vector is sufficiently close to the feature vector by
comparing the measure of the similarities with one or more predetermined

thresholds; and

if the cluster summary that was identified as the closest to the feature

vector is not sufficiently close, then determining that the document should
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10.

not be grouped with the one or more previously created cluster summaries.
The method of claim 2, further comprising:

if it is determined that the document should be grouped with the one
or more previously created cluster summaries then adding the feature vector
to the cluster summary that was identified as the closest to the feature

vector.
The method of claim 2, wherein creating a feature vector comprises:
parsing the document to create a list of words used in the document;

obtaining a count of the number of occurrences of each word in the

list; and

creating the feature vector in dependence on the list of words and the

count.

The method of claim 2, wherein the measure of similarities between the
cluster summary and the feature vector is a measure of the information loss

that would occur if the feature vector were added to the cluster summary.

The method of claim 5, wherein the measure of similarities between the
cluster summary and the feature vector is the weighted Jensen-Shannon

divergence.

The method of claim 1, wherein the leaf nodes of the B-tree store the cluster

summaries.
The method of claim 1, further comprising:

cleaning up the B-tree by reducing the number of cluster summaries in
the B-tree.

The method of claim 8, wherein cleaning up the B-tree comprises:
identifying one or more outlier cluster summaries; and

attempting to merge the one or more outlier cluster summaries with

other cluster summaries.
The method of claim 9, wherein cleaning up the B-tree further comprises:
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11.

12.

13.

14,

15.

16.

17.

if one of the outliers cannot be merged with other cluster summaries,

removing that outlier from the B-tree.

The method of claim 8, wherein identifying one or more outlier cluster

summaries comprises:

identifying, as outliers, any cluster summaries which summarize a

single document.

The method of claim 8, wherein identifying one or more outlier cluster

summaries comprises:

identifying, as outliers, any cluster summaries which describe the

content of multiple identical documents
The method of claim 1, further comprising:
ranking each document in the cluster.

The method of claim 13, wherein the documents are ranked based on a
predetermined source score which is associated with the source that the

document came from.

The method of claim 13, wherein ranking each document in the cluster

comprises:

for each document in the cluster, calculating a measure of the
similarities between the document and the cluster summary which describes

the content of that document; and

ranking the document based on the measure of the similarities

between the document and the cluster summary.

The method of claim 13, wherein the documents are ranked based on a time
stamp associated with the documents, the time stamp indicating the

freshness of the document.
The method of claim 13, further comprising:
identifying the document having the highest rank in the cluster;

generating a web-page including links to the identified document.
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18.

19.

20.

21,

22,

The method of claim 13, further comprising:
ranking each cluster.
The method of claim 18, further comprising:
identifying the cluster summary having the highest rank in the cluster;

generating a web-page including links to at least one of the documents

in the identified cluster.
The method of claim 18, wherein ranking each cluster comprises:

for each cluster summary, calculating a coherence score for the cluster

summary; and
ranking the clusters based on the coherence score.

A document clustering system for assigning a document to a cluster of
documents containing related content, each cluster being associated with a
cluster summary describing the content of the documents in the cluster, the

document clustering system comprising:

a memory for storing one or more previously created cluster
summaries, the previously created cluster summaries being stored in the

memory in a B-tree data structure;
one or more processors, configured to:

determine whether the document should be grouped with one

or more of the previously created cluster summaries; and

if it is determined that the document should not be grouped
with the one or more previously created cluster summaries, then
create a cluster summary based on the content of the document and

store the created cluster summary in the B-tree data structure.

The document clustering system of claim 21, wherein determining whether
the document should be grouped with the one or more previously created

cluster summaries comprises:

creating a feature vector for the document, the feature vector
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23.

24,

25.

26.

representing content of the documents;

comparing the feature vector with the one or more previously created
cluster summaries to identify the cluster summary that is closest to the
feature vector and determining a measure of similarities between the cluster

summary and the feature vector;

determining whether the cluster summary that was identified as the
closest to the feature vector is sufficiently close to the feature vector by
comparing the measure of the similarities with one or more predetermined

thresholds; and

if the cluster summary that was identified as the closest to the feature
vector is not sufficiently close, then determining that the document should

not be grouped with the one or more previously created cluster summaries.

The document clustering system of claim 22, wherein the processor is further

configured to:

if it is determined that the document should be grouped with the one
or more previously created cluster summaries then add the feature vector to

the cluster summary that was identified as the closest to the feature vector.

The document clustering system of claim 22, wherein creating a feature

vector comprises:
parsing the document to create a list of words used in the document;

obtaining a count of the number of occurrences of each word in the
tist; and
creating the feature vector in dependence on the list of words and the

count.

The document clustering system of claim 22, wherein the measure of
similarities between the cluster summary and the feature vector is a measure
of the information loss that would occur if the feature vector were added to

the cluster summary.

The document clustering system of claim 25, wherein the measure of
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27.

28.

29.

30.

31.

32.

33.

similarities between the cluster summary and the feature vector is the

weighted Jensen-Shannon divergence.

The document clustering system of claim 21, wherein the leaf nodes of the B-

tree store the cluster summaries.

The document clustering system of claim 21, wherein the processor is further

configured to:

clean up the B-tree by reducing the number of cluster summaries in
the B-tree.

The document clustering system of claim 28, wherein cleaning up the B-tree

comprises:
identifying one or more outlier cluster summaries; and

attempting to merge the one or more outlier cluster summaries with

other cluster summaries.

The document clustering system of claim 29, wherein cleaning up the B-tree

further comprises:

if one of the outliers cannot be merged with other cluster summaries,

removing that outlier from the B-tree.

The document clustering system of claim 28, wherein identifying one or more

outlier cluster summaries comprises:

identifying, as outliers, any cluster summaries which summarize a

single document.

The document clustering system of claim 28, wherein identifying one or more

outlier cluster summaries comprises:

identifying, as outliers, any cluster summaries which describe the

content of multiple identical documents

The document clustering system of claim 21, wherein the processor is further

configured to:

rank each document in the cluster.
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34.

35.

36.

37.

38.

39.

40.

The document clustering system of claim 33, wherein the documents are
ranked based on a predetermined source score which is associated with the

source that the document came from.

The document clustering system of claim 33, wherein ranking each document

in the cluster comprises:

for each document in the cluster, calculating a measure of the
similarities between the document and the cluster summary which describes

the content of that document; and

ranking the document based on the measure of the similarities

between the document and the cluster summary.

The document clustering system of claim 33, wherein the documents are
ranked based on a time stamp associated with the documents, the time

stamp indicating the freshness of the document.

The document clustering system of claim 33, wherein the processor is further

configured to:
identify the document having the highest rank in the cluster;
generate a web-page including links to the identified document.

The document clustering system of claim 33, wherein the processor is further

configured to:
rank each cluster.

The document clustering system of claim 38, wherein the processor is further

configured to:
identify the cluster summary having the highest rank in the cluster;

generate a web-page including links to at least one of the documents

in the identified cluster.

The document clustering system of claim 38, wherein ranking each cluster

comprises:

for each cluster summary, calculating a coherence score for the
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cluster summary; and

ranking the clusters based on the coherence score.
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