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(57) Abstract: The present invention generally relates to a method and device for tone-mapping an image. The method is character -
ized in that it comprises: obtaining (12) a residual image by dividing the image by a backlight image determined (11) from the im-
age, and obtaining (13) a tone-mapped image by tone-mapping to the residual image.
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Method and device for tone-mapping a high dynamic range
image.

1. Field of invention.

The present invention generally relates to image/video tone-mapping.
In particular, the technical field of the present invention is related to tone-

mapping of an image whose pixels values belong to a high-dynamic range.

2. Technical background.

The present section is intended to introduce the reader to various
aspects of art, which may be related to various aspects of the present
invention that are described and/or claimed below. This discussion is
believed to be helpful in providing the reader with background information to
facilitate a better understanding of the various aspects of the present
invention. Accordingly, it should be understood that these statements are to
be read in this light, and not as admissions of prior art.

Low-Dynamic-Range images (LDR images) are images whose
luminance values are represented with a limited number of bits (most often 8
or 10). This limited representation does not allow correct rendering of small
signal variations, in particular in dark and bright luminance ranges. In high-
dynamic range images (HDR images), the signal representation is extended
in order to maintain a high accuracy of the signal over its entire range. In
HDR images, pixel values are usually represented in floating-point format
(either 32-bit or 16-bit for each component, namely float or half-float), the
most popular format being openEXR half-float format (16-bit per RGB
component, i.e. 48 bits per pixel) or in integers with a long representation,
typically at least 16 bits.

The problem to be solved by the invention is to provide an automatic

or semi-automatic method for tone-mapping a HDR image into a LDR image
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or, by extension, a sequence of HDR images into a sequence of LDR images
because the method is applied image per image.

Tone-mapping methods are useful, for example, to view a HDR image
on a traditional LDR-compatible display or in a dual color-grading approach
which performs usually in a broadcast scenario.

Typically, a dual color-grading approach comprises capturing a HDR
image (or sequence of images), color-grading the captured HDR image and
tone-mapping the HDR image into a LDR image which is then color-graded.

As a matter of fact, because a tone-mapped LDR image is intended to
be display, it must fulfil the basics of a viewable LDR scene compliant with
the underlined HDR scene. In other words, the tone-mapping must preserve
at least the spatial coherence into the tone-mapped image, the temporal
coherence between multiple tone-mapped images of a sequence of images,
the global luminance coherence, i.e. dark HDR scenes lead to dark LDR
scenes and vice-versa, and the color coherence between an HDR image and
a tone-mapped image i.e. the color-grading is preserved as much as
possible.

A dual color-grading approach leads to the highest quality for a LDR
image as it is produced under the control of an expert in color-grading, thus
ensuring the absence of uncontrolled undesired effect of automatic and
systematic methods. However, it takes the double post-production resources
as one has to deal with two workflows, one for HDR and one for LDR.

It may not be practical for all use cases and it may the case that only
the HDR sequence has been color-graded. Of course, in such a case, it is
desirable to obtain a viewable LDR image because not all customers may be
equipped with HDR devices for displaying. In order to reach these customers,
a LDR image must be produced without extra or alternative color-grading, i.e.
by using an automatic tone-mapping method providing LDR images with an
acceptable quality for all contents.

Many local or global tone-mapping operators exist in the prior art such
as, for example, the tone-mapping operator defined by Reinhard may be
used (Reinhard, E., Stark, M., Shirley, P., and Ferwerda, J., \Photographic
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tone reproduction for digital images,” ACM Transactions on Graphics 21 (July
2002)), or Boitard, R., Bouatouch, K., Cozot, R., Thoreau, D., & Gruson, A.
(2012). Temporal coherency for video tone mapping. In A. M. J. van Eijk, C.
C. Davis, S. M. Hammel, & A. K. Majumdar (Eds.), Proc. SPIE 8499,
Applications of Digital Image Processing (p. 84990D-84990D-10)).

However, even if global tone-mapping operators preserve temporal
properties over a sequence of images such as the brightness consistency,
global tone-mapping operators may fail dramatically when applied to
sequences of HDR images with a lot of dynamic as such operators are
unable to represent the spatial details on a lower dynamic without a
noticeable loss of sharpness.

On the other hand, local tone-mapping operators are not efficient
when dealing with sequences of images because they are based on local
pixel neighborhood to capture local properties of an image and do not
preserve the overall brightness of a sequence of images (temporal brightness
consistency). As a consequence, temporal brightness consistency is
obtained by using additional complex processing such as object tracking or

frame buffering in order to apply temporal filtering.

3. Summary of the invention.

The invention sets out to remedy some of the drawbacks of the prior
art with a method for tone-mapping an image, characterized in that it
comprises:

- obtaining a residual image by dividing the image by a backlight
image determined from the image, and

- obtaining a tone-mapped image by tone-mapping the residual image.

This provides a tone-mapped image which is viewable, i.e. an image
in the sense that the tone-mapped image renders artistically the tone-
mapped scene reasonably well and consistently compared to the original

scene in the image. This method is thus backward compatible because the
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viewable tone-mapped image may be encoded/decoded and/or displayed by
a traditional apparatus which is not able to handle high dynamic range.

According to an embodiment, the tone-mapping comprises either a
gamma- or Slog-correction according to the pixel values of the residual
image.

Gamma and SLog corrections, such that there is no loss of dark and
bright information, lead to a tone-mapped image with high precision.
Moreover, gamma and S-log correction avoid flat clipped areas in the
viewable tone-mapped image.

According to an embodiment, obtaining the backlight image from the
image comprises:

- obtaining a backlight image from a luminance component of the
image; and

- modulating the backlight image with a mean luminance value of the
image.

Modulating the backlight image with a mean luminance value of the
image improves the global luminance coherence between the image and the
residual image, e.g. a bright region in the image appears bright in the
residual image and a dark region in the image appears dark in the residual
image.

According to an embodiment, obtaining the backlight image from the
image further comprises:

- normalizing the backlight image by its mean value before modulating
the backlight image.

This allows to get a mid-gray-at-one backlight image for the image.

According to an embodiment, the method further comprises scaling of
the tone-mapped image.

This put the mean gray of an image obtained from the tone-mapped
image at an adequate value for both viewing and potentially for coding.

According to an embodiment, the method further comprises clipping

the tone-mapped image.
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Clipping the tone-mapped image ensures a backward compatibility
with traditional infrastructure (codec, displays, distribution channels, etc.)
because a limited number of bits, typically 8-10 bits, is required to encode or
to display the clipped tone-mapped image. Then, for example, the encoded
data may be transmitted over such infrastructure to display a low dynamic
range version of the image on a remote display.

According to another of its aspects, the invention relates to a device
for tone-mapping an image.

The specific nature of the invention as well as other objects,
advantages, features and uses of the invention will become evident from the
following description of a preferred embodiment taken in conjunction with the

accompanying drawings.

4. List of figures.

The embodiments will be described with reference to the following
figures:

- Fig. 1 shows a block diagram of the steps of a method for tone-
mapping an image | in accordance with an embodiment of the invention;

- Fig. 2 shows a block diagram of a step of the method in accordance
with an embodiment of the invention;

- Fig. 3 shows a block diagram of a step of the method in accordance
with an embodiment of the invention;

- Fig. 4 shows a block diagram of a step of the method in accordance
with an embodiment of the invention;

- Fig. 5 shows an example of an architecture of a device;

5. Detailed description of a preferred embodiment of the
invention.

The present invention will be described more fully hereinafter with

reference to the accompanying figures, in which embodiments of the
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invention are shown. This invention may, however, be embodied in many
alternate forms and should not be construed as limited to the embodiments
set forth herein. Accordingly, while the invention is susceptible to various
modifications and alternative forms, specific embodiments thereof are shown
by way of example in the drawings and will herein be described in detail. It
should be understood, however, that there is no intent to limit the invention to
the particular forms disclosed, but on the contrary, the invention is to cover all
modifications, equivalents, and alternatives falling within the spirit and scope
of the invention as defined by the claims. Like numbers refer to like elements
throughout the description of the figures.

The terminology used herein is for the purpose of describing particular
embodiments only and is not intended to be limiting of the invention. As used
herein, the singular forms "a", "an" and "the" are intended to include the
plural forms as well, unless the context clearly indicates otherwise. It will be
further understood that the terms "comprises”, "comprising,” "includes"
and/or "including" when used in this specification, specify the presence of
stated features, integers, steps, operations, elements, and/or components
but do not preclude the presence or addition of one or more other features,
integers, steps, operations, elements, components, and/or groups thereof.
Moreover, when an element is referred to as being "responsive" or
"connected" to another element, it can be directly responsive or connected to
the other element, or intervening elements may be present. In contrast, when
an element is referred to as being "directly responsive" or "directly
connected" to other element, there are no intervening elements present. As
used herein the term "and/or" includes any and all combinations of one or
more of the associated listed items and may be abbreviated as"/".

It will be understood that, although the terms first, second, etc. may be
used herein to describe various elements, these elements should not be
limited by these terms. These terms are only used to distinguish one element
from another. For example, a first element could be termed a second
element, and, similarly, a second element could be termed a first element

without departing from the teachings of the disclosure.
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Although some of the diagrams include arrows on communication
paths to show a primary direction of communication, it is to be understood
that communication may occur in the opposite direction to the depicted
arrows.

Some embodiments are described with regard to block diagrams and
operational flowcharts in which each block represents a circuit element,
module, or portion of code which comprises one or more executable
instructions for implementing the specified logical function(s). It should also
be noted that in other implementations, the function(s) noted in the blocks
may occur out of the order noted. For example, two blocks shown in
succession may, in fact, be executed substantially concurrently or the blocks
may sometimes be executed in the reverse order, depending on the
functionality involved.

Reference herein to "one embodiment” or "an embodiment” means
that a particular feature, structure, or characteristic described in connection
with the embodiment can be included in at least one implementation of the
invention. The appearances of the phrase "in one embodiment" or “according
to an embodiment” in various places in the specification are not necessarily
all referring to the same embodiment, nor are separate or alternative
embodiments necessarily mutually exclusive of other embodiments.

Reference numerals appearing in the claims are by way of illustration
only and shall have no limiting effect on the scope of the claims.

While not explicitly described, the present embodiments and variants
may be employed in any combination or sub-combination.

The invention is described for encoding/decoding an image but
extends to the encoding/decoding of a sequence of images (video) because
each image of the sequence is sequentially encoded/decoded as described
below.

Fig. 1 shows a block diagram of the steps of a method for tone-

mapping an image | in accordance with an embodiment of the invention.
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In step 10, a module IC obtains the luminance component L and
potentially at least one color component C(i) of the image | to be tone-
mapped.

For example, when the image | belongs to the color space (X,Y,Z), the
luminance component L is obtained by a transform f(.) of the component Y,
e.g. L=f(Y).

When the image | belongs to the color space (R,G,B), the luminance
component L is obtained, for instance in the 709 gamut, by a linear
combination which is given by:

L=0.2127.R+0.7152.G+0.0722.B

In step 11, a module BAM determines a backlight image Bal from the
luminance component L of the image |.

According to an embodiment of the step 11, illustrated in Fig. 2, a
module Bl determines a backlight image Ba as being a weighted linear
combination of shape functions y; given by:

Ba =3}, ai; (1)

with a; being weighting coefficients.

Thus, obtaining the backlight image Ba from a luminance component L
consists in finding the optimal weighting coefficients (and potentially also the
optimal shape functions if not known beforehand) in order that the backlight
image Ba fits the luminance component L.

There are many well-known methods to find the weighting coefficients
a;. For example, one may use a least mean square method to minimize the
mean square error between the backlight image Ba and the luminance
component L.

The invention is not limited to any specific method to obtain the
backlight image Ba.

It may be noted that the shape functions may be the true physical
response of a display backlight (made of LED’s for instance, each shape
function then corresponding to the response of one LED) or may be a pure

mathematical construction in order to fit the luminance component at best.
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The size of their supports and their centers may be some parameters
of the shape functions.

For example, if their support is very large (virtually infinite), then one
just gets a constant backlight image and the resulting tone-mapping method
is then equivalent to a global tone-mapping operator. At the opposite, with
very small supports, the resulting tone-mapping method is then equivalent to
a local tone-mapping operator with all the drawbacks of local tone-mapping
operators as described above.

The size of the support of the shape functions is chosen, in practice, in
order to get a tone-mapping method which is neither global nor very local as
it uses smooth luminance dynamic reduction which is local but with a large
neighborhood.

The use of such shape functions allows dealing with very high
dynamic while not sacrificing spatial details because of their local support.

According to this embodiment, the backlight image Bal, output from
step 11, is the backlight image Ba given by equation (1).

According to an embodiment of the step 11, illustrated in Fig. 3, a
module BM modulates the backlight image Ba (given by equation (1)) with a
mean luminance value L,.., Of the image | obtained by the means of a
module HL.

According to this embodiment, the backlight image Bal, output from
step 11, is the modulated backlight image.

According to an embodiment, the module HL is configured to calculate
the mean luminance value L,,.., over the whole luminance component L.

According to an embodiment, the module HL is configured to calculate

the mean luminance value L;,0q, by

Lmean = E(LP )%
with § being a coefficient less than 1 and E(X) the mathematical
expectation value (mean) of the luminance component L.
This last embodiment is advantageous because it avoids that the

mean luminance value L,,.., b€ influenced by a few pixels with extreme high
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values which usually leads to very annoying temporal mean brightness
instability when the image | belongs to a sequence of images.

The invention is not limited to a specific embodiment for calculating
the mean luminance value L,,.47.

According to a variant of this embodiment, illustrated in Fig. 4, a
module N normalizes the backlight image Ba (given by equation (1)) by its
mean value E(Ba) such that one gets a mid-gray-at-one backlight image
Bayg, 4, for the image (or for all images if the image | belongs to a sequence of
images):

Ba.. —_2%_
ey E(Ba)

Then, the module BM is configured to modulate the mid-gray-at-one
backlight image Bag,q, with the low-spatial-frequency version L;r of the
image L, by using the following equation:

Bapoq = CStyog-Lip”. Bagyqy (2)

with cst,,,q being a modulation coefficient and « being another
modulation coefficient less than 1, typically 1/3.

According to this variant, the backlight image Bal, output from step 11,
is the modulated backlight image Ba,,,4 given by equation (2).

It may be noted that the modulation coefficient cst,,,4 is tuned to get a
good looking brightness for the residual image and highly depends on the
process to obtain the backlight image. For example, cstmoq = 1.7 for a
backlight image obtained by least means squares.

Practically, by linearity, all operations to modulate the backlight image
apply to the backlight coefficients a; as a correcting factor which transforms

the coefficients a; into new coefficients @, such that one gets

Bay0q = Z ay;

i

In step 12, a residual image Res is calculated by dividing the image by

the backlight image Bal.
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More precisely, the luminance component L and potentially each
colour component C(i) of the image |, obtained from the module IC, is divided
by the backlight image Bal. This division is done pixel per pixel.

For example, when the components R, G or B of the image | are
expressed in the color space (R,G,B), the component Rgres, Gres and Bres
are obtained as follows:

Rres= R/Bal, Gres= G/Bal, Bi.s= B/Bal,

For example, when the components X, Y or Z of the image | are
expressed in the color space (Y,Y,Z), the component Xges, Yres and Zres are
obtained as follows:

Xres= X/Bal  Yies= Y/Bal Zs= Z/Bal

In step 13, a tone-mapped image Res, is obtained by tone-mapping
the residual image Res.

It may appear that the residual image Res may not be viewable
because its dynamic range is too high and because this residual image Res
shows too visible artifacts. Tone-mapping the residual image remedies to at
least one of these drawbacks.

The invention is not limited to any specific tone-mapping operator.

Advantageously, the tone-mapping operator shall be reversible in
order to allow the reconstruction of the original HDR image.

According to an embodiment of the step 13, tone-mapping the residual
image comprises either a gamma- or a SLog- correction according to the
pixel values of the residual image.

The tone-mapped image Res, is then given, for example, by:

Res, = A.Res”

with A being a constant value, y being a coefficient of a gamma curve
equal, for example, to 1/2.4.
Alternatively, the tone-mapped image Res, is given, for example, by:
Res, = a.In(Res + b) + ¢
with a,b and c being coefficients of a SLog curve determined such that

0 and 1 are invariant, and the derivative of the SLog curve is continuous in 1
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when prolonged by a gamma curve below 1. Thus, a,b and c¢ are functions of
the parameter y.

Applying a gamma correction on the residual image Res, pulls up the
dark regions but does not lower enough high lights to avoid burning of bright
pixels.

Applying a SLog correction on the residual image Res lowers enough
high lights but does not pull up the dark regions.

Then, according to an embodiment of the step 13, the module TMO
applies either the gamma correction or the SLog correction according to the
pixel values of the residual image Res.

For example, when the pixel value of the residual image Res is below
a threshold (equal to 1), then the gamma correction is applied and otherwise
the SLog correction is applied.

By construction, the tone-mapped image Res, usually has a mean
value more or less close to 1 depending on the brightness of the image I,
making the use of the above gamma-Slog combination particularly efficient.

According to an embodiment of the method, in step 14, a module SCA
scales the tone-mapped image Res, by multiplying each component of the
tone-mapped image Res, by a scaling factor cstscaiing.

The scaled-tone-mapped image Ress is then given by

Ress = CStscaiing.Resy

Preferably, the scaling factor cstscaing is defined to map the values of
the tone-mapped image Res, between from 0 to the maximum value N1,
where N is the number of bits allowed, for example, as input for the coding by
an encoder or a display.

This is naturally obtained by mapping the value 1 (which is roughly the
mean value of the tone-mapped image Res,) to the mid-gray value 2V
Thus, for a tone-mapped image Res, with a standard number of bits N=8, a
scaling factor equal to 120 is a very consistent value because very closed to
the neutral gray at 2'=128.

According to an embodiment of the method, in step 15, a module CLI

clips the tone-mapped image Res, to limit its dynamic range to a targeted
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dynamic range TDR which is defined, for example, according to the
capabilities of an encoder or a display.

According to this last embodiment, the resulting residual image Res. is
given, for example, by:

Res. = max(2", Res,)
Res. = max(2", Ress)
according to the embodiments of the method.

The invention is not limited to such clipping (max(.)) but extends to any
other clipping.

Combining the scaling and clipping embodiments leads to a residual
image Resg: given by:

Resse = max(2", cstscaingResy)
or by Ressc = max(2", cstscaiingRESs)
according to the embodiments of the method.

The tone-mapping, scaling and clipping described above are
parametric processes. The parameters may be fixed or not and in the latter
case, the parameters, or some of them, may be encoded in a bitstream by
means of an encoder and/or transmitted to a remote display and/or obtained
from a local or remote memory.

It may be noted that the choice of the parameters, for example,
a, cStmod, CStscaiing: ¥, B gives room for the choice of the tone-mapping which
suits the content the best following the taste of an expert in post-production
and color grading. Also, the position and the size of the shape functions used
to generate the backlight are other parameters which may be chosen.

On the other hand, universal parameters may be defined in order to be
acceptable for all of a large variety of images. This leads to a fully automatic
tone-mapping, by opposition to a semi-automatic parametric tone-mapping
when the parameters described above are chosen by an end-user or any
other local or external means.

On Fig. 1-4, the modules are functional units, which may or not be in
relation with distinguishable physical units. For example, these modules or

some of them may be brought together in a unique component or circuit, or
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contribute to functionalities of a software. A contrario, some modules may
potentially be composed of separate physical entities. The apparatus which
are compatible with the invention are implemented using either pure
hardware, for example using dedicated hardware such ASIC or FPGA or
VLSI, respectively « Application Specific Integrated Circuit», « Field-
Programmable Gate Array », « Very Large Scale Integration », or from
several integrated electronic components embedded in a device or from a
blend of hardware and software components.

Fig. 5 represents an exemplary architecture of a device 50 which may
be configured to implement a method described in relation with Fig. 1 to 4.

Device 50 comprises following elements that are linked together by a
data and address bus 51:
- a microprocessor 52 (or CPU), which is, for example, a DSP (or Digital

Signal Processor);
- aROM (or Read Only Memory) 53;
- a RAM (or Random Access Memory) 54;
- an l/O interface 55 for reception of data to transmit, from an application;
and

- abattery 56

According to a variant, the battery 56 is external to the device. Each of
these elements of Fig. 5 are well-known by those skilled in the art and won'’t
be disclosed further. In each of mentioned memory, the word « register »
used in the specification can correspond to area of small capacity (some bits)
or to very large area (e.g. a whole program or large amount of received or
decoded data). ROM 53 comprises at least a program and parameters.
Algorithm of the methods according to the invention is stored in the ROM 53.
When switched on, the CPU 52 uploads the program in the RAM and
executes the corresponding instructions.

RAM 54 comprises, in a register, the program executed by the CPU 52
and uploaded after switch on of the device 50, input data in a register,
intermediate data in different states of the method in a register, and other

variables used for the execution of the method in a register.
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The implementations described herein may be implemented in, for
example, a method or a process, an apparatus, a software program, a data
stream, or a signal. Even if only discussed in the context of a single form of
implementation (for example, discussed only as a method or a device), the
implementation of features discussed may also be implemented in other
forms (for example a program). An apparatus may be implemented in, for
example, appropriate hardware, software, and firmware. The methods may
be implemented in, for example, an apparatus such as, for example, a
processor, which refers to processing devices in general, including, for
example, a computer, a microprocessor, an integrated circuit, or a
programmable logic device. Processors also include communication devices,
such as, for example, computers, cell phones, portable/personal digital
assistants ("PDAs"), and other devices that facilitate communication of
information between end-users.

Implementations of the various processes and features described
herein may be embodied in a variety of different equipment or applications,
particularly, for example, equipment or applications. Examples of such
equipment include an encoder, a decoder, a post-processor processing
output from a decoder, a pre-processor providing input to an encoder, a
video coder, a video decoder, a video codec, a web server, a set-top box, a
laptop, a personal computer, a cell phone, a PDA, and other communication
devices. As should be clear, the equipment may be mobile and even installed
in a mobile vehicle.

Additionally, the methods may be implemented by instructions being
performed by a processor, and such instructions (and/or data values
produced by an implementation) may be stored on a processor-readable
medium such as, for example, an integrated circuit, a software carrier or
other storage device such as, for example, a hard disk, a compact diskette
(“CD”), an optical disc (such as, for example, a DVD, often referred to as a
digital versatile disc or a digital video disc), a random access memory
(“RAM”), or a read-only memory (“ROM”). The instructions may form an

application program tangibly embodied on a processor-readable medium.
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Instructions may be, for example, in hardware, firmware, software, or a
combination. Instructions may be found in, for example, an operating system,
a separate application, or a combination of the two. A processor may be
characterized, therefore, as, for example, both a device configured to carry
out a process and a device that includes a processor-readable medium (such
as a storage device) having instructions for carrying out a process. Further, a
processor-readable medium may store, in addition to or in lieu of instructions,
data values produced by an implementation.

As will be evident to one of skill in the art, implementations may
produce a variety of signals formatted to carry information that may be, for
example, stored or transmitted. The information may include, for example,
instructions for performing a method, or data produced by one of the
described implementations. For example, a signal may be formatted to carry
as data the rules for writing or reading the syntax of a described embodiment,
or to carry as data the actual syntax-values written by a described
embodiment. Such a signal may be formatted, for example, as an
electromagnetic wave (for example, using a radio frequency portion of
spectrum) or as a baseband signal. The formatting may include, for example,
encoding a data stream and modulating a carrier with the encoded data
stream. The information that the signal carries may be, for example, analog
or digital information. The signal may be transmitted over a variety of different
wired or wireless links, as is known. The signal may be stored on a
processor-readable medium.

According to an embodiment, the I/O interface 55 is configured to
receive at least one of the parameters which are used by a method described
in relation with Fig. 1-4. For example, the parameters are limited to the
weighting coefficients a; or @, when known non-adaptive shape functions are
used but the shape functions y; may also be a priori unknown, for instance in
a case of a somewhat optimal mathematical construction for better fitting.
Then, the size of the support and the position of the shape functions y; may

then be parameters. The coefficient y of a gamma curve, B, cst,pq, @, the
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scaling factor cstscaing , the number of bits N, may also be parameters of the
method for tone-mapping an image in accordance with the invention.

Some of these parameters may be obtained from a local or remote
memory or selected by an end-user from a graphical interface of the device
50. The tone-mapping method may thus be automatic or semi-automatic
according to the way used to obtain the parameters of this method.

Some of these received parameters may have been encoded by a
remote device. Then, the device 50 comprises a decoder to decode these
received parameters.

A number of implementations have been described. Nevertheless, it
will be understood that various modifications may be made. For example,
elements of different implementations may be combined, supplemented,
modified, or removed to produce other implementations. Additionally, one of
ordinary skill will understand that other structures and processes may be
substituted for those disclosed and the resulting implementations will perform
at least substantially the same function(s), in at least substantially the same
way(s), to achieve at least substantially the same result(s) as the
implementations disclosed. Accordingly, these and other implementations are

contemplated by this application.
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CLAIMS

5 1. Method for tone-mapping an image characterized in that it comprises:
- obtaining (12) a residual image by dividing the image by a backlight
image determined (11) from the image, and
- obtaining (13) a tone-mapped image by tone-mapping the residual
image.
10
2. Method according to one of the previous claims, wherein tone-mapping
comprises either a gamma- or Slog-correction according to the pixel values

of the residual image.

15 3. Method according to the claim 1 or 2, wherein obtaining (11) the backlight
image from the image comprises:
- obtaining a backlight image from a luminance component of the
image; and
- modulating the backlight image with a mean luminance value (L ,eqn)

20 ofthe image.

4. Method according to the claim 3, wherein obtaining (11) the backlight
image from the image further comprises:
- normalizing the backlight image by its mean value before modulating

25 the backlight image.

5. Method according to one of the previous claims, wherein the method

further comprises scaling (14) of the tone-mapped image.

30 6. Method according to one of the previous claims, wherein the method

further comprises clipping (15) the tone-mapped image.

7. Device for tone-mapping an image comprising means for:
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- obtaining a residual image by dividing the image by a backlight image
determined (BAM) from the image, and
- obtaining (TMO) a tone-mapped image by tone-mapping the residual

image.

8. Computer program product, characterized in that it comprises instructions
of program code for executing steps of the method according to one of claims
1 to 6, when said program is executed on a computing device.

9. Non-transitory storage medium carrying instructions of program code for
executing steps of the method according to one of claims 1 to 6, when said
program is executed on a computing device.
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