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Abstract: A decoder (100) includes circuitry (104, 112, 116, 128) and a soft decoder (108). The circuitry is configured to receive channel hard decisions for respective bits of a Generalized Low-Density Parity Check (GLDPC) code word that includes multiple component code words, including first and second component code words having one or more shared bits, to schedule decoding of the GLDPC code word, and following the decoding, to output the decoded GLDPC code word. The soft decoder is configured to receive the channel hard decisions corresponding to the first component code word, to further receive soft reliability measures that were assigned to the shared bits in decoding the second component code word, and to decode the first component code word based on the channel hard decisions and the soft reliability measures.
GLDPC SOFT DECODING WITH HARD DECISION INPUTS

TECHNICAL FIELD

Embodiments described herein relate generally to Error Correcting Coding (ECC), and particularly to methods and systems for ECC decoding.

BACKGROUND

Some types of error correction codes, such as Generalized Low Density Parity Check (GLDPC) codes, are commonly decoded using iterative decoding processes. Various decoding schemes for GLDPC codes are known in the art. For example, U.S. Patent 8,812,939, whose disclosure is incorporated herein by reference, describes systems and methods for decoding data using a decoder that includes a primary decoder and an auxiliary decoder. A code word is retrieved from a storage device. The primary decoder attempts to decode the code word using hard data associated with the code word. If the primary decoder fails, an indication of the failure may be received by a decoder controller, which activates the auxiliary decoder. The auxiliary decoder attempts to decode the code word using either hard data or soft data associated with the code word.

U.S. Patent Application Publication 2014/0258809, whose disclosure is incorporated herein by reference, describes systems and methods for decoding data. A variable node value for a variable node is received at a first time, and reliability data for the variable node is received at a second time. The variable node is decoded using a first decoding scheme after the first time and before the second time, and the variable node is decoded using a second decoding scheme different from the first decoding scheme after the second time.

U.S. Patent Application Publication 2012/0240007, whose disclosure is incorporated herein by reference, describes a solid state storage device that includes a flash memory and a controller, which is configured to store data in the flash memory via a plurality of channels. The stored data is encoded using a Low Density Parity Check (LDPC) code. Hard decision decoders are configured to decode encoded data received from the flash memory via respective channels of the plurality of channels using the LDPC code and to provide the decoded data to the controller in response to one or more read commands from the controller. A soft decision decoder is configured to decode the encoded data received from the flash memory using the LDPC code and to provide the decoded data to the controller in response to one of the plurality of hard decision decoders failing to decode the encoded data. The encoded data is obtained by the soft decision decoder using a plurality of read-retry operations.
SUMMARY

An embodiment that is described herein provides a decoder that includes circuitry and a soft decoder. The circuitry is configured to receive channel hard decisions for respective bits of a Generalized Low-Density Parity Check (GLDPC) code word that includes multiple component code words, including first and second component code words having one or more shared bits, to schedule decoding of the GLDPC code word, and following the decoding, to output the decoded GLDPC code word. The soft decoder is configured to receive the channel hard decisions corresponding to the first component code word, to further receive soft reliability measures that were assigned to the shared bits in decoding the second component code word, and to decode the first component code word based on the channel hard decisions and the soft reliability measures.

In some embodiments, the soft decoder is configured to assign equal reliability measures to the channel hard decisions prior to decoding. In other embodiments, the circuitry further includes a hard decoder, which is configured to decode the GLDPC code word from the channel hard decisions, and the circuitry is configured to activate the soft decoder in response to a decoding failure of the hard decoder. In yet other embodiments, the circuitry is configured to select as input for the soft decoder, based on a predefined criterion, either the channel hard decisions or an output of the hard decoder as appears at a time of decoding failure, and to decode the GLDPC code word from the selected input using the soft decoder.

In an embodiment, the multiple component code words were encoded in accordance with respective component codes, the hard decoder is configured to decode the multiple component code words, and the predefined criterion is based on a number of the component codes that have failed to successfully decode as part of the decoding failure. In another embodiment, the circuitry is configured to select the output of the hard decoder when the number is below a predefined threshold number, and to select the channel hard decisions, otherwise. In yet another embodiment, the soft decoder is configured to assign reliability measures to the respective hard decisions based on a set of most probable component code words, which is smaller than an entire set of valid component code words.

In some embodiments, the GLDPC code word is stored in a memory device, and the circuitry is configured to receive the channel hard decisions from the memory device. In other embodiments, the GLDPC code word is received in a communication signal, and the circuitry is configured to receive the channel hard decisions from a receiver that receives the communication signal.
There is Additionally provided, in accordance with an embodiment that is described herein, a method for decoding including receiving in a soft decoder channel hard decisions for respective bits of a Generalized Low-Density Parity Check (GLDPC) code word that includes multiple component code words, including first and second component code words having one or more shared bits. The GLDPC code word is decoded by accepting by the soft decoder channel hard decisions corresponding to the first component code word, and soft reliability measures that were assigned to the shared bits in decoding the second component code word, and decoding the first component code word based on the channel hard decisions and the soft reliability measures.

These and other embodiments will be more fully understood from the following detailed description of the embodiments thereof, taken together with the drawings in which:

**BRIEF DESCRIPTION OF THE DRAWINGS**

Fig. 1 is a block diagram that schematically illustrates a communication system that uses Error Correction Coding (ECC), in accordance with an embodiment that is described herein;

Fig. 2 is a block diagram that schematically illustrates a memory system that uses Error Correction Coding (ECC), in accordance with an embodiment that is described herein;

Fig. 3 is a block diagram that schematically illustrates a Generalized Low Density Parity Check (GLDPC) decoder, in accordance with an embodiment that is described herein;

Fig. 4 is a flow chart that schematically illustrates a method for GLDPC decoding, in accordance with an embodiment that is described herein; and

Fig. 5 is a graph showing simulated Frame Error Rate (FER) performance of a GLDPC decoder, in accordance with an embodiment that is described herein.

**DETAILED DESCRIPTION OF EMBODIMENTS**

**OVERVIEW**

GLDPC codes typically comprise multiple sub-codes or component codes. GLDPC encoding produces GLDPC code words that comprise multiple component code words, each encoded using one of the underlying component codes. The component code words, which are typically much shorter than the GLDPC code word, may comprise any suitable linear codes, such as, for example, Hamming codes, Bose-Chaudhuri-Hocquenghem (BCH) codes, Reed-Solomon (RS) codes and Reed-Muller (RM) codes, or any suitable non-linear codes. A
GLDPC code may comprise as few as thirty or less component codes, or as many as thousands or more component codes.

GLDPC codes are typically designed so that each of the component code words shares one or more bits with at least one other component code word. Thus, each bit of the GLDPC code word belongs to a single component code word or shared among multiple component code words. A valid GLDPC code word comprises valid component code words of the underlying component codes.

One possible way to decode a given GLDPC code word is to decode the individual component code words e.g., sequentially, using respective component decoders. Such a decoder would perform one or more decoding iterations in an attempt to reach a state in which each of the component decoders outputs a valid component code word. Sharing of bits among component codes assists in correcting erroneous bits beyond the error correction capabilities of the individual component codes.

The component decoders in the above scheme may comprise hard or soft decoders whose input and output comprise hard decisions or soft information, respectively. The soft information comprises, in addition to the hard decisions, respective reliability measures that are assigned to these hard decisions. The reliability measures may comprise Log Likelihood Ratios (LLRs), wherein each LLR typically has a sign, which is indicative of the hard decision or bit value, and an absolute value indicative of the reliability of that bit value. Alternatively, any other suitable reliability measures can also be used.

The input to a GLDPC hard decoder conventionally comprises channel hard decisions for the bits of the code word, and the input to a GLDPC soft decoder conventionally comprises, in addition to the hard decision bits, reliability measures assigned to these bits. Each of the underlying component decoders receives part of the input corresponding to the respective component code word.

In GLDPC hard decoding, the hard component decoders accept the channel hard decisions and derive output hard decisions that are used by some of component decoders in the same or subsequent iterations. In some variant hard decoders, the output of the component decoders is combined with the channel hard decisions to be used in subsequent iterations. In GLDPC soft decoding, the soft component decoders accept the channel soft information and derive output soft information that is used by some of the component decoders in the same or subsequent iterations. In a given iteration, a component soft decoder updates its output soft information based on the channel soft inputs, previously generated soft outputs, and its decoding results.
Typically, GLDPC soft decoders have better error correcting capabilities than GLDPC hard decoders, but incur higher complexity, latency and power consumption. Soft decoders are additionally less vulnerable to trapping sets than hard decoders. A trapping set is a decoding state in which one or more of the component code words fail to decode to a valid component code word, but applying additional decoding iterations does not resolve the failure state. A trapping set in a hard decoder occurs, for example, when multiple component code words share a number of erroneous bits that exceeds the error correction capabilities of the underlying component codes.

Embodiments that are described herein provide improved methods and systems for GLDPC decoding. Although soft decoders are traditionally designed to accept soft information, in the disclosed techniques the GLDPC soft decoder comprises soft component decoders that are configured to accept hard or soft decisions, thus saving the costs (e.g., latency and power consumption) of generating the soft information by doing so only when necessary. When avoiding soft decoding using soft information the complexity is also reduced. A GLDPC decoder thus first attempts decoding based on the channel hard decisions, and when this attempt fails proceeds to decoding based on channel or other soft information.

Soft decoding with no soft channel information is expected to perform no better than hard decoding. The disclosed techniques demonstrate, however, using the Chase decoding algorithm as an example soft component decoder, that the error correction capabilities of GLDPC soft decoding based on the channel hard decisions, although unexpected, outperforms conventional GLDPC hard decoding.

Some of the disclosed embodiments combine GLDPC hard and soft decoding, wherein the soft decoding is based on channel hard decisions, as explained above. In some embodiments, the GLDPC decoder first attempts to decode the GLDPC code word using hard decoding, and in response to hard decoding failure, the GLDPC decoder applies soft decoding using the hard decisions. In an embodiment, if this soft decoding using the channel hard decisions fails, soft reliability measures are assigned to the channel hard decisions and the soft decoder attempts to decode using the soft channel inputs. Selective application of the soft decoding reduces the latency and power consumption of the GLDPC decoder.

In some embodiments, the GLDPC decoder selects the input to the GLDPC soft decoder (i.e., hard or soft input) using a predefined criterion. In one embodiment, when hard decoding fails, the GLDPC decoder performs GLDPC soft decoding (using hard inputs) over the same input as the GLDPC hard decoder or over the GLDPC hard decoder outputs. In
another embodiment, the GLDPC decoder applies soft decoding to the (hard decisions) output of the GLDPC hard decoder.

In yet another embodiment, the predefined selection criterion depends on the number of component codes that have failed to decode a valid component code word (i.e., using hard decoding). For example, when the number of failing hard component decoders is below a predefined threshold number, the GLDPC hard decoder is likely to have reached a trapping set state, and therefore the GLDPC decoder applies soft decoding to the output of the GLDPC decoder to resolve the trapping set state. Otherwise, the GLDPC decoder applies soft decoding to the same input as the GLDPC hard decoder.

Using soft decoding may lower the decoding error floor significantly. For instance, a code that produces 8Kbyte code words and has a rate of 0.90 can achieve Frame Error Rate (FER) of le-3 before hitting an error floor when decoded using a conventional HIHO decoder. Such codes are therefore impractical without using a retransmission mechanism. Using SISO decoder(s) as in the disclosed techniques, however, can achieve a typical FER as low as le-1 1.

For the example code mentioned above, the inventors demonstrate decoding gains as follows: for FER values of le-2, le-3, and le-4, the gains are 0.2 dB, 0.6 dB and more than 1.0 dB, respectively. FER performance graphs (in decoding another code having a 0.94 rate) of a conventional GLDPC decoder and a GLDPC decoder that is based on the disclosed techniques are described further below.

SYSTEM DESCRIPTION

Fig. 1 is a block diagram that schematically illustrates a wireless communication system that uses error correction coding, in accordance with an embodiment that is described herein. System 20 comprises a transmitter 24, which transmits data to a receiver 28. The transmitter accepts input data, encodes the data with a certain ECC (the encoded data is also referred to as a code word), modulates the encoded data in accordance with a certain modulation scheme, converts the modulated digital signal to an analog signal, up-converts the analog signal to a suitable Radio frequency (RF), and transmits the RF signal toward the receiver using a transmitting antenna 32.

In receiver 28, a receiving antenna 36 receives the RF signal and provides it to a RF front end 40. The front end down-converts the RF signal to baseband or to a suitable Intermediate Frequency (IF), and digitizes the signal with a suitable Analog to Digital Converter (ADC - not shown in the figure). The digitized signal carrying the ECC-encoded data (i.e., the received code word possibly containing one or more errors) is demodulated by a
modem 44, and the ECC is decoded by an ECC decoder 48. Decoder 48 is controlled by a processor 52. The structure and functionality of decoder 48 are described in detail below. By decoding the ECC, decoder 48 reconstructs the data that was input to transmitter 24. The reconstructed data is provided as the receiver output.

System 20 may comprise, for example, a cellular system, a satellite system, a point-to-point communication link, or any other suitable communication system that employs ECC. Although the example of Fig. 1 refers to a wireless communication system, the techniques described herein can be used with wire-line communication systems, such as cable communication systems or optical communication systems, as well.

Fig. 2 is a block diagram that schematically illustrates a data storage system 60 that uses error correction coding, in accordance with an alternative embodiment that is described herein. System 60 comprises a memory controller 64, which stores data in a memory device 68. Memory device 68 comprises an array 72 comprising multiple memory cells 76. Array 72 may comprise any suitable type of volatile or non-volatile memory, such as, for example, Random Access Memory (RAM) or Flash memory. Alternatively, device 68 may comprise a magnetic storage device such as a Hard Disk Drive (HDD), or any other suitable storage medium. System 60 can be used in various host systems and devices, such as in computing devices, cellular phones or other communication terminals, removable memory modules, Solid State Disks (SSD), digital cameras, music and other media players and/or any other system or device in which data is stored and retrieved.

Memory device 68 comprises a Read/Write (R/W) unit 80, which writes data values into memory cells 76 and reads data values from the memory cells. Memory controller 64 comprises an ECC unit 84, which encodes the data for storage in accordance with a certain ECC, and decodes the ECC of data that is retrieved from the memory cells. Unit 84 is controlled by a processor 88. The structure and functionality of unit 84 are described in detail below. The ECC used in systems 20 and 60 may comprise, for example, a Generalized Low Density Parity Check (GLDPC) code, as well as various other types of ECC.

The ECC decoding schemes described herein can be used in communication systems such as system 20, as well as in data storage systems such as system 60. The description that follows applies to both communication applications and to storage applications, and refers generally to an ECC decoder. Any reference to the ECC decoder applies to decoder 48 of system 20, as well as to the decoder functionality of unit 84 in system 60. Alternatively, the methods described herein can be carried out by any other suitable element in any other suitable system that involves ECC decoding.
GLDPC CODES

A GLDPC code typically comprises multiple component codes, and a code word generated in accordance with a given GLDPC code (also referred to herein as a GLDPC code word) comprises multiple component code words, each encoded in accordance with a respective underlying component code. Example component codes include Hamming, BCH, Reed-Solomon and Reed-Muller codes.

Each of the component code words shares one or more bits with at least one other component code word of the GLDPC code word. Additionally, each bit of the GLDPC code word belongs to a single component code word or shared among multiple component code words. In some practical embodiments, the GLDPC code comprises component codes that are capable of correcting up to four errors, and each bit of the GLDPC code word is shared among up to three component code words. Note that a shared bit can be an information bit or a parity check bit that is jointly encoded by multiple component code encoders.

Different component code words of a given GLDPC code word may be encoded using the same or different component codes. GLDPC codes for which each bit in the GLDPC code word is shared by the same number of component code words, and whose component code words are all encoded using the same linear block code, are referred to as regular codes. Otherwise, the GLDPC code is referred to as an irregular code.

GLDPC codes can be constructed in various ways. Example GLDPC codes include, among others, Turbo Product Codes (TPC) and Serially Concatenated Codes (SCC). GLDPC codes are described, for example, by Djordjevic et al, in "Generalized Low-Density Parity-Check Codes for Optical communication Systems," Journal of lightwave technology, vol. 23, no. 5, May, 2005, pages 1939-1946, whose disclosure is incorporated herein by reference. TPCs are described, for example, by Pyndiah, in "Near-Optimum Decoding of Product Codes: Block Turbo Codes," IEEE Transactions on Communications, vol. 46, no. 8, August, 1998, pages 1003-1010, which is incorporated herein by reference. SCCs are described, for example, by Benedetto et al., in "Serial Concatenation of Interleaved Codes: Performance Analysis, Design, and Iterative Decoding," IEEE Transactions on Information Theory, vol. 44, no. 3, May, 1998, pages 909-926, which is incorporated herein by reference.

DECODING GLDPC CODES

A valid GLDPC code word generated in accordance with a given GLDPC code comprises a set of valid component code words of the underlying component codes. A decoder suitable for decoding the GLDPC code word is also referred to herein as a "GLDPC decoder,"
and a decoder suitable for decoding a given component code word is referred to herein as a "component decoder."

In some embodiments, a GLDPC decoder performs an iterative process, in which the processing in each of the iterations comprises sequential decoding of the individual component code words using the respective component decoders. The overall GLDPC decoding succeeds when the decoding of all the component codes results in valid respective component code words.

Note that since each component code word shares one or more bits with at least one other component code word, correcting an erroneous bit in one component code word can assist in the decoding of other component code words that share this bit.

The component decoders may comprise hard decoders whose input and output comprise hard decisions, which are also referred to herein as Hard-Input Hard-Output (HIHO) decoders, or soft decoders whose input and output comprise soft information, which are also referred to herein as Soft-Input Soft-Output (SISO) decoders. The soft information can be viewed as a combination of hard decisions and respective reliability measures, which are assigned to these hard decisions.

In some embodiments, the reliability measures comprise Log Likelihood Ratios (LLRs). Each LLR typically comprises a sign, which is indicative of the hard decision or bit value, and an absolute value indicative of the reliability of that bit value. In some embodiments, the LLR assigned to a given hard decision or bit depends on the ratio between the probabilities of the bit value being '1' and '0'. The disclosed techniques are not limited, however, to LLRs and can be used with any other suitable type of soft reliability measures.

During the iterative decoding the component decoders derive hard or soft information, which is used by some of the component decoders in the same or subsequent iterations. Thus, although a given bit may be initially erroneous, after being corrected by some component decoder, the bit arrives corrected at other component decoders whose input includes this bit.

In an embodiment, the soft information derived is passed along with the channel soft information to be used by the soft component decoder that has produced this soft information, or by other soft component decoders during the current or in subsequent iterations. In some embodiments, output data generated by a certain component decoder is passed only to other component decoders, and is not fed back to the same component code word that has generated this data.

Typically, GLDPC soft decoders have better error correction capabilities than GLDPC hard decoders, because the soft information (e.g., reliability measures assigned to the hard
decisions), which the decoder can utilize for improved decoding, is available only to the soft
decoders. Compared to hard decoding, however, executing soft decoding, as well as
generating the soft channel information, incurs higher complexity, latency and power consumption. Another advantage of soft decoders is that soft decoders are typically less
vulnerable to trapping sets than hard decoders.

A trapping set refers to a failure decoding state in which not all of the component
codes are decodable, but applying additional decoding iterations cannot resolve the failure state. A trapping set in a hard decoder occurs, for example, when multiple component code
words share a number of erroneous bits that exceeds the error correction capabilities of the
underlying component codes. For example, assume that the component codes can correct up to
three bits, and that the GLDPC decoder has reached a state in which two component code
words alone share a group of four erroneous bits. In this state, each of the component codes
fails to produce a respective valid component code word, and therefore the component codes
cannot assist each other in decoding during further iterations. In soft decoding, iterating over
the component codes may in certain situations resolve such a trapping state.

Although soft decoders are traditionally designed to accept soft information, in the
disclosed techniques the GLDPC decoder comprises soft component decoders that are
configured to accept hard or soft decisions from the channel, thus saving the costs of
generating soft channel information when soft decoding using the hard decisions input
succeeds, as will be described further below.

In the context of the present patent application and in the claims, terms such as "hard
information," "hard inputs," "hard outputs," "hard decisions," "hard reliability measures" and
"hard bits" all refer to values that can be each represented by a single bit. Terms such as "soft
information," "soft inputs," "soft outputs," "soft decisions," "soft reliability measures" and
"soft bits" all refer to values that are each represented by more than a single bit.

COMPONENT SOFT DECODING WHEN CHANNEL SOFT INFORMATION IS
AVAILABLE

Decoding the component code words using SISO decoders can be done in various
ways. For example, in "Distance-Based Decoding of Block Turbo Codes," IEEE
Communications Letters, vol. 9, no. 11, November, 2005, pages 1006-1008, which is
incorporated herein by reference, Le et al. describe a decoding approach that is based on the
distance properties of the component code words. As another example, Fossorier and Lin
describe a SISO decoder, in "Soft-input soft-output decoding of linear block codes based on
ordered statistics," Global Telecommunications Conference (GLOBECOM), vol. 5, November 8-12, 1998, pages 2828-2833, which is incorporated herein by reference. As yet another example, in "Near-Optimum Decoding of Product Codes: Block Turbo Codes," cited above, Pyndiah describes iterative soft decoding of a product code or a block turbo code whose component codes comprise linear block codes, using the (component) Chase decoding algorithm. A decoder that operates in accordance with the principles described by the Pyndiah reference cited above is also referred to as a "Pyndiah decoder."

A SISO component decoder that operates in accordance with the Chase algorithm is also referred to herein as a "Chase decoder." The Chase algorithm reduces decoding complexity by searching for the correct component code word in a small set that includes only test patterns that are considered the most probable to decode into valid component code words, instead of searching the entire set of valid component code words.

Some variant embodiments of the Chase algorithm independently assign a reliability measure to each of the hard decision bits, based on those test patterns that were successfully decoded. In an embodiment, the Pyndiah decoder uses the reliability measures assigned by the Chase algorithm to generate extrinsic information for updating the input reliability measures.

A linear (n, k) component code comprises $2^k$ valid component code words. In some embodiments, the Pyndiah decoder comprises a component code that has a distance $d$ among the component code words (typically $d$ is much smaller than $k$), and the Chase algorithm of the component decoder attempts to decode $2^{(d/2)}$ test patterns.

In other embodiments, the Chase decoder may attempt a larger search. For example, for a (610, 580) BCH component code, the Chase decoder may attempt decoding up to $2^{12}$ different test patterns, of which as few as about 250 test patterns may decode into valid component code words. In other embodiments, for example when the bit or frame error rate is assumed relatively low, a fast Chase decoder may attempt decoding $2^6$ different test patterns, of which up to about 15 may result in valid component code words.

The Chase algorithm comprises soft input and output. The soft input is initialized with the channel soft information (when available), or updated soft information produces by previous SISO decoding of other component codes (or its own output produced in previous iterations). The algorithm then generates soft output information, which is used to update the soft input. We now describe an iterative Pyndiah decoder that is based on a variant of the Chase algorithm. The Pyndiah decoder implements a full GLDPC decoder, using the Chase
component decoder. Following the Chase component decoding, the Pyndiah decoder generates extrinsic information, scales the extrinsic information and produces output reliability measures based on the scaled extrinsic information. The Pyndiah decoder uses an iterative decoding scheme, where in each iteration all the component codes are decoded.

The variant Chase algorithm comprises the following main steps:

- Initialize the input of the Chase decoder with updated soft information (e.g., if no updated soft information is available, channel information is used). Assuming an n-bit component code word, the soft input includes n hard decisions and n respective reliability measures.

- Using the reliability measures of the soft input identify the p least reliable bits, and determine $2^p$ n-bit test patterns, wherein each of the test patterns comprises one of the $2^p$ bit-combinations in the identified p bits, and the hard decisions of the respective soft inputs in the other n-p bits. The operation of generating the $2^p$ n-bit test patterns (or any other suitable number) is also referred to as enumeration.

- Find candidate code words: decode each of the test patterns using hard decoding and associate with each successfully decoded code word a respective score value. Produce a candidate list that includes the successfully decoded code words and associated scores. In some embodiments, for example when assuming an Additive White Gaussian Noise (AWGN) noise-model, the score value equals the Euclidian distance between the code word (in which zeros are replaced by -1 and ones by +1) and the input reliability measures.

- Assign Chase reliability measures to the respective hard decision outputs based on the candidate list and the respective scores.

The Pyndiah decoder executes the following main operations:

- For each of the n bits calculate extrinsic information as the difference between the assigned Chase reliability measure and the respective input reliability measure.

- Multiply the extrinsic information by some factor a (the value of a may be constant or depend on the iteration number), add the multiplication result to the channel reliability measure, and use the result as updated soft inputs for the next iteration. Derive updated hard decisions to be the sign information of the updated soft values.
In an embodiment, the GLDPC decoder executes an iterative decoding process. Within each decoding iteration, the GLDPC decoder decodes each of the component codes using, for example, a Chase decoder. The GLDPC decoder (e.g., a Pyndiah decoder) repeats the decoding iterations until decoding a valid code word, or the number of iterations exceeds a predefined maximal number.

COMPONENT SOFT DECODING USING CHANNEL HARD DECISIONS

As described above, it is possible to design soft component decoders that accept soft information from the channel. For example, the Chase algorithm described above, uses the soft information to generate a small group of candidate code words.

In the disclosed techniques, on the other hand, the GLDPC decoder first attempts hard decoding based on the channel hard inputs, and if this decoding fails attempts soft decoding based on hard inputs (i.e., hard decisions of the channel or the hard decoding outputs). When soft decoding based on hard inputs fails, the GLDPC decoder attempts decoding based on soft inputs.

Soft decoding using the channel hard decisions could be expected to be unbeneﬁcial because in the Chase algorithm, for example, when channel soft information is unavailable, the decoder assigns to the channel hard decisions equal reliability measures. (Alternatively, the soft reliability measures that are related to a given component code may depend on the number of component codes that share these inputs. Thus, bits for which many component codes succeed to decode are assigned high reliability and vice versa.)

When assigning equal reliability measures to the channel hard decisions, as described above, the Chase algorithm can at best select the $p$ least reliable bits randomly (or at fixed predefined positions), resulting in low probability of including the correct code word in the candidate list (i.e., in a set that includes the decodable test patterns). The disclosed techniques, however, demonstrate that the proposed approach is indeed beneﬁcial as will be described below.

In some embodiments, even when the channel soft information is unavailable, in certain situations the Chase decoder is likely to include the correct code word in the candidate list. This may happen, for example, when the input hard decisions include only a small number of erroneous bits (e.g., within the error correcting capability of the hard decoding phase), or when one of the $2^p$ test patterns whose $p$ least reliable bits were selected at random, successfully decodes to the correct code word.
The score value, which the Chase algorithm assigns to the correct code word, is typically much lower (e.g., when the score is based on Euclidian distance of the successfully decoded test patterns from the received soft inputs) than the score the algorithm assigns to the other candidate code words, which results in assigning high reliability measures to the respective input hard decisions. On the other hand, when the Chase decoder does not include the correct code word in the candidate list, the Chase algorithm typically assigns similar score values to the leading and other code words in the candidate list, resulting in assigning low reliability measures to the input hard decisions.

Consequently, as the iterations of the GLDPC decoder advance, erroneous bits that are shared among several component code words, and that were not previously corrected by any of the respective component decoders, e.g., because the correct code word was excluded from the candidate list, are likely to get low reliability measures (as explained above). Therefore the probability to include these bits within the p least reliable bits increases accordingly. When the least reliable p bits include a sufficiently large number of the erroneous bits, one of the test patterns (that may still include a number of errors within the error correction capability) decodes to the correct code word.

Configuring the soft component decoders of a GLDPC soft decoder to operate on channel hard decisions (and not soft information) may be also beneficial in resolving trapping sets. Assume, for example, a GLDPC hard decoder reaching a trapping set state. We demonstrate that trapping sets can be resolved by applying a GLDPC soft decoder to the output of the GLDPC hard decoder that has reached a trapping set state.

Note that during the iterations of the GLDPC decoder, the soft component decoders (e.g., Chase decoders) are likely to assign lower reliability measures to the bits that cause the trapping set state compared to other bits. The bits that cause the trapping set are shared among multiple component codes that fail to decode, and their Chase enumeration typically do not include the correct component code word, which results in assigning low reliability measures to these bits.

As the GLDPC iterations advance, the bits causing the trapping set state are likely to be included among the p least reliable bits, which increases the probability of including the correct code word in the candidate list. Consequently, the correct code word is expected to appear in the candidate list of one or more of the soft component decoders within a few iterations, thus resolving the trapping set state.
COMBINING HARD AND SOFT DECODING

Fig. 3 is a block diagram that schematically illustrates a GLDPC decoder 100, in accordance with an embodiment that is described herein. Decoder 100 can be used to implement decoder 48 of Fig. 1 above, or the decoding part of ECC unit 84 of Fig. 2 above. Decoder 100 accepts as input valid ECC code words, or other input that comprises corrupted code words (e.g., by noise) and therefore contain errors. In other words, the input to the decoder may not always comprise valid code words of the ECC. In the present example the valid ECC code words comprise GLDPC code words in accordance with a given GLDPC code.

In the description that follows, the input to decoder 100 is also referred to as the channel output, and denoted CHO in the figure. GLDPC decoder 100 performs decoding in an attempt to reconstruct the data conveyed in the code words. In a typical implementation, each GLDPC code word comprises on the order of several hundred to several thousand bits, although any other suitable code word size can be used.

Decoder 100 comprises a GLDPC hard decoder 104 and a GLDPC soft decoder 108. Hard decoder 104 decodes the hard decisions part (denoted HIN in the figure) of the channel output CHO using hard decoding techniques, and derives output hard decisions HIHO_OUT. An input selector 112 delivers either CHO or HIHO_OUT to an input SIN of soft decoder 108. GLDPC soft decoder 108 decodes input SIN using soft decoding techniques, resulting in soft decisions output SISO_OUT. GLDPC decoder 100 further comprises an output selector 116, which delivers either HIHO_OUT or hard decisions related to SISO_OUT (e.g., the sign part of the SISO_OUT soft information) as the final GLDPC code word bits. Various schemes for combining hard and soft decoding are described further below.

In some embodiments, hard decoder 104 comprises multiple hard component decoders 120, each configured to receive part of HIN corresponding to the respective underlying component code word. Alternatively, other configurations, in which a hard component decoder processes multiple component codes, are also possible. In an example embodiment, the GLDPC decoder comprises a single component decoder that processes all the component codes. Figure 3 depicts two of the multiple component decoders, 120A and 120B whose inputs are denoted HI1 and HI2, respectively. Hard decoder 104 iteratively processes HIN so that in a given iteration decoder 104 decodes each of the component code words sequentially (or in any other suitable order), using the respective hard component decoders 120. When the decoding of a hard component decoder succeeds, the respective decoded component code word replaces the relevant inputs of HIN. For example, the outputs HHO1 and HH02 of component
decoders 120A and 120B replace the respective HI1 and HI2 parts of HIN. In alternative embodiments, the decoded component code word does not replace the relevant inputs of HIN, but is rather used for updating these inputs.

In some embodiments, soft decoder 108 may comprise, for example, a Pyndiah decoder comprising multiple soft component decoders 124, of which Fig. 3 depicts two decoders 124A and 124B. Alternatively, one or more soft decoders may be configured to process multiple component codes. Further alternatively, a single component decoder may be configured to process all the component codes. Soft decoders 124 may comprise Chase decoders executing the Chase algorithm described above. Alternatively, soft decoders 124 may comprise any other suitable soft decoders. The input of soft decoders 124 comprises a hard or soft input. For example, the inputs to decoders 124A and 124B include hard decisions HI3, HI4 and when necessary also reliability measures SI1, SI2, respectively.

Decoders 124 receive parts of SIN corresponding to the respective underlying component code words (i.e., hard decisions HI3 and HI4). In an embodiment, when decoding based on the channel hard inputs, decoder 128 initializes the soft information (e.g., SI1 and SI2 in the figure) with equal reliability measures. Decoders 124 decode their respective inputs and produce soft outputs that are fed back to update the soft inputs of the decoders. GLDPC soft decoder 108 processes its input SIN iteratively similarly to GLDPC hard decoder 104.

GLDPC decoder 100 comprises a GLDPC controller 128, which manages the various tasks of the decoder. In some embodiments, GLDPC controller 128 receives success/fail indications from hard decoder 104 (e.g., per hard component decoder) and activates soft decoder 108 based on the indications. In some embodiments, GLDPC controller 128 additionally receives success/fail indications from soft decoder 108. When soft decoding by soft decoder 108 using the hard decision inputs fails, controller 128 may configure decoder 100 to generate channel soft information and configure soft decoder 108 to re-decode using the soft channel inputs. GLDPC controller 128 additionally configures input selector 112 and output selector 116 to determine end-to-end and internal data flow.

GLDPC decoder 100 can schedule the operation of GLDPC hard decoder 104 and GLDPC soft decoder 108 in various ways. Typically, hard decoder 104 is advantageous over soft decoder 108 in terms of processing latency and power consumption. In the embodiments that will be described below, GLDPC decoder 100 starts executing hard decoder 104 alone, and activates soft decoder 108 in response to a decoding failure of hard decoder 104.

In one embodiment, when hard decoder 104 fails, soft GLDPC decoder configures input selector 112 to deliver channel output CHO to decoder 108, i.e., the same input used by
hard decoder 104. In another embodiment, input selector 112 delivers the output of hard decoder 104 (HIHO_OUT) to soft decoder 108. In yet other embodiment, the selection of input selector 112 is determined based on a predefined criterion, which relates, for example, to the number of succeeding and/or failing component codes (using hard decoding).

As noted above, when soft decoder 108 fails to decode based on the channel or output hard decisions, GLDPC decoder 100 may generate channel soft information for the hard decisions that selector 112 delivers to soft decoder 108.

The configuration of decoder 100 in Fig. 3 is an example configuration, and in alternative embodiments any other suitable configuration can also be used. For example, although in Fig. 3 HIHO decoders 120 and SISO decoders 124 process a single component code word, in other embodiments, such as, for example, when the GLDPC code comprises a Turbo Product Code (TPC), each of decoders 120 and/or 124 can decode multiple component code words (corresponding to the rows and columns of the TPC matrix, respectively), e.g., in parallel.

In the context of the present patent application and in the claims, all the elements of GLDPC decoder 100 excluding soft decoder 108 are collectively referred to as circuitry. In the example of Fig. 3 above, the circuitry comprises hard decoder 104, input selector 112, output selector 116 and GLDPC controller 128. In some embodiments, the circuitry handles tasks such as, for example, receiving channel hard decisions for the respective bits of a given GLDPC code word, scheduling the decoding of the GLDPC code word, e.g., using hard decoder 104, soft decoder 108 or both, and following the decoding, outputting the decoded GLDPC code word.

In the example configuration of Fig. 3, hard decoder 104 and soft decoder 108 each comprises multiple underlying component decoders. This configuration, however, is not mandatory and other suitable configurations can also be used. For example, in alternative embodiments, one or more instances of a hard decoder and/or soft decoder may be each configured to process two or more component codes. In an example embodiment, a single (hard or soft) instance decoder processes all the underlying component codes.

Fig. 4 is a flow chart that schematically illustrates a method for GLDPC decoding, in accordance with an embodiment that is described herein. The method begins by GLDPC decoder 100 receiving hard decision inputs from the channel output, at a reception step 200. At a hard decoding step 204, GLDPC hard decoder 104 attempts to decode the GLDPC code word based on the channel hard decisions.
At a checking step 208, GLDPC decoder 100 checks whether hard decoder 104 has succeeded in decoding the GLDPC code word. If at step 208 hard decoding has succeeded, output selector 116 outputs the successfully decoded GLDPC code word, at a hard selection step 212, and loops back to step 200 to receive subsequent inputs from the channel. Otherwise, hard decoding at step 208 has failed, and GLDPC decoder 100 counts the number of component codes that have failed at a counting step 214, and compares this count number to a predefined threshold number, at a comparison step 216.

In alternative embodiments, other criteria can be used at step 216. For example, such criteria may relate to statistical information regarding bit flip events, number of corrected errors, number of repeated bit flip applied per bit, and/or any other suitable criteria.

If at step 216 the count number is smaller than the threshold number (or when some other suitable criterion as mentioned above is fulfilled), hard decoder 104 is likely to have reached a trapping set, and at a hard output decoding step 220, GLDPC decoder 100 configures input selector 112 to deliver the output of hard decoder 104 to GLDPC soft decoder 108. Otherwise, the count number at step 216 is equal to or greater than the threshold number, and GLDPC decoder 100 configures input selector 112 to deliver the channel output to GLDPC soft decoder 108, at a channel selection step 224.

At a soft decoding step 228, GLDPC decoder 100 activates GLDPC soft decoder 108 so as to decode the GLDPC code word. At a soft output step 232, output selector 116 outputs the GLDPC code word decoded by GLDPC soft decoder 108, and the method loops back to step 200 to receive subsequent inputs from the channel.

The decoding configuration in Fig. 4 is given by way of example, and other suitable decoding configurations can also be used. For example, in some embodiments, selecting the input to soft decoder 108 when hard decoding fails at step 208 is independent on the number of failing component codes, and decoder 100 skips steps 214 and 216. In one embodiment decoder 100 continues to step 220 to select the output of hard decoder 104. Alternatively, decoder 100 continues to step 224 to select the channel hard decisions.

In some embodiments, when soft decoding that is based on hard decision inputs at step 228 fails, GLDPC decoder 100 assigns reliability measures to the hard decisions input to GLDPC soft decoder 108, which then performs soft decoding using these soft inputs.

ECC decoder 48 of Fig. 1, ECC unit 84 of Fig. 2 and ECC decoder 100 of Fig. 3 may be implemented in software, in hardware, or using a combination of hardware and software elements. In some embodiments, decoder 48, unit 84 and/or decoder 100 comprises one or more processors capable of executing software for carrying out the functions described herein.
The software may be downloaded to the processors in electronic form, over a network, for example, or it may, alternatively or additionally, be provided and/or stored on non-transitory tangible media, such as magnetic, optical, or electronic memory.

In some embodiments, decoder 48, unit 84 and/or decoder 100 (including hard decoder 104, soft decoder 108, input selector 112, output selector 116 and GLDPC controller 128) are implemented in hardware, such as using one or more Application-Specific Integrated Circuits (ASICs), Field-Programmable gate Arrays (FPGAs) and/or discrete components. Some or all of GLDPC decoder 100 functions may alternatively be implemented in software, or using a combination of software and hardware elements.

Fig. 5 is a graph showing simulated Frame Error Rate (FER) performance of conventional GLDPC decoding (curve 250) and of GLDPC decoding based on the disclosed techniques (curve 254). Curves 250 and 254 give the FER performance of the GLDPC decoders as a function of Signal to Noise Ratio (SNR). Both sets of results refer to a GLDPC code having code words of 8kByte and a code rate equal to 0.94. The underlying component codes comprise BCH codes with error correction capability T=3 (i.e., each component code can correct up to three errors).

In implementing the component Chase decoders, the Chase algorithm was configured to attempt decoding $2^{12}$ different test patterns. As seen in Fig. 5, the decoder based on the disclosed techniques outperforms the conventional GLDPC decoder significantly. For example, at FER=le-4, the respective performance gain is about 1 dB. Moreover, decoding based on the disclosed technique enable the GLDPC decoder to achieve low FER values that are unachievable in a conventional GLDPC decoder.

The disclosed techniques can be used, for example, in communication systems that operate at very high data rates (e.g., in short distance communications at 60GHz). In such high-rate systems, implementing an Analog to Digital A/D converter for generating the soft inputs may be costly and therefore decoding may be advantageously based on hard decision inputs.

It will be appreciated that the embodiments described above are cited by way of example, and that the following claims are not limited to what has been particularly shown and described hereinabove. Rather, the scope includes both combinations and sub-combinations of the various features described hereinabove, as well as variations and modifications thereof which would occur to persons skilled in the art upon reading the foregoing description and which are not disclosed in the prior art. Documents incorporated by reference in the present
patent application are to be considered an integral part of the application except that to the extent any terms are defined in these incorporated documents in a manner that conflicts with the definitions made explicitly or implicitly in the present specification, only the definitions in the present specification should be considered.
CLAIMS

1. A decoder, comprising:
   circuitry, which is configured to:
   - receive channel hard decisions for respective bits of a Generalized Low-Density Parity Check (GLDPC) code word that comprises multiple component code words, including first and second component code words having one or more shared bits;
   - schedule decoding of the GLDPC code word; and
   - output the decoded GLDPC code word following the decoding; and
   a soft decoder, which is configured to:
   - receive the channel hard decisions corresponding to the first component code word;
   - receive soft reliability measures that were assigned to the shared bits in decoding the second component code word; and
   - decode the first component code word based on the channel hard decisions and the soft reliability measures.

2. The decoder according to claim 1, wherein the soft decoder is configured to assign equal reliability measures to the channel hard decisions prior to decoding.

3. The decoder according to claim 1, wherein the circuitry further comprises a hard decoder, which is configured to decode the GLDPC code word from the channel hard decisions, and wherein the circuitry is configured to activate the soft decoder in response to a decoding failure of the hard decoder.

4. The decoder according to claim 3, wherein the circuitry is configured to select as input for the soft decoder, based on a predefined criterion, either the channel hard decisions or an output of the hard decoder as appears at a time of decoding failure, and to decode the GLDPC code word from the selected input using the soft decoder.

5. The decoder according to claim 4, wherein the multiple component code words were encoded in accordance with respective component codes, wherein the hard decoder is configured to decode the multiple component code words, and wherein the predefined criterion is based on a number of the component codes that have failed to successfully decode as part of the decoding failure.
6. The decoder according to claim 5, wherein the circuitry is configured to select the output of the hard decoder when the number is below a predefined threshold number, and to select the channel hard decisions, otherwise.

7. The decoder according to any of claims 1-3, wherein the soft decoder is configured to assign reliability measures to the respective hard decisions based on a set of most probable component code words, which is smaller than an entire set of valid component code words.

8. The decoder according to any of claims 1-3, wherein the GLDPC code word is stored in a memory device, and wherein the circuitry is configured to receive the channel hard decisions from the memory device.

9. The decoder according to any of claims 1-3, wherein the GLDPC code word is received in a communication signal, and wherein the circuitry is configured to receive the channel hard decisions from a receiver that receives the communication signal.

10. A method for decoding, comprising:

   in a soft decoder, receiving channel hard decisions for respective bits of a Generalized Low-Density Parity Check (GLDPC) code word that comprises multiple component code words, including first and second component code words having one or more shared bits; and

   decoding the GLDPC code word by accepting by the soft decoder channel hard decisions corresponding to the first component code word, and soft reliability measures that were assigned to the shared bits in decoding the second component code word, and decoding the first component code word based on the channel hard decisions and the soft reliability measures.

11. The method according to claim 10, wherein accepting the reliability measures comprises assigning equal reliability measures to the channel hard decisions prior to decoding.

12. The method according to claim 10, wherein decoding the GLDPC code word comprises decoding the GLDPC code word using a hard decoder, and activating the soft decoder in response to a decoding failure of the hard decoder.

13. The method according to claim 12, wherein decoding the GLDPC code word comprises selecting an input to the soft decoder, based on a predefined criterion, as either the channel hard decisions or an output of the hard decoder as appears at a time of decoding failure, and decoding the GLDPC code word from the selected input using the soft decoder.
14. The method according to claim 13, wherein the multiple component code words were encoded in accordance with respective component codes, wherein decoding the GLDPC code word using the hard decoder comprises decoding the multiple component code words, and wherein selecting the input comprises selecting the input based on a number of the component codes that have failed to successfully decode as part of the decoding failure.

15. The method according to claim 14, wherein selecting the input comprises selecting the output of the hard decoder when the number is below a predefined threshold number, and selecting the channel hard decisions, otherwise.

16. The method according to any of claims 10-12, wherein decoding the GLDPC code word comprises assigning reliability measures to the respective hard decisions based on a set of most probable component code words, which is smaller than an entire set of valid component code words.

17. The method according to any of claims 10-12, wherein receiving the channel hard decisions comprises retrieving the GLDPC code word from a memory device.

18. The method according to any of claims 10-12, wherein receiving the GLDPC code word comprises receiving the GLDPC code word in a communication signal.

19. A non-transitory computer-readable medium including instructions that, when executed by one or more processors cause the one or more processors to perform a decoding method comprising:

   receiving soft decoder channel hard decisions for respective bits of a Generalized Low-Density Parity Check (GLDPC) code word that comprises multiple component code words, including first and second component code words having one or more shared bits; and
   decoding the GLDPC code word by accepting by the soft decoder channel hard decisions corresponding to the first component code word, and soft reliability measures that were assigned to the shared bits in decoding the second component code word; and
   decoding the first component code word based on the channel hard decisions and the soft reliability measures.

20. The computer-readable medium according to claim 19, wherein receiving the channel hard decisions comprises retrieving the GLDPC code word from a memory device.
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