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PHOTO-DOCUMENT SEGMENTATION METHOD AND SYSTEM

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] The present application claims priority under 35 U.S.C. 119(e) to U.S. Provisional
Application No. 60/927,256 filed May 1, 2007 and U.S. Provisional Application No.

60/927,308 filed May 1, 2007, both of which are hereby incorporated by reference.
BACKGROUND

1. Technical Field

[0002] This application generally relates to a method and system for processing a digital
image and, more particularly, for processing a digital image comprising a document image
and surrounding image.

2. Description of Related Art

[0003] Document management systems are becoming increasingly popular. Such
systems ease the burden of storing and handling large databases of documents. To use such
systems with paper documents, digital images of the paper documents to be electronically
stored must be captured.

[0004] There are a variety of potential devices for capturing digital images of paper
documents, including digital cameras, scanners, and cellular phones with built-in digital
cameras. Digital images of documents may also be obtained by digitizing an image of a
document captured with a conventional film camera. A variety of systems also exist for
processing digital images of paper documents captured by such devices. For example, it is
known to separate the document image in a captured image from the remainder or
surrounding image using a process known as segmentation.

[0005] Although segmentation processes may be applicable to both camera and scanner

captured images, it tends to be easier to separate the imaged document from the surrounding
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image in scanner captured images than camera captured images. This is because the
conditions under which the image is captured tend to vary more when using a camera than a
scanner. It is also more likely that conditions that are less than optimal for existing
segmentation techniques—including shadows, poor lighting, indistinct backgrounds, multiple
documents in image, and occlusions due to folds, paperclips, tears, etc.—will be encountered
when using a camera to capture an image of a document. Use of a camera can also introduce
image distortions, which are generally less prevalent in scanner captured images. Such
distortions may include distortions caused by the angle of the camera relative to the document
(“perspective distortion”), the lens used by the camera and its distance from the document,
the relative flatness of the document (e.g., whether the document being imaged is situated on
a flat or curved surface), and other factors. As a result, currently known segmentation
techniques do not adequately segment the captured image in many situations, particularly
when the captured image has been captured using a camera. A need, therefore, exists for an
improved system and method for segmenting a captured digital image of a document into an
imaged document and its surrounding image. More particularly, a need exists for a system
and method of segmenting that provides improved segmentation rates when one or more of

the less than optimal conditions mentioned above are encountered.
SUMMARY

[0006] The present patent document provides an improved segmentation method and
system for processing digital images that include an imaged document and surrounding image.
For purposes of the present patent document, a digital image that includes an imaged
document and surrounding image shall be understood to refer to digital images that display at
least some portion of all four edges of the document of interest.

[0007] In one embodiment, the system and method uses a plurality of edge detection

techniques to determine the edge lines of the imaged document and then segment the imaged
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document from the surrounding image. In another embodiment, a method is provided
comprising: finding potential edges of the imaged document by at least two different
computer implemented edge detection techniques; grouping the found potential edges into
top, bottom, left and right side potential edge groups; for each edge group, selecting a subset
of potential edges that are determined to likely represent an edge of the imaged document;
determining the edges of the imaged document from the subsets of potential edges; and
segmenting the imaged document from the digital image using the determined edges of the
imaged document.

[0008] In a preferred implementation, the step of determining the edges of the imaged
document from the subset of potential edges comprises a process of generating a plurality of
edge sets from the subsets of potential edges. Preferably generating a plurality of edge sets
includes determining each possible edge set that can be determined from the subsets. The
step of determining the edges of the imaged document from the subset of potential edges also
preferably further comprises selecting the edge set that most accurately represents the edges
of the imaged document based on predefined comparison criteria. The predefined
comparison criteria that are used preferably provide a fitness measure for the edge sets, and
may include, for example, trapezoidality, area, contrast, texture, and line extension or
shrinkage. The predefined selection criteria employed in the method are preferably weighted
to reflect their relative importance in determining the edge set that most likely represents the
true edges of the imaged document.

[0009] According to another aspect of the present patent document, a method for
processing a digital image comprising an imaged document and surrounding image is
prdvided that comprises the steps of: generating a plurality of potential edge sets for the
imaged document using one or more computer implemented edge detection techniques;

selecting from the plurality of edge sets the edge set that most accurately represent the edges
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of the imaged document based on predefined comparison criteria; and segmenting the imaged
document from the digital image using the determined edges of the imaged document.

[0010] In yet another aspect of the present patent document, a method for processing a
digital image comprising an imaged document and surrounding image is provided, wherein
the method comprises the steps of: finding potential edges of said imaged document by at
least two different computer implemented edge detection techniques; grouping the found
potential edges into top, bottom, left and right side potential edge groups; for each edge group,
selecting a subset of potential edges that are determined to likely represent an edge of the
imaged document; generating a plurality of edge sets from the subsets of potential edges;
selecting from the plurality of edge sets a small subset of edge sets that are determined to
most accurately represent the edges of the imaged document by using predefined comparison
criteria; displaying a small subset of the edge sets on a computer graphic user interface;
receiving an input from a user corresponding to the best displayed edge set; and segmenting
the imaged document from the digital image using the best displayed edge set.

[0011] In still another aspect of the present patent document, a method for processing a
digital image comprising an imaged document and surrounding image, wherein the method
comprises: generating a plurality of potential edge sets for the imaged document using one or
more computer implemented edge detection techniques; selecting from the plurality of edge
sets a small subset of edge sets that are determined to most accurately represent the edges of
the imaged document by using predefined comparison criteria; displaying the small subset of
edge sets on a computer graphic user interface; receiving an input from a user corresponding
to the best displayed edge set; and segmenting the imaged document from the digital image
using the best displayed edge set.

[0012] The foregoing methods may be readily implemented on a variety of computer

systems. Systems for processing captured images according to the present application thus
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include computers programmed to carry out the methods described herein. Similarly, another
aspect of the present application is directed to computer readable medium that causes one or
more processors to perform the methods described herein.

[0013] The above and other objects, features and advantages of the invention will be
better understood from the following description taken considered in connection with the

accompanying drawings.
BRIEF DESCRIPTION OF THE DRAWINGS

[0014] The accompanying drawings, which are incorporated into and constitute a part of
this specification, illustrate one or more embodiments of the present invention and, together
with the detailed description, serve to explain the principles and implementations of the
invention. It is to be expressly understood, however, that the drawings are for the purpose of
illustration only and are not intended as a definition of the limits of the invention.

[0015] FIG. 1 is a flow chart illustrating steps of an exemplary photo-document
segmentation method according to the present patent document.

[0016] FIG. 2 is a flow chart illustrating one implementation of the photo-document
segmentation method of FIG. 1.

[0017] FIG. 3A shows an exemplary digital image containing an imaged document and
surrounding image. FIG. 3B is a schematic representation of the digital image in FIG. 3A.
[0018] FIG. 4A shows a confidence map generated from the digital image in FIG. 3A
and which summarizes information from multiple image processing routines. FIG. 4B is a
schematic representation of the confidence map of FIG. 4A.

[0019] FIG. 5 shows four exemplary filters used for performing a Sobel edge detection
technique in accordance with one embodiment of the present application method of FIG. 2.
[0020] FIG. 6A shows an edge response derived from the digital image of FIG. 3A using

the four filters of FIG. 5. FIG. 6B is a schematic representation of FIG. 6A.
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[0021]  FIG. 7A shows a confidence map generated from the digital image of FIG. 3A
using a lines of text operation. FIG. 7B is a schematic representation of the confidence map
of FIG. 7A.

[0022] FIG. 8A shows a texture response derived from the digital image of FIG. 3A
using an exemplary texture-based filtering technique according to an embodiment of the
present application. FIG. 8B is a schematic representation of FIG. 8A.

[0023] FIG. 9 shows a digital image suitable for finding lines of text using a connected
components analysis, but which would be difficult for other segmentation methods to
properly segment due to its varied background and the fact that there are no clear straight
edge lines in the image. FIG. 10A is a confidence map of found text in the digital image of
FIG. 9. FIG. 10B is a schematic representation of FIG. 10A.

[0024] FIG. 11A illustrates the edges found by applying an edge growing technique to a
confidence map, which is reflective of the methods certainty that an edge is present, and
which was generated by averaging the filter responses shown in FIGS. 6A and 8A together.
FIG. 11B is a schematic representation of FIG. 11A.

[0025] FIG. 12A shows the output from the Canny detector and quadrilateral-finding
routine included in the open source Computer Vision library (“OpenCV?”) for the digital
image of FIG. 3A. FIG. 12B is a schematic representation of FIG. 12A.

[0026] FIG. 13 is a schematic useful for describing a RANSAC segmentation process
that may be used to generate an edge set for use in the method illustrated in FIG. 2.

[0027] FIG. 14 schematically illustrates text lines found using a lines of text analysis on
the digital image of FIG. 9. FIG. 15 shows a text-box edge set derived for the digital image
of FIG. 9 from the text lines shown in FIG. 14.

[0028] FIG. 16 shows a flow chart of exemplary edge selection steps.
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[0029] FIG. 17 is a schematic representation of all potential edges found for the digital
image of FIG. 3A through edge growing and OpenCV.

[0030] FIG. 18 is a schematic illustration illustrating potential edges that remain after
one possible culling operation.

[0031] FIG. 19 is a schematic useful for describing a snapping technique that may be
used in connection with the edge selection step of FIG. 2 to repair edge drift that may result
during certain pixel-processing techniques that may be used to form confidence maps for use
in the edge growing step of FIG. 2.

[0032] FIG. 20A is a schematic illustration illustrating potential edges that remain for the
digital image of FIG. 3A after culling and before an edge snapping operation is performed.
FIG. 20B shows an enlarged area in FIG. 20A.

[0033] FIG. 21A is a schematic representation of the digital image of FIG. 3A showing
the potential edge lines after the edge snapping operation. FIG. 21B shows an enlarged area
in FIG. 21A.

[0034] FIG. 22A is a schematic illustration of the digital image of FIG. 3A showing the
potential edge lines remaining after a unification operation that is preferably performed as
part of the edge selection step of FIG. 2. FIG. 22B shows an enlarged area in FIG. 22A.
[0035] FIG. 23A is a schematic representation showing the best edge lines found for the
digital image of FIG. 3A after completion of the edge selection step. FIGS. 23B-23D
schematically show the second, third and fourth best edge lines found, respectively.

[0036] FIG. 24 illustrates the nine best edge sets found for the digital image of FIG. 3A
employing the method of FIG. 2. FIGS. 25A-I are schematic representations of the nine best

edge sets shown in FIG. 24.
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DETAILED DESCRIPTION

[0037] Embodiments of the present disclosure are described herein in the context of a
method and system for processing a digital image. Those of ordinary skill in the art will
realize that the following detailed description is illustrative only and is not intended to be in
any way limiting. Other embodiments and aspects of the disclosed invention will readily
suggest themselves to such skilled persons having the benefit of this disclosure. Reference
will now be made in detail to implementations as illustrated in the accompanying drawings.
The same reference indicators will be used throughout the drawings and the following
detailed description to refer to the same or like parts.

[0038] In the interest of clarity, not all of the routine features of the implementations
described herein are shown and described. It will, of course, be appreciated that in the
development of any such actual implementation, numerous implementation-specific decisions
must be made in order to achieve the developer's specific goals, such as compliance with
application- and business-related constraints, and that these specific goals will vary from one
implementation to another and from one developer to another. Moreover, it will be
appreciated that such a development effort might be complex and time-consuming, but would
nevertheless be a routine undertaking of engineering for those of ordinary skill in the art
having the benefit of this disclosure.

[0039] FIG. 1 is a flow chart illustrating steps of an exemplary imaged document
segmentation process 10 according to one aspect of the present patent document. The
exemplary imaged document segmentation process 10 comprises raw image input step 20, in
which a digital image including an imaged document and surrounding image is input into the
image processing system, a pixel-level processing step 30, an edge-level processing step 40, a

determining edges of imaged document step 50, and a segmentation step 60.
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[0040] FIG. 2 is a flow chart illustrating one implementation of the photo document
segmentation method 10 shown in FIG. 1. As an initial step, a raw digital image is input into
an image processing systém in step 20. The digital image input in step 20 comprises an
imaged document and surrounding image. The digital image may be obtained from a variety
of sources. For example, the digital image may be directly captured using a digital image
capturing device such as a digital camera. In addition, the digital image may be captured
initially using a conventional film camera and then the captured image digitized for use in
method 10.

[0041] FIG. 3A shows an exemplary raw digital image that may be processed in the
photo-document segmentation methods and systems of the present application, such as
method 10 shown in FIG. 2. FIG. 3B is a schematic representation of the digital image of
FIG. 3A. As seen from FIGs. 3A and 3B, the raw digital image 220 contains a document
image 222 and a surrounding image, which in the illustrated case includes a bulletin board
230 and background 232, which includes various items of differing contrast, such as the
computer monitor and computer stand seen to the left of imaged document 220 in FIG. 3A.
[0042] The digital image 220 that is input in step 20 is initially subjected to pixel level
processing 20. In the embodiment shown in FIG. 2, pixel level processing step 30 includes a
variety of operations 31-35. More particularly, the pixel-level processing step 30 includes a
Sobel edges pixel detecting operation 31, a Canny edges detecting operation 32, a text texture
operation 33, a lines of text operation 34 and a global edges operation 35. The outputs
generated from the pixel-level operations 31-35 are then subjected to edge-level processing
step 40. Edge-level processing operations may, for example, include edge-level operations
41, 42, 44, and 45 shown in FIG. 2.

[0043] More particularly, in the embodiment of FIG. 2, the edge-level processing step 40

includes an edge growing operation 41, an edge selection operation 42, a text box operation
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44, and a RANSAC operation 45. Further, as reflected in the embodiment illustrated in FIG.
2, outputs from the Sobel edges pixel detecting operation 31, the Canny edges detecting
operation 32, the text texture operation 33, and the lines of text operation 34 may be
subjected to the edge growing operation 41. Further, the outputs of these operations may be
averaged together before performing the edge growing operation 41 so that the edge growing
operation 41 may be performed on the combined outputs of these operations. In other
embodiments, however, outputs from only one or two of these operations may be further
processed in the edge growing operation 41. For example, in one embodiment, the filter
responses from the text texture operation 33 and Sobel edges pixel detecting operation 31 are
averaged together into a confidence map, which is then used in the edge growing operation
41 to grow possible edges for the digital image 220.

[0044] As seen from FIG. 2, the output from the lines of text operation 34 is also, or in
the alternative, sent to the text box operation 44 and the output of the global edges operation
35 is sent to the RANSAC operation 45. The output of the edge growing operation 41 is
further sent to the edge selection operation 42, which is then sent to step 50 for the
determination of the edges of the imaged document.

[0045] In the embodiment of FIG. 2, the output of edge selection step 42 is preferably
one subset of potential edges corresponding to each of the top, bottom, left, and right side
edges of the imaged document 220 for a total of four subsets of edgés. The potential edges
that are selected for inclusion in each of these subsets of potential edges are preferably
selected based on a determination that they are the most likely potential edges—from all of
the edges found by using the plurality of computer implemented edge detection techniques
employed in step 36—to represent the true edges of the imaged document 222. In one

embodiment, the determining step 50 includes generating a plurality of edge sets from the
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four subsets of potential edges. More preferably, the determining step S0 includes
determining each possible edge set from the subsets of the potential edges.

[0046] As shown in FIG. 2 the edge sets output from the text box operation 44 and the
RANSAC operation 45, respectively, are preferably used together with the plurality of edge
sets determined from the four subsets of potential edges in step 50. The output of step 50 is
used in segmentation step 60 to separate the imaged document 222 of the digital image 220
that was input in step 20 from the surrounding image, such as bulletin board 230, and
background 232.

[0047] Before going into details of each operation, the term confidence map is first
briefly described. A confidence map is a standardized representation reflecting the degree of
confidence calculated by the image processing algorithm that a given pixel in the original
image is part of the target document. For example, in one embodiment, 0 value may be used
to indicate that there is no information about whether a pixel is in the document and thus
reflect zero confidence, and a 1 value may be used to represent complete confidence that the
corresponding pixel is in the target document. Alternatively, a 1 value may mean that there is
zero confidence, and a 0 value may mean complete confidence. Yet in another embodiment,
a 0 value may mean zero confidence that there is no information about whether that pixel is
not in the document, and a 1 value mean complete confidence that the pixel is not in the
target document. Alternatively, a 0 value may be used to indicate that there is no information
about whether a pixel is in the document and thus reflect zero confidence, a 1 value may be
used to represent complete confidence that the corresponding pixel is in the target document,
and a -1 value may be used to reflect complete confidence that a corresponding pixel is not in
the target document.

[0048] The confidence map provides a standard for evaluating different segmentation

algorithms. By standardizing interim output in this way, the results of various algorithms can
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be compared. For example, a confidence map can be used when the results of several
algorithms need to be averaged or the overall result needs to be analyzed. A confidence map
also provides a useful visualization of the results of a particular algorithm or set of algorithms:
In the present embodiment, each of the Sobel edge pixel detecting operation 31, the text
texture operation 33, and the lines of text operation 34 may produce a confidence map as the
output and those confidence maps may be averaged together as discussed above.

[0049] FIG. 3A shows an exemplary raw image containing a document image. FIG. 3B
shows a schematic drawing of FIG. 3A. The raw image 220 contains a document image 222
and a surrounding image 230, 232 which includes a bulletin board 230 and the background
232. The goal is to separate the document image 222 from its surrounding image 230, 232
for further image processing. In the illustrated embodiment, besides other operations, each
pixel in the image of FIG. 3A is processed by the Sobel edge pixel detecting operation 31,
the text texture operation 33, and the lines of text operation 34 and the resulting confidence
maps may be averaged to derive a confidence map as shown in FIG. 4A for further
processing. All the correct document edges and other objects having the characteristic of an
edge are highlighted in the confidence map of FIG. 4A. FIG. 4B is a schematic drawing of
FIG. 4A. For illustrative purpose, FIG. 4B is shown as a negative of FIG. 4A. In one
embodiment, a confidence map is printed as a grayscale image, where higher confidence
corresponds to higher intensity that image shows exactly what knowledge an algorithm has
provided.

[0050] The following paragraphs describe the details for each of the operations in FIG. 2.
In pixel-level operations 31-35, properties of the pixels in the image are translated into
higher-level structures and concepts.

[0051] One of the pixel-level operations is the Sobel edge pixel detecting operation 31.

The technique of Sobel edge pixel detection technique is well known in the art and thus does
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not require a detailed description here. The operator of the Sobel edge pixel detecting
operation 31 is a discrete differentiation operator which computes an approximation of the
gradient of the image intensity function at each pixel, and gives the direction of the largest
possible increase from light to dark and the rate of change in that direction. The term
gradient is used for a gradual blend of color which can be considered as an even gradation
from low to high values.

[0052] The result of the Sobel edge pixel detecting operation 31 shows the degree of
abruptness or smoothness the image changes at that pixel, and therefore how likely it is that
the part of the image represents an edge, and how that edge is likely to be oriented.

[0053] For speeding up computation and reducing the false positives of text, in the
present embodiment, a lesser resolution of image is used. In one embodiment, an image
having a resolution of one-eighth is used.

[0054] In one embodiment, the Sobel edge pixel detecting operation 31 uses two 3x3
kernels which are convolved with the original image to calculate approximations of th¢
derivatives - one for horizontal changes, and the other for vertical changes. If A is denoted as
the source image, and G, and G, are two images which at eacfl pixel contain the horizontal
and vertical derivative approximations. G, and G, are the results of two dimensional

convolutions between the 3x3 filters and A. G, and G, can be computed as:

-1+0+1 +1+2+1
G:=|-2+0+2|*4 and G, = |+0+0+0|*4
-1+0+1 -1-2-1

[0055] At each point in the image, the resulting gradient approximations can be combined

to give the gradient magnitude by using:

G=,G +G?

and the gradient's direction can be calculated by:
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G
O = tan’ [—yj
G,

where, for example, @ is 0 for a vertical edge.

[0056] Assumed that there is an underlying continuous intensity function that has been
sampled at any image pixel, the derivative of the continuous intensity function can be
computed as a function on the sampled intensity function (i.e. the digital image). As a result,
the derivatives at any particular pixel are functions of the intensity values at virtually all
image pixels. However, approximations of these derivative functions can be defined at lesser
or larger degrees of accuracy.

[0057] In one embodiment, the Sobel operation 31 can be implemented by means of
hardware. Yet in another embodiment, the Sobel operation 31 can be implemented by means
of software. Only eight image pixels around a pixel are needed to compute the corresponding
result and only simple integer mathematics is needed to compute the gradient vector

approximation. Furthermore, the two discrete filters described above are both separable:

-1+0+1 1 +1+2+1
—2+0+2|=|2|*[-1+0+1] and |+0+0+0]| =
-1+0+1 1 -1-2-1

+1

0 [*[+1+2+1]

-1

The two derivatives G, and G, can therefore be computed as

1 +1
G.=|2|*[-1+0+1]*4 and G,= |0 [*[+1+2+1]*4
1 -1

This separable computation is advantageous since it implies fewer arithmetic computations
for each image pixel.
[0058] In the present embodiment, a naive threshold is used to generate binary image (i.e.,

to set a pixel to be a 1 or a 0 depending on whether the pixel pass the threshold value. The

-14 - \



WO 2008/137051 PCT/US2008/005651

resulting digitized image is then filtered by a set of four filters 250, 260, 270, 180 as shown in
FIG. 5 having the combined effect of an isotropic filter. The response from these filters 250,
260, 270, 180 is then used as an indication of the likelihood that a set of pixels being an edge.
The result of this filtering gives a response for a large section of the original image (24x24-
pixel square which is a result of 3x3 pixel square with one-eighth of resolution). FIG. 6A
shows an edge response of FIG. 3A derived from the filters of FIG. 5. FIG. 6B shows a
schematic drawing of FIG. 6A. The white areas 302 represent stronger response, the gray
areas 304 is moderate response, and the black areas 306 represent no response. This
conveniently produces a local region of high edge confidence that can be further processed to
find exact edges.

[0059] Another method for finding edges is the Canny edge detecting operation 32.
Canny edge detecting algorithm is well-known in the field of image processing. The
algorithm smoothes an image, determines the gradient at each pixel, and determines the local
maxima. Then, all maxima above an upper threshold are marked as edges and extended until
they drop below a lower threshold. The algorithm finds virtually everything that could be
considered an edge in the image. Processing stages of the Canny algorithm are briefly
described below.

[0060] The first stage of the Canny operation 32 is called noise reduction. Because the
Canny edge detector uses a filter based on the first derivative of a Gaussian, it is susceptible
to noise present on raw unprocessed image data, so to begin with the raw image is convolved
with a Gaussian filter. The result is as a slightly blurred version of the original which is not
affected by a single noisy pixel to any significant degree.

[0061] The second stage of the Canny operation 32 is to find the intensity gradient of the
image. An edge in an image may point in a variety of directions, so the Canny algorithm uses

four filters to detect horizontal, vertical and diagonal edges in the blurred image. For each
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pixel in the result, the direction of the filter which gives the largest response magnitude is
determined. This direction together with the filter response then gives an estimated intensity
gradient at each point in the image.

[0062] The third stage of the Canny operation 32 is to search for non-maximum
suppression. Given estimates of the image gradients, a search is then carried out to determine
if the gradient magnitude assumes a local maximum in the gradient direction. From this stage
referred to as non-maximum suppression a set of edge pixels, in the form of a binary image,
is obtained. These are sometimes referred to as "thin edges".

[0063] The last stage of the Canny operation 32 is to trace edges through thresholds.
Intensity gradients which are large are more likely to correspond to edges than if they are
small. In most cases, however, it is unpractical to specify a threshold at which a given
intensity gradient switches from corresponding to an edge into not corresponding to an edge.
Therefore Canny uses two thresholds — one high threshold and one low threshold are
preferred to be used. Making the assumption that important edges should be along
continuous curves in the image allows us to follow a faint section of a given line and to
discard a few noisy pixels that do not constitute a line but have produced large gradients. In
the present embodiment, a high threshold is first applied. This would mark out the edge
pixels that can be fairly sure as genuine. Starting from these edge pixels, using the
directional information derived in previous stages, edges can be traced through the image.
While tracing an edge, in the present embodiment, a lower threshold is applied so that as long
as a starting point is found, faint sections of edges can be traced.

[0064] Once this last process of the Canny edge operation 32 is complete, a binary image
is obtained where each pixel is marked as either an edge pixel or a non-edge pixel. From

complementary output from the edge tracing step, the binary edge map 310 obtained in this
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way can also be treated as a set of edge curves, which after further processing can be
represented as polygons in the image domain.

[0065] The Canny edge algorithm can be implemented using computer software
developed from scratch. Alternatively, software incorporating Canny edge detection
algorithms are commercially available and may be used in performing the Canny edge
detection step of method 10, such as the open-source Computer Vision library (“OpenCV”),
which contains general-purpose software routines for computer-vision applications. In the
present embodiment, the Canny edge operation 32 is performed by an OpenCV software.
[0066] Another operation that performs pixel-level operation is called text texture
operation 33. Along with locating connected components and determining which of those
make up text lines, where the text inside the document lies can be determined by looking at
different areas of the image and analyzing their properties. Those regions which have text-
like properties are considered more likely to be located on the inside of the document, while
those that have non-text-like properties and do not look like document background are more
likely to be located outside of the document. Similar to the method that human vision uses to
perceive text, texture-based filtering is able to recognize areas in a document having the
properties of symbolic text without needing to first know what those symbols mean. Even in
cases where connected components might fail, the text texture operation 33 should be able to
distinguish the document text.

[0067] The process of text texture operation 33 is described in the following steps.
Consider blocks of the image, combine the pixels and color channels through a filter, and
output the filter response. The difficulty in using it for identification purposes lies in figuring
out what filters to use and how to combine responses. In the present embodiment, pixels in
an n x n grid are first identified, then a small rectangular area around those pixels are

identified. The text texture operation 33 then runs a simple filter on this area. In the present
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embodiment, a nave function which finds the variance of the pixel intensities is used and then
a blur to these variance results is applied. Text typically has a very high level of variance, the
areas with high variance are labeled as text-like and, thus, having higher confidence. On the
other hand, those that have low variance are labeled as being non-text and, thus, lower
confidence. FIG. 8A shows a texture response of the image of FIG. 3A derived from
variance of image regions. FIG. 8B shows a schematic drawing 320 of FIG. 8A.

[0068] Another method of extracting information about a text-containing image is to look
for the text itself. The lines of text operation 34 is able to locate connected components in the
image. Connected components are image regions which have uniform color and pixels
connected by adjacency. FIG. 7A shows a confidence map of the raw image of FIG. 3A
derived from the lines of text operation. FIG. 7B shows a schematic drawing of FIG. 7A.
For illustrative purpose, FIG. 7B is shown as a negative of FIG. 7A. FIG. 9 shows an image
330 suitable for finding line of text 332. Because the background is varied and there are no
clear, straight edge lines, other segmentation methods will have trouble finding the document
in the image 330. The lines of text 332, however, are quite distinct. FIG. 10A shows a
confidence map of found text in FIG. 9. FIG. 10B shows a schematic drawing 340 of FIG.
10A. For illustrative purpose, FIG. 10B is shown as a negative of FIG.» 10A.

[0069] Global edges operation 35 is another operation that performs pixel-level
processing 30. In one embodiment, the output of the global edges operation 35 goes only to
the RANSAC operation 45. That will be described in more detail in connection to the
paragraph related to RANSAC.

[0070] The operations 31-35 of the pixel-level processing 30 have been described
previously. Their outputs from the pixel-level operations 31-35 will be further processed in
the edge-level processing step 40. Operations of the edge-level processing step 40 will be

described below.
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[0071] In the embodiment of FIG. 2, after the pixel processing operations 31-34 are
completed, an edge-growing operation 41 for edge-level processing is performed to find
possible document edge lines. The operations of the Sobel edge pixel detecting operation 31,
the Canny edges detecting operation 32, the text texture operation 33, the lines of text
operation 34 and the edge growing operation 41 can be further called an edge finding and
grouping process 36. This edge finding and grouping process 36 is used to find potential
edges of an imaged document by at least two different computer implemented edge detection
techniques and then group the found potential edges into top, bottom, left and right side
potential edge groups. Edge lines gathered from multiple sources increases the chances of
having the best fit segmentation edges within a later stage of collection of possible edge lines.
[0072] In edge-growing operation 41, first, a confidence map was used to genérate binary
code on it by using the technique of iterative threshold. This produces a pure black and white
image, where the white sections indicate that there is a higher probability of those pixels
being included within the actual document under se-gmentation.

[0073] In order to find edges within a pure black and white image, in one embodiment,
all possible pairs of contrasting points were searched in a specific direction, such as left-to-
right or top-to-bottom, until a transition from a black pixel to a white pixel is found. Then,
points within close proximity to this location that exhibit contrast transitions in the same
direction were identified. If any point was identified with these properties, i.e. the white
point of the black-to-white pair, it is appended to the original point. Repeating the above
process results in a set of points on edges as shown in FIG. 11A which shows the result of
edge growing operation 41 from the raw image of FIG. 3A. FIG. 11B shows a schematic
drawing 350 of FIG. 11A. From FIG. 11B, some top edges 354, left edges, 352, bottom

edges, 358 and right edges 356 can be formed from the set of points on edges.
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[0074] The edge growing operation 41 makes it possible to extract edge lines with
particular properties, such as long straight lines. Since edge lines were grown one point at a
time, a candidate edge point can be checked whether it would change the overall angle of the
existing edge lines. If added points alter the angle of an edge, the edge growing process
would be stopped, which results in a straight line free from hooks and corners. In the present
embodiment, edge lines were grown on confidence maps Qith lower resolutions than its
original image. The lower resolutions smooth the image so that the amounts of hooks or
jagged edges can be minimized. Besides, working with smaller image sizes also speeds up
the computation time. Yet, the grown edge lines must be scaled up to the original image size
before further processed in the next step. During the process of scaling down the image for
creating confidence maps and the process of scaling up the edge lines for fitting the original
image, some edge lines are transposed away from their correct locations. Edge lines that
should be lying directly along an actual document edge are slightly off in one direction. This
issue will be solved later in the edge processing step 40.

[0075] Given that the edges of imaged document 222 will be defined by four potential
edge lines, quadrilaterals can be formed from edge lines found using the Canny detection
algorithm using a quadrilateral finding routine. In the present embodiment, a quadrilateral
finding routine from OpenCV is used. FIG. 12A shows sets of quadrilaterals found on the
image of FIG. 3A. FIG. 12B shows a schematic drawing 360 of FIG. 12A where
quadrilaterals 362 are found. This routine will be used in the determining step 50.

[0076] RANSAC 45 is an abbreviation for "RANdom SAmple Consensus." It is an
iterative method to estimate parameters of a mathematical model from a set of observed data
which contains outliers. The RANSAC algorithm is well-known. In the present embodiment,
the global edge operation 35 and the RANSAC 45 will be described together in more detail

below. A basic assumption is that the data consists of "inliers", i.e., data points which can be
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explained by some set of model parameters, and "outliers" which are data points that do not
fit the model. In addition to this, the data points can be subject to noise. The outliers can
come, €.g., from extreme values of the noise or from erroneous measurements or incorrect
hypotheses about the interpretation of data. Another assumption is that, given a (usually
small) set of inliers, there exists a procedure which can estimate the parameters of a model
that optimally explains or fits this data.

[0077] In one embodiment, the system finds edge lines by making horizontal and vertical
scans between the center and edges of the image, and looks for the border between document
pixels and background pixels. It then samples pairs of these points, creating thousands of
potential edge lines. Then, it groups edges according to their angle and distance from the
center, and the largest of these clusters in each direction are determined to be the top, bottom,
left, and right edges of the document. An example can be seen in FIG. 13 which shows an
exemplary raw image 370 containing a document image with RANSAC edge lines 372
before grouping.

[0078] The text box operation 44 is an edge-processing step 40 that takes the output from
the lines of text operation 34. The text box operation 43 identifies connected components in
an image and then links those connected components together that have text-like properties.
A list of lines would, thus, be generated, which under normal circumstances would
correspond to the lines of text in the document. In one embodiment, the lines found in text
box operation 43 are analyzed to find the region of the image containing text. First, an
average angle for the text is calculated. Then, using that angle, the lines farthest away from
the center in each direction can be obtained. By extending lines at that average angle from
the top-most and bottom-most points found to contain text, and intersecting them with the left
and right-most lines, a rectangle can be formed that frequently represents a reasonable

approximation of the document region. Since the purpose of this operation 43 is to find the
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text box, the edges found in this step is the edges of the text box instead of the document
edges. However, the edges help determining the orientation and define the worse case
boundary. FIG. 14 shows the exemplary image 380 of FIG. 9 with lines of text 382. FIG.
15 shows a segmented text box 392 of the image 390 of FIG. 9.
[0079] Once the process of edge growing operation 41 is completed, in the present
embodiment, edge lines from three different sources 31, 32, 33 are further processed in the

| edge selection operation 42. FIG. 16 shows a flow chart of the edge selection operation 42 in
the present embodiment where a sequence of procedures 46-49 are performed to collect the
best edge lines.
[0080] The first procedure in edge selection operation 42 in the embodiment of FIG. 16
is to remove any short edge lines from consideration, or culling edges operation 46. Edge
lines with short length cannot be properly considered as document segmentation candidates.
In the present embodiment, edge lines with a length less than one fifth of the minimum image
side (either width or height) are considered as short edges. FIG. 17 shows a schematic
drawing of edge lines 402, 404, 406, 408 found by the edge growing operation 41 accérding
to the raw image 400 of FIG. 3A where small dash lines 402 represent left edge lines, double
dash lines 404 represent top edge lines, solid lines 406 represent right edge lines, and large
dash lines 408 represent bottom edge lines. From FIG. 17, short edge lines, for example, 406
are found by the edge growing operation 41. FIG. 18 shows a schematic drawing of
remained edge lines 412, 414, 416, 418 after culling edge operation 46. From FIG. 18, the
number of remaining edge line candidates are reduced and that would save time in
subsequent edge processing steps.
[0081] Edge lines gathered during the pixel processing operations 31, 32, 33 might be
slightly off from the actual document edges. To fix this problem, the second procedure in

edge selection operation 42 of the embodiment of FIG. 16 is to shift edge lines slightly to the
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line of best fit in close proximity, or edge snapping operations 47. FIG. 19 shows an
example of how edge snapping works. In one embodiment, a window 424 (shown in a
dashed box) is set up for each edge line 422 to be snapped. The length of the window 424 is
the same as the edge line 422. The width of the window 424 is set to a predetermined value.
If the main axis of the edge line 422 is defined as the same direction as the length direction of
the window 424 and the minor axis 426 of the edge line 422 is perpendicular to the main axis,
then there are plenty of line segments in the window 424 that along the minor axis 426 with a
line length equal to the width of the window 424. Points within each line segment in the
window 424 are evaluated along the minor axis 426 of the edge line 422. The contrast for
each point on each line segments is computed. In the present embodiment, a penalty is
applied to points that are farther away from the original edge 422. The point with the best
contrast on each line segment is marked. All of the marked points from all line segment are
gathered and a new edge line is computed by using least squares regression. If the contrast of
the new edge line is better than the original edge line 422, the new edge line is used to replace
the original edge line 422.

[0082] Since a snapped edge line can also be slightly off from the actual edge line, the
edge snapping operation 47 can be performed more than once. In the present embodiment,
the edge snapping operation 47 is performed three times on each edge line but the window
width is shorter after each run. After the initial snapping, the subsequent snaps would
provide a better fit without drastically shifting the edge line. FIG. 20A shows a schematic
drawing of an exemplary raw image 430 with edge lines before the edge snapping operation
47. FIG. 20B shows an enlarged area 431 in FIG. 20A with edge lines 435, 436, 437, 438
shown in detail. FIG. 21A shows a schematic drawing of an exemplary raw image 450 with
edge lines after the edge snapping operation 47. FIG. 21B shows an enlarged area 451 in

FIG. 21A. It can be seen from FIG. 21B that edge lines 455, 456, 457 are almost overlaying

-23-



WO 2008/137051 PCT/US2008/005651

from each other. In other words, there are fewer distinct edge lines after the edge snapping
operation 47.

[0083] The third procedure in edge selection operation 42 of the embodiment of FIG. 16
is called unification operation 48. Since edge lines are collected from different sources 31,
32, 33 to increase the chances of finding the correct segmentation edge lines, éverlapping of
collected edge lines could occurred. Overlapping of edge lines results in a less unique set of
edge lines. Hence, the chances to find the correct segmentation would be reduced. By
merging overlapping edge lines, the size of collected edge lines can be further reduced and '
the collected set of edge lines are more unique.

[0084] In the present embodiment, edge unification operation 48 is achieved by finding
two edge lines that have similar angle and position. These edge lines are merged into one
larger edge line. To avoid creating a long edge line that is worse than the originals in terms
of fitting, all three edge lines (two originals and the merged) are evaluated after the merge
and the edge line with the best contrast will be kept. The other two will be eliminated from
further consideration. FIG. 22A shows a schematic drawing of the exemplary raw image 460
with edge lines after unification. FIG. 22B shows an enlarged area 461 in FIG. 22A.
Compare to FIG. 21B, after the edge unification operation 48, there are less edge line
candidates to be considered as shown in FIG. 22B.

[0085] The fourth and also the last procedure in edge selection operation 42 of the
embodiment of FIG. 16 is called heuristics operation 48. There are a number of heuristics
measures by which collected edge lines can be sorted to represent the strength or likelihood
of that edge line being the edge of a document within the image. Examples of edge line
heuristics measures include the length of the edge line, contrast of the edge line, line angle

relative to text body, line angle relative to the image, line distance from the text body, and
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line distance to the image boundary. The goal is to find a combination from the above-
mentioned measures that could be used to select the best document edge lines.
[0086] In the present embodiment, a linear combination of length and contrast of an edge
line is used to locate the five best potential edge lines for each cardinal side (left, right, top,
and bottom) of an imaged document. Line contrast is the overall weight of an edge line and
can be used to describe how good an edge line is. At an individual point, contrast is the
individual differences in RGB intensities of points to either side of the point. The intensities
are weighted according to a mask. In one embodiment, a mask of [2, 1, 0, -1, -2] is used to
find the contrast of a point along a vertical line at coordinates (x,y). The contrast can be
calculated as:
2*re-2) + (1#re) + (0% r0) + (1 #7eep) + (=2%71542)

+(2*g-2) + (1¥ge—p) +(0%g) + (—1%gesp) +(—2%gxs2)

+ (2#be2) + (1#by—y) + (0%by) + (—1#bysy) + (—2%bys2)
[0087] The above fnagnitude is then normalized to be between 0 and 1. If the contrast of
a point is closer to 0, there is a more uniform contrast. In other words, both sides of the point
are similar in terms of RGB space. On the other hand, if a contrast of a point is 1, it means an
ideal black-and-white contrast.
[0088] In the present embodiment, the contrast of an edge line is computed as the median
value of all the point contrasts along the edge line. A higher contrasts of an edge line
corresponds to an edge line that is more likely to be used in a document segmentation. The
median contrast is used instead of the mean contrast is because that some document edges
within the images may have shadows or bends that could reduce the average contrast of an

edge line. Using the median eliminates the chance that a small section of uniform contrast

affects overall edge strength.

=25 -



WO 2008/137051 PCT/US2008/005651

[0089] The length of each edge line is normalized with respect to the larger image
dimension to get a value also between 0 and 1. This value is added to the contrast value to
produce the final edge line weight.

[0090] After the edge selection operation 42 is completed, edge lines can be ranked for
each side of the image. FIGS. 23A-D show schematic drawings of the four best results found
after the edge selection operation 42 is completed for the exemplary raw image of FIG. 3A.
In FIG. 23A, the small dash line 472 represents the best left edge line, the double dash line
474 represents the best top edge line, the solid line 476 represents the best right edge line, and
the large dash line 478 represents the best bottom edge line.

[0091] Referring back to FIG. 2, the five best edge lines from each cardinal side (left,
right, top, and bottom) according to the operation of edge selection 42 are preferably selected.
In the next processing step 50, a plurality of edge sets are preferably generated from the
subsets of poténtial edges. An edge sef is a set of four edge lines wherein each edge line
represents one side of the imaged document 222. Thus, a plurality of edge sets may be
generated in step 50 by combining one of the potential edge lines from each of the four
subsets of edges to produce various unique edge sets. Preferably each possible edge set is
generated from the four subsets of edge lines. Thus, if each subset of edge lines includes five
edge lines, there will be 5% (625) combinations of edge sets that represent 625 potential
segmentations.

[0092] In addition, the output from text box operation 44 provides one extra quadrilateral
edge set. The output from RANSAC operation 45 provides another extra quadrilateral edge
set. Therefore, a total of 627 possible edge sets are available for further processing. Each of
the 627 edge sets is evaluated by higher level constraints. The edge lines in each edge set
usually may not form a quadrilateral. In one embodiment, for each of the 627 edge sets, a

calculation is performed to find the intersections of the four edge lines for each of the 627

-26 -



WO 2008/137051 PCT/US2008/005651

edge sets. Edge lines in each edge set would either be truncated or extended so that the four
edge lines of each edge set form a quadrilateral. Thus, the original value of edge length is no
longer used but replaced by the new length. Contrasts for each of the resulting edge lines in
each of the edge sets are recalculated.
[0093] In one embodiment, a linear combination of heuristics includes the degree of
symmetric trapezoidality, the area of the quadrilateral, and consistency of contrast are used to
evaluate edge lines in the step 50. A deviation from the ideal value of each constraints is
considered as an error value. In addition, the contrasts for all four edge lines in an edge set is
used to reduce this error value. The edge set with the lowest total error is considered as the
best fit for segmentation.
[0094] In the present embodiment, symmetric trapezoidality (7) is used to measured the
deviation of the inner angles of a quadrilateral formed by an edge set from a rhombus or a
trapezoid. The inner angles of the quadrilateral are sorted from the smallest to the largest (aa,
as, az, a1). The symmetric trapezoidality can be calculated as:

T=|ay —a;+t a3 — a4
It can be seen that, in the present embodiment, the error value of the symmetric trapezoidality
is zero if the quadrilateral formed by an edge set is a rhombus or a trapezoid.
[0095] When the area enclosed by an edge set is less than a predetermined value or ratio,
in the present embodiment, a penalty is applied by adding an error value to the total error. In
one embodiment, if the area enclosed by an edge set is less than 25% of the total image size,
an area penalty (A) is added. Otherwise, A is set to be a 0. In one embodiment, the area
penalty A is equal to 0.25.
[0096] Let C)represents the contrast of the left edge in an edge set, C; represents the

contrast of the right edge in the same edge set, C;represents the contrast of the top edge, and
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Cyrepresents the contrast of the bottom edge. Then, the contrast (C) for the edge set can be
calculated as:

C=(C;+C,+C,+Cy) and C =C/A4.
[0097] In the present embodiment, the consistency of contrast among all four edge lines
in an edge set can be calculated by the standard deviation (o) of the contract of all four edge
lines of the edge set. This consistency of contrast can be used as an indication of whether
there is a set of consistent edge lines or a poorly chosen mix and match set of edge lines. The

consistency of contrast can be calculated as.

o= %\/(C, ~C)Y +(C, -C)Y +(C,-C)? +(C, - C)*

[0098] In the present embodiment, a linear combination of heuristics described above is
used to calculate the total deviation. In one embodiment, the combination of heuristics is

shown in the following equation:
5
E = 5 7+20+A-C

where E is the error value of an edge set, 7 is the trapezoidality of the edge set, o is the
contrast consistency of the edge set, A is the area penalty for the edge set (if any), and C is
the median edge contrast for the edge set. By using the above equation, all 627 edge sets can
be ranked in terms of the error value E.

[0099] The heuristic values calculated for the nine best edge sets determined for the
exemplary image included in FIG. 3A are shown in the following table. Their corresponding

edge sets are shown in FIGS. 24A-1.

Trapezoidality Median Contrast Cfr?slilg:;tcy Area (A) Error
52 71) © 20)
#1 0.136791 0.985948 0.0810317 | 35.2819% | —0.768125
#2 0.108826 0.94085 0.126515 | 35.4032% | —0.705508
#3 0.108221 0.912745 0.167341 | 39.9447% | —0.637183
#4 0.141515 0.93268 0.15776 | 39.7736% | —0.633405
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#5 0.032414 0.707516 0.14283 38.4553% | —0.532273
#6 0.069529 0.729412 0.133977 | 38.3047% | —0.525906
#7 0.133173 0.837582 0.229735 | 25.6308% | —0.474674
#8 0.133802 0.803595 0.202533 | 37.2905% | —0.467259
#9 0.111967 0.804575 0.225906 | 29.1506% | —0.466702

It is noted that the entries under the Trapezoidality column are equal to 5/27 and the entries
under the Contrast Cohsistency column are equal to 26. Because the area enclosed by the
edge sets shown in the table are all greater than 25% of the total image size, the area penalty
A was zero for all nine edge sets. Therefore, the right-most column (Error) can be calculated
by adding the second column entry (Trapezoidality) and the fourth column entry (Contrast
Consistency) and then subtracting the third column entry (Contrast).

[00100] FIG. 24 shows the nine best edge lines found after the i)olygonal reasoning step
for the exemplary raw image of FIG. 3A. FIGS. 25A-I shows schematic drawings of the
nine best edge lines of FIG. 24. Notice that there is only a small difference between the top
two edge sets shown in FIG. 25A and FIG. 25B. In FIG. 25A, the left edge is that of the
paper — the correct segmentation. In FIG. 25B, the left edge is the inner transition of the
metal bulletin board. This inner edge is just far enough away from the paper’s edge to avoid
unification. In the present embodiment, the best edge set 510 is used to segment the imaged
document 60. Alternatively, in other embodiments, a small number of high-ranking edge sets
can be displayed on a computer graphic interface for a user to select the best edge set based
on his or her judgment. The digital image 220 will then be segmented in step 60 using the
edge set selected by the user. For systems employing machine learning techniques, this
process may be included as an option to permit additional training of the system and to allow
the system to determine the appropriate weights to be applied to the selection criteria used in
the determining step 50 so that more accurate segmentations may be made in the future when

executing the imaged document segmentation method 10.
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[00101] In the embodiment previously described, the extension (or truncation) or the
texture to both sides of an edge line are not included in the combination of heuristics.
Alternatively, one or both of the above two heuristics can be combined into the linear
combination described earlier. In one embodiment, texture to both sides of an edge is used as
a heuristic to decide how good an edge is. Unlike contrast, which only compares narrow
bands of pixels, texture compares the entire area of pixels and can eliminate lines that go
through uniform sections in an image, such as text area. Thus, texture provides more
accurate representations of how good an edge is. Texture can be calculated by scanning a
window of pixels along the edge’s minor axis and adding the corresponding RGB pixel
values to either an inside texture holder or an outside texture holder. The two holders are
named to express if the texture is closer to the inside or the outside of the image. After all of
the pixels have been added to their proper holders, each holder is averaged by the number of
pixels within the holder to calculate the average RGB value for that side of the edge. The
difference of the two holders, inside and outside are used to calculate a normalized value for
the texture strength.

[00102] As described previously, in order to get a full document segmentation, the four
intersection points of an original edge set are calculated and the quadrilateral’s edges are used
as the new edge that are often in different sizes than the original edge segments. In one
embodiment, the degree an edge has to be truncated or extended is used as a penalty to be
added to the total error of an edge set.

[00103] In one embodiment, a neural network is trained to rank edge sets values based on
these heuristics. In another embodiment, a prioritization of certain parameters are considered.
For example, contrast exclusively, except when the numbers are close enough is used to merit
tie-breaking with other heuristics. In one embodiment, human intervention is allowed as a

final approach. This is especially helpful when several segmentations are ranked closely.
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[00104] The various methods described in the present application may be implemented on
a computer system. According to one embodiment, the processing of the captured image is
provided by a computer system in response to a processor executing one or more sequences
of one or more instructions contained in a memory. Execution of the sequences of
instructions contained in the memory causes the processor to perform the process steps 30, 40,
50 described herein.

[00105] The computer system may include a communication interface for providing a two-
way data communication coupling to a network link that is connected to a local network. The
network link typically provides data communication through one or more networks to other
data services. The computer system can send messages and receive data, including program
code, through the network(s), the network link and the communication interface.

[00106] While examples have been used to disclose the invention, including the best mode,
and also to enable any person skilled in the art to make and use the invention, the patentable
scope of the invention is defined by claims, and may include other examples that occur to
those skilled in the art. Accordingly the examples disclosed herein are to be considered non-
limiting. Indeed, it is contemplated that any combination of features disclosed herein may be
combined with any other or combination of other features disclosed herein without limitation.
[00107] Furthermore, in describing preferred embodiments, specific terminology is
resorted to for the sake of clarity. However, the invention is not intended to be limited to the
specific terms so selected, and it is to be understood that each specific term includes all
equivalents.

[00108] It should be understood that as used in the description herein and throughout the
claims that follow, the meaning of “a,” “an,” and “the” includes plural reference unless the
context clearly dictates otherwise. Also, as used in the description herein and throughout the

claims that follow, the meaning of “in” includes “in” and “on” unless the context clearly
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dictates otherwise. Finally, as used in the description herein and throughout the claims that
follow, the meanings of “and” and “or” include both the conjunctive and disjunctive and may
be used interchangeably unless the context expressly dictates otherwise; the phrase

“exclusive or” may be used to indicate situation where only the disjunctive meaning may

apply.
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WHAT IS CLAIMED:

1. A method for processing a digital image, said digital image comprising an imaged
document and surrounding image, said method comprising:

finding potential edges of said imaged document by at least two different computer
implemented edge detection techniques;

grouping the found potential edges into top, bottom, left and right side potential edge
groups;

for each edge group, selecting a subset of potential edges that are determined to likely
represent an edge of the imaged document;

determining the edges of the imaged document, wherein said determining step
includes further analysis of the subsets of potential edges; and

segmenting the imaged document from the digital image using the determined edges

of the imaged document.

2. The method of claim 1, wherein the selecting step comprises culling a plurality of

edges, snapping the culled edges, and unifying the snapped edges.

3. The method of claim 1, wherein the determining step comprises a process of

generating a plurality of edge sets from the subsets of potential edges.

4. The method of claim 3, wherein the process of generating the plurality of edge sets

further comprises determining each possible edge set from the subsets of the potential edges.

5. The method of claim 3, wherein the determining step further comprises forming a
second plurality of edge sets by adding an additional edge set generated by an edge detection
technique to the plurality of edge sets determined from the subsets of the potential edges.

6. The method of claim 4, wherein the determining step further comprises forming a
second plurality of edge sets by adding an additional edge set generated by an edge detection
technique to the plurality of edge sets determined from the subsets of the potential edges.

7. The method of claim 5, wherein the added edge set is generated by a lines of text

technique.

8. The method of claim 5, wherein the added edge set is generated by a RANSAC
technique.
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9. The method of claim 3, wherein the determining step further comprises selecting from
the plurality of edge sets an edge set that most accurately represent the edges of the imaged

document based on predefined comparison criteria.

10.  The method of claim 6, wherein the determining step further comprises selecting from
the second plurality of edge sets an edge set that most accurately represent the edges of the

imaged document based on predefined comparison criteria.

11.  The method of claim 10, wherein the predefined comparison criteria includes at least
one attribute of the edge sets selected from the group consisting of trapezoidality, contrast,

contrast consistency, area, texture, and edge length variation.

12.  The method of claim 11, wherein the predefined comparison criteria is a linear
combination of the trapezoidality of an edge set, the median contrast of edges of an edge set,
the area formed by the edges of an edge set, and the contrast consistency of edges of an edge

set.

13. A computer system for processing a digital image comprising an imaged document
and surrounding image, the computer system carrying one or more sequences of one or more
instructions which, when executed by one or more processors, cause the one or more
processors to perform the computer-implemented steps of:

finding potential edges of said imaged document by at least two different computer
implemented edge detection techniques;

grouping the found potential edges into top, bottom, left and right side potential edge
groups;

for each edge group, selecting a subset of potential edges that are determined to likely
represent an edge of the imaged document; ‘

determining the edges of the imaged document, wherein said determining step
includes further analysis of the subsets of potential edges; and

segmenting the imaged document from the digital image using the determined edges

of the imaged document.

14. A computer readable medium for processing a captured image including a digital
image comprising an imaged document and surrounding image, the computer readable

medium carrying one or more sequences of one or more instructions which, when executed
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by one or more processors, cause the one or more processors to perform the computer-
implemented steps of.

finding potential edges of said imaged document by at least two different computer
implemented edge detection techniques;

grouping the found potential edges into top, bottom, left and right side potential edge
groups;

for each edge group, selecting a subset of potential edges that are determined to likely
represent an edge of the imaged document;

determining the edges of the imaged document, wherein said determining step
includes further analysis of the subsets of potential edges; and

segmenting the imaged document from the digital image using the determined edges

of the imaged document.

15. A method for processing a digital image, said digital image comprising an imaged
document and surrounding image, said method comprising:

generating a plurality of potential edge sets for the imaged document using one or
more computer implemented edge detection techniques;

selecting from the plurality of edge sets an edge set that most accurately represent the
edges of the imaged document based on predefined comparison criteria; and

segmenting the imaged document from the digital image using the selected edge set.

16.  The method of claim 15, wherein the predefined comparison criteria includes at least
one attribute of the edge sets selected from the group consisting of trapezoidality, contrast,

contrast consistency, area, texture, and edge length variation.

17.  The method of claim 16, wherein the predefined comparison criteria is a linear
combination of the trapezoidality of an edge set, the median contrast of edges of an edge set,
the area formed by the edges of an edge set, and the contrast consistency of edges of an edge

set.

18.  The method of claim 15, wherein at least one of the edge sets in the plurality of

potential edge sets includes edges formed from multiple edge detection techniques.

19.  The method of claim 18, wherein the plurality of potential edge sets also includes an

edge set the edges of which are all determined by a single edge detection technique.
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20. The method of claim 19, wherein the edge set the edges of which are all determined
by a single edge detection technique is generated by a lines of text technique.

21.  The method of claim 20, wherein the edge set the edges of which are all determined
by a single edge detection technique is generated by RANSAC technique.

22.  The method of claim 20, wherein the plurality of potential edge sets also includes a
second edge set the edges of which are all determined by a RANSAC technique.

23. A method for processing a digital image, said digital image comprising an imaged
document and surrounding image, said method comprising:

finding potential edges of said imaged document by at least two different computer
implemented edge detection techniques;

grouping the found potential edges into top, bottom, left and right side potential edge
groups;

for each edge group, selecting a subset of potential edges that are determined to likely
represent an edge of the imaged document;

generating a plurality of edge sets from the subsets of potential edges;

selecting from the plurality of edge sets a small subset of edge sets that are
determined to most accurately represent the edges of the imaged document by using
predefined comparison criteria;

displaying a small subset of the edge sets on a computer graphic user interface;

receiving an input from a user corresponding to the best displayed edge set; and

segmenting the imaged document from the digital image using the best displayed edge

set.

24. A method for processing a digital image, said digital image comprising an imaged
document and surrounding image, said method comprising:

generating a plurality of potential edge sets for the imaged document using one or
more computer implemented edge detection techniques;

selecting from the plurality of edge sets a small subset of edge sets that are
determined to most accurately represent the edges of the imaged document by using
predefined comparison criteria;

displaying the small subset of edge sets on a computer graphic user interface;

receiving an input from a user corresponding to the best displayed edge set; and
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segmenting the imaged document from the digital image using the best displayed edge

set.
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processor 12, which may be any one of a member of suitable general purpose digital computers. The
processor 12 receives the imu?e information and preferably stores this information”in @ buffer storage,
e.g., Disk storage device 14. The rrocessor 12 then generates the appropriate indexing information, with
the help of additional dofa manually entered via keyboard 20, if necessary, and the multiple frames of
image information together with the associated index information are stored on a digital storage medium
in a manner fo be described in more detail below. In a preferred embodiment of the invention, the digital
storage medium will be an opfical disk ulihoueh other fypes of high densily storage devices would be
acceptable. The index stored on the o fical disk can then be searched by the processor 12 to obtain the -
addresses of frames having requested information. The disk locations can then be accessed refrieve
the video information for disploy on a display 16. If desired, the displayed video informafion can be
reproduced via printer 18.

The individual components and their interaction will now be described in more detail.

With regard first to the digital camera10, the camerashould bs a high resolution digital camera,such as
a scanning-type CCD camera having a resolufion of on the order of 3000.times.150(ixels. One
exampleot a suitable camera for usein this invention is the Model 610 cameraavailable from Data Copy
of Mountain Yiew, California. The camerais available with q suitable software roufine fo permit the
processori2 fo receive and processthe digital output from the camera for either storage,display,
printing or retransmission,e.g., To an opfical disk recorder.

The video information r|‘arovided by the camera10 muz representa fyrewriﬁen or handwrittendocument,
a blueprint, photograph or even a gh sical object, and the output of the camera10 will be a digital bit
stream provided o the 'processori . The procassori2 may be any one of a number suitable general
ﬂurposedi ital computers, such as the PC XT microcomputeravailable from Internafional Business

achines Lorporation. The processorstores the digital video information in o disk buffer storagedevice
19, In the caseof typewritien document,the processormay be provided with software for converting
the bit-mappedvideo information into ASCI! “characterdata, so that the processorcan determinethe
information content of the text. Having determinedthe information content of the text, the processor
employs cprroprioie softwareto generatethe index and cross referencinginformation which can also be
storedin buifer 14. The sofiware should preferably be a self-index software grogram which will

eneratea data base index from full fext, so that every word in the fext will becomea key word in the
index. A suitableindexing software program would be the ZyINDEX  program available from ZyLAB
Corp. Of Chicago, lllinofs.

The text recognition software for recognizingtext and generatingASCIl charactersirom bit mapped
image datais presently available and7orcon e generafedfrom commercially available softwarein a

very straightforwardmanner.For example, commercially available OCR softwarein effect examinesthe

bit map, or patternof pixels, of the churacferimuge 0S 0 scannermoves acrosse p%ge. Thus, the scanner
momentarily 2captures? the image of each characterand recognizes each capturedcharacterimage

before going on fo the next character. o recognizein software the charactersrepresentedy a captured

digital image of an entfire document, it is merely necessary to scan the digital image in the same manner
as the original document would have been optically scanned by the OCR" device. For example, the
captured image could be disployed on a monitor, and o cursor, which may preferably cover substantially
the same area as would be covered by an OCR scanner, may be moved across the monitor screen
simulating the same scanning mofion as an OCR scanner. The image portion covered by the cursor
would be recognized by the DCR software in the same manner asis conventionally done. One example
of OCR software suitable for modification for use in the present invenfion is the soffware used in the
OMNI-READER optical character reader available from Oberon International having offices in Irving,
Texas and London, England. The only modification necessary to this software would be fo subsfitufe the
digital image information, from a region of the image covered by a cursor, for the image information

hitp:// patft.uspto.gov/netacgi/nph-Parser?Sect2=HITOFF &p=/netahtml... 3/9/2004
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