
(19) United States 
(12) Patent Application Publication (10) Pub. No.: US 2008/0154525 A1 

Frazier 

US 2008O154525A1 

(43) Pub. Date: Jun. 26, 2008 

(54) 

(76) 

(21) 

(22) 

(51) 

EXPONENTIAL SMOOTHING OF 
APERIODICALLY MEASUREDVALUES 
WITH STALENESS REPORTING 

Inventor: 

Correspondence Address: 
UAMES M. STOVER 
TERADATA CORPORATION 
2835 MAMI VILLAGE DRIVE 
MIAMISBURG, OH 45342 

Appl. No.: 11/614,478 

Filed: Dec. 21, 2006 

Publication Classification 

Int. C. 
GOIR 25/00 (2006.01) 

195 

Interval exceeded? 

Peter Frazier, Princeton, NJ (US) 

175 

Measurement 
recevied? 

Set urutx 

Staleness = 1/v 
Estimate Fu/v 

(52) U.S. Cl. .............................. 702/79; 702/176; 702/57 

(57) ABSTRACT 

A computer program for performing a method of providing a 
parameter estimate from noisy data with aperiodic data 
arrival. The parameter of the measurement is estimated as a 
numerator divided by the denominator. The method involves 
setting a fixed time interval and then waiting for the time 
interval to expire or for a measurement to occur. If a measure 
ment occurs before the time interval expires the numerator is 
estimated as a previous numerator plus the new measurement, 
and the denominator is estimated as a previous denominator 
plus one. Regardless of whether the measurement occurs or 
the time interval expires the numerator is estimated as a 
previous numerator times a step size and the denominator is 
estimated as a previous denominator times a step size. The 
method can be applied to numerous applications including 
assessing data temperature and predicting I/O response times. 
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EXPONENTIAL SMOOTHING OF 
APERIODICALLY MEASUREDVALUES 

WITH STALENESS REPORTNG 

BACKGROUND 

0001 Estimates of a time varying parameters are often 
required from a plurality of noisy measurements of that 
parameter. A standard technique for providing these estimates 
is called exponential Smoothing. Exponential Smoothing is 
essentially a simple average that weights recent measure 
ments more heavily than earlier measurements. An estimate 
of the parameter is adjusted towards each new measurement 
according to the equation: 

In the above equation k, is the new estimate, k, is the current 
estimate and X, is the measurement. 
0002 The configurable step size a controls the size of the 
adjustment. Exponential Smoothing is used in a wide range of 
applications. 
0003. A disadvantage with the exponential smoothing 
technique arises when measurements do not occur at fixed 
intervals. The above exponential Smoothing technique does 
not provide any way of discounting old measurements or give 
any indication of the age of measurements that could be used 
for controlling old measurements. 
0004 One simple technique for discounting old measure 
ments is discounting on the basis of how many measurements 
have been received after the measurement in question. The 
assumption with this technique is that measurements are 
received on a regular or semi-regular basis. For example, if 
there are two physical clusters, one of which receives I/Os 
more frequently than the other, the Smoothed measurement of 
the response time of the frequently accessed cluster will react 
more quickly to changes in the measured parameter than the 
infrequently accessed cluster. If left uncorrected these 
changes cause unpredictability. 
0005. Another disadvantage is that the smoothing equa 
tion given above requires an initial estimate of the parameter 
before the algorithm is run. After this initial estimate expo 
nential Smoothing proceeds as if the estimate were as accurate 
as the Smoothed average of many measurements. The expo 
nential Smoothing relies on the assumption that the estimate is 
accurate. This assumption is unrealistic in situations where 
system architects have little or no prior knowledge of the 
parameter being measured. 
0006. Described below is a computer program stored on 
tangible storage media for performing a method of providing 
a parameter estimate from noisy data with aperiodic data 
arrival. One technique described below involves setting a 
fixed time interval and then waiting for the time interval to 
expire or for a measurement to occur. If a measurement occurs 
before the time interval expires a numerator is estimated as a 
previous numerator plus the new measurement and the 
denominatoris estimated as a previous denominator plus one. 
Regardless of whether the measurement occurs or the time 
interval expires the numerator is estimated as a previous 
numerator times a step size and the denominator is estimated 
as a previous denominator times a step size. A measurement 
is estimated from the denominator. A parameter of the mea 
Surement is estimated as a numerator divided by the denomi 
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nator. The method can be applied to many different applica 
tions including assessing data temperature and predicting I/O 
response times. 

BRIEF DESCRIPTION OF DRAWINGS 

0007 FIG. 1 is a flowchart of a technique of the invention. 
0008 FIG. 2 is a graph of an example of noisy measure 
mentS. 

0009 FIG. 3 is a graph showing the staleness of the mea 
surements in FIG. 2. 
0010 FIG. 4 is a block diagram of an exemplary large 
computer system on which the techniques described below 
are implemented. 
0011 FIG. 5 is a table illustrating measurements and the 
working of the technique of the present invention. 

DETAILED DESCRIPTION 

0012 FIG. 1 is a flow chart showing the logical flow of the 
computer program. Initially a numerator (u) and a denomi 
nator (v) variable are set to zero (step 110). A staleness thresh 
old can also be set. The staleness value is the inverse of the 
denominator, staleness=1/v. Setting the denominator variable 
to Zero sets the initial staleness to an infinite value. An initial 
infinite staleness is appropriate if no prior estimate of the 
parameter being measured is available. If the staleness is 
infinite, then any estimate of the parameter cannot be 
accepted as being up to date. 
0013 Staleness ranges from just above 0 to infinity. A 
staleness value just above Zero is extremely fresh whereas in 
infinite staleness value is the Stalest. A staleness value of Zero 
can only occur if there are an infinite number of measure 
ments. The staleness value produced by the algorithm can be 
compared to a configurable staleness threshold to decide 
whether some action should be taken. Actions include ignor 
ing the estimate and causing a measurement to be taken. For 
example, when the Staleness value of a physical cluster 
exceeds the threshold, TVSA removes that physical cluster 
from consideration for migration and issues probe I/OS to 
measure the response time of the cluster and reduce the Stale 
ness value. 
0014 Ifa priorestimate is available of the parameter being 
measured, the staleness value can be set in accordance of 
confidence in the parameter estimate. For example, if a prior 
estimate is available and there is confidence in the accuracy of 
the estimate, then the Staleness value can be set to a high 
value. If a prior estimate is available for the parameter being 
measured, then after the staleness value is set, the numerator 
is set as the denominator multiplied by the estimate of the 
parameter. 
0015 The staleness threshold is set by a user. Alternatively 
the staleness threshold can be set indirectly. In setting the 
staleness threshold indirectly, users of the method can con 
sider how long the parameter should remain fresh between 
measurements. The hypothetical situation used to set the 
staleness threshold according to this rationale is a parameter 
that had infinite staleness (v=0) until the moment a measure 
ment arrived. The staleness period is measured from this 
moment in time. The staleness period is set according to the 
equation: 

staleness threshold=(1-a) 

In this formula, t-(staleness period)/(alarm period). The 
staleness period is the maximum time allowed between mea 
Surements. If the Staleness period is exceeded a measurement 
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is triggered. The alarm period denotes how frequently the 
staleness value is updated in the absence of a measurement. 
This formula will always create a staleness threshold between 
0 and 1. In general the staleness threshold can range between 
0 and infinity. The disparity between the staleness threshold 
set by the formula and the general staleness threshold is due to 
the assumption that the staleness period is measured on a 
hypothetical parameter the staleness of which was 0 before 
the measurement that began the staleness period. 
0016. The staleness threshold formula is derived as fol 
lows. At the beginning of the time period in which the final 
measurement of the parameter occurred, V was set to 0. After 
the measurement occurred V was incremented to 1. In each 
Successive time period V as multiplied by (1-a) but was not 
incremented because no more measurements were made. The 
parameter V would have been multiplied by the (1-a) factor 
t(staleness period)/(alarm period) times so the Staleness of 
the parameter after the full staleness period elapsed would be 
(1-a). 
0017. The program waits until a set interval expires or a 
measurement (x) is received (step 120). The interval (alarm 
period) can be set by a user and provides a time period where 
if no measurement is received then the Staleness of the present 
measurement or estimate is updated. In some alternatives if 
no measurement is received within the fixed interval, a com 
mand can be issued that results in a measurement. 
0.018 When a measurement is received, the numerator is 
set to the previous numerator+the measurement (u u+X). The 
denominator is set to the previous denominator+1 (v=V+1) 
(step 140). 
0019. After the numerator and denominator have been 
updated, or if the interval is exceeded then the numerator is 
updated to the previous numerator times (1-the step size), 
(uu(1-a)) and the denominator is updated to the previous 
denominator times (1-the step size), (v=V(1-a)) (step 150). 
0020. The step sizea is chosen as a value between 0 and 1. 
The closer the step size is to 1 the more confidence is put in the 
current measurement. The closer the step size is to 0 the more 
confidence is put in previous measurements. A typical value 
of the step size is 0.3. 
0021 Staleness can be measured by (1/denominator) (1/v) 
and an estimate of the measurement can be given as (the 
numerator/the denominator) (u/v) (step 160). After the stale 
ness and the estimate have been updated then the algorithm 
resumes waiting for either a new measurement or a time 
interval to expire (step 120). The algorithm can report the 
staleness and the estimate at any time. The estimate provides 
the best guess as to what the measurement is and the staleness 
provides an estimate of the accuracy of the estimate. If the 
staleness value exceeds the staleness threshold a measure 
ment can be triggered. 
0022. An alternative measure to staleness is freshness. The 
freshness value is the denominator (V). 
0023. If measurement occur at the same fixed interval as 
the set interval and confidence in the initial estimate leads to 
an initial staleness value of v=(1-a)/a, then the method is 
identical to traditional exponential Smoothing. 
0024 FIG. 2 is a graph of an example of exponential 
Smoothing with Staleness reporting applied to noisy measure 
ments. The measurements indicated by the diamonds show 
the true values. The actual measured values are those shown 
by the triangles. As can been seen in FIG. 2 the measured 
values arrive aperiodically. The table of FIG. 5 shows the 
measurements and the working of the algorithm. In this 
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example the staleness threshold is 1.5 and the alarm period is 
1. In the first line of the table of FIG. 5 at time 0 a measure 
ment is issued. The true value is Zero so the measurement 
value is the same as the measurement error and provides an 
initial estimate. In the second line at time 0.2762 a measure 
ment arrives. The measurement is processed and used to 
update the numerator and denominator and provide a new 
Smoothed estimate. The Smoothed estimate has a lower Stale 
ness value than the previous estimate. At time 1.2762 a second 
has passed since the previous measurement arrived and an 
alarm is sounded. There is no aperiodic measurement but the 
staleness threshold is also not exceeded so no measurement is 
issued. In this line both the numerator and denominator of the 
equation updated and the Staleness value increases. The Stale 
ness value is not enough to exceed the staleness threshold. At 
time 1.586 an aperiodic measurement is received. The mea 
Surement is processed and this leads to a decrease in the 
staleness value. As can be seen from table, the measurement 
interval is set to 1 so if no measurement is received within that 
time, the numerator and denominator of the equation are 
updated. The Smooth estimate remains the same as the previ 
ous estimate but the staleness value increases. 

0025 FIG. 3 shows a plot of the staleness values for the 
example given in FIG. 2. FIG.3 shows that every time that the 
user set interval expires without an aperiodic measurement 
being received, the staleness value increases. FIG. 3 shows 
that as the time between measurements increases the Stale 
ness of previous measurements increases. If the staleness 
exceeds a threshold value a measurement can be triggered. In 
intervals where a measurement is received then the Staleness 
value decreases. In the example shown in FIG. 2 and FIG. 3 
the alarm period is set at 1 and step size is set at 0.3. The 
staleness threshold is set at 1.5. If the staleness threshold is 
exceeded without a measurement being received then a mea 
Surement is issued. 

0026 Aperiodic exponential smoothing with staleness 
reporting can be applied to measuring or forecasting any 
quantity that satisfies three conditions. The first condition is 
that the quantity changes with time. The second condition is 
that aperiodic measurements of the quantity are occasionally 
received. The third condition is that there is the ability to 
initiate measurements of the quantity. The selfinitiated mea 
Surements may have some cost. 
0027. Examples of applications of the invention include 
network routing. The network could either be a data network 
Such as the internet or physical transport network Such as a 
network of roads. With any network there are a number of 
paths for traffic from a source to a destination. The task of 
routing traffic along the network requires knowing or produc 
ing estimates of travel times along various paths of the net 
work The goal of routing is to send traffic from the source to 
the destination in the shortest time possible. Estimates of 
travel times along paths of the network arrive aperiodically, 
for example from packet arrival times on a data network, or a 
transport network from publicly available reports or radio 
communication from employees. Although estimates are pro 
vided by previously made traffic routing decisions, routing is 
usually done without the express purpose of measurement. 
Thus, from the point of view of measurement, the arriving 
estimates are out of control of the router. The present inven 
tion can be applied to estimate traffic times along paths and 
provide estimates of when travel time along a path has 
become stale. When an estimated travel time along the path 
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has become stale, the decision can be made to route the packet 
of data or physical vehicle along the path to measure the travel 
time along it. 
0028. As an alternative, the invention can be provided to 
military Surveillance. For example a military target may be 
monitored by a satellite camera but only when the weather is 
clear. If the satellite is unable to view the target for several 
days due to cloudy weather, the military may sendalow flying 
plane over the target to compensate for the lack of satellite 
information. The military may use the invention to estimate 
Some scale of quantity, for example the number of personnel 
at the target, and decide when Supplement satellite imagery 
with other more dangerous and expensive Surveillance tech 
niques. 
0029. A third application is a website that compiles 
reviews of a product or service whose quantity may change 
overtime. One example is reviewing restaurants. Most of the 
reviews hosted by the website are provided at no cost to the 
visitors to the website. Some reviews are written by website 
employees. The website requires accurate and up to date 
reviews. The website could use the invention to estimate the 
current quality of the restaurant based on previous reviews 
and decide when to send a paid employee to a restaurant that 
hasn't been reviewed for a while. 
0030 FIG. 4 shows an example of one type of computer 
system in which the above techniques of exponential Smooth 
ing with staleness reporting is implemented. The computer 
system is a data warehousing system 400. Such as a TERA 
DATA data warehousing system sold by NCR Corporation, in 
which vast amounts of data are stored on many disk-storage 
facilities that are managed by many processing units. In this 
example, the data warehouse 400 includes a relational data 
base management system (RDBMS) built upon a massively 
parallel processing (MPP) platform. Other types of database 
systems, such as object-relational database management sys 
tems (ORDBMS) or those built on symmetric multi-process 
ing (SMP) platforms, are also suited for use here. 
0031. As shownhere, the data warehouse 400 includes one 
or more processing modules 405, that manage the storage 
and retrieval of data in data-storage facilities 410, ... Each 
of the processing modules 405, manages a portion of a 
database that is stored in one of the corresponding data 
storage facilities 410, ... Each of the data-storage facilities 
410, includes one or more disk drives. The processing 
modules manage measurement and prediction of I/O size and 
response times. 
0032 A parsing engine 420 organizes the storage of data 
and the distribution of data objects stored in the disk drives 
among the processing modules 405, ... The parsing engine 
420 also coordinates the retrieval of data from the data storage 
facilities 410, in response to queries received from a user 
at a mainframe 430 or a client computer 435 through a wired 
or wireless network 440. A data cache 445, managed is 
stored in the memory of the processing modules 405. The 
parsing engine contains the program described above for 
predicting the response time of the data storage devices. The 
parsing engine can use the program described above to 
Smooth and predict the response times of I/OS on a per physi 
cal cluster basis. The parsing engine can also use the program 
to issue dummy or “probe’” I/Os when no data arrives in a 
staleness period. Alternatively the program is run in each 
processing module. 
0033. The text above describes one or more specific 
embodiments of a broader invention. The invention also is 
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carried out in a variety of alternative embodiments and thus is 
not limited to those described here. Those other embodiments 
are also within the scope of the following claims. 

1. A computer-readable medium having a computer pro 
gram Stored thereon comprising executable instructions for 
performing a method comprising: 

setting a fixed time interval; 
waiting for the time interval to expire or for a measurement 

to occur, 
if a measurement occurs, calculating a first numerator as a 

numerator of a previous measurement plus the measure 
ment and calculating a first denominator as a denomina 
tor of the previous measurement plus one; 

calculating a second numerator as the first numerator times 
a step size and calculating a second denominator as the 
first denominator times the step size; 

estimating a staleness measurement from the second 
denominator, and 

calculating an estimate of the measurement as the second 
numerator divided by the second denominator. 

2. The computer-readable medium of claim 1 further com 
prising executable instructions for discarding the estimate if 
the staleness measurement exceeds a threshold. 

3. The computer-readable medium of claim 1 further com 
prising executable instructions for causing measurements to 
be taken if the Staleness measurement exceeds a threshold. 

4. The computer-readable medium of claim 1 further com 
prising executable instructions for setting an initial value of 
the staleness measurement as infinite if no prior estimate of 
the measurement is available. 

5. The computer-readable medium of claim 1 further com 
prising executable instructions for setting the numerator and 
denominator in accordance with a parameter of an available 
measurement. 

6. The computer-readable medium of claim 5 further com 
prising executable instructions for setting the second denomi 
nator according to a confidence in the estimate and setting the 
second numerator as the second denominator times the esti 
mate. 

7. The computer-readable medium of claim 1 further com 
prising executable instructions for setting a staleness thresh 
old according to (1-C) where T is a quotient of a staleness 
period and an alarm period and a is the step size. 

8. The computer-readable medium of claim 1 wherein the 
staleness measurement is estimated as the inverse of the sec 
ond denominator. 

9. A computer-readable medium having a computer pro 
gram Stored thereon comprising executable instructions for 
estimating a temperature comprising: 

setting a time interval; 
waiting for the time interval to expire or for a measurement 

of temperature to occur; 
if a measurement oftemperature occurs, calculating a first 

numerator as a numerator of a previous temperature 
measurement plus the measurement and calculating a 
first denominator as a denominator of the previous mea 
Surement plus one; 

calculating a second numerator as the first numerator times 
a step size and calculating a second denominator as the 
first denominator times the step size; 

estimating a staleness measurement from the second 
denominator, and 

calculating an estimate the temperature as the second 
numerator divided by the second denominator. 
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10. The computer-readable medium of claim 9 further 
comprising executable instructions for discarding the esti 
mate if the Staleness measurement exceeds a threshold. 

11. The computer-readable medium of claim 9 further 
comprising executable instructions for causing measure 
ments to be taken if the staleness measurement exceeds a 
threshold. 

12. The computer-readable medium of claim 9 further 
comprising executable instructions for setting an initial value 
of the Staleness measurement as infinite if no prior estimate of 
the measuremeht is available. 

13. The computer-readable medium of claim 9 further 
comprising executable instructions for setting the first 
numerator and the first denominator in accordance with a 
parameter of an available measurement. 

14. The computer-readable medium of claim 13 further 
comprising executable instructions for setting the second 
denominator according to a confidence in the estimate and 
setting the second numerator as the denominator times the 
estimate. 

15. The computer-readable medium of claim 9 further 
comprising executable instructions for setting a staleness 
threshold according to (1-C.)" where t is a quotient of a 
staleness period and an alarm period and C. is the step size. 
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16. The computer-readable medium of claim 9 wherein the 
staleness measurement is estimated as the inverse of the sec 
ond denominator. 

17. A computer-readable medium having a computer pro 
gram Stored thereon comprising executable instructions for 
predicting I/O response times comprising: 

setting a fixed time interval; 
waiting for the time interval to expire or for an I/O mea 

Surement to occur, 
if an I/O measurement occurs, calculating a first numerator 

as a numerator of a previous measurement plus the I/O 
measurement and calculating a first denominator as a 
denominator of the previous measurement plus one; 

calculating a second numerator as the first numerator times 
a step size and calculating a second denominator as the 
flirst denominator times the step size; 

estimating a staleness measurement from the second 
denominator, and 

calculating an estimate of the I/O measurement response 
time as the second numerator divided by the second 
denominator. 


