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(57) Resumo: B _
A PRESENTE INVENCAO REFERE-SE A UM SISTEMA DE CODIFICACGAO E

DESCODIFICAGAO DE COMPRIMENTO VARIAVEL QUE  INCLUI UM APARELHO DE
CODIFICAGAO DE COMPRIMENTO VARIAVEL QUE CODIFICA UMA UNIDADE DE DADOS EM
DADOS DE IMAGENS COMPOSTOS POR UMA PLURALIDADE DE SUBDADOS COM REFERENCIA
A UMA TABELA DE PROBABILIDADES E UM APARELHO DE DESCODIFICACAO DE
COMPRIMENTO VARIAVEL QUE DESCODIFICA UNIDADES DE DADOS EM DADOS DE IMAGENS
COM REFERENCIA A TABELA DE PROBABILIDADES, EM QUE O DITO APARELHO DE
CODIFICACAO DE COMPRIMENTO VARIAVEL INCLUI: UM MEIO DE AJUSTE DA TABELA QUE
AJUSTA UMA TABELA DE PROBABILIDADES A VALORES INICIAIS COM BASE NUM VALOR
INICIAL DE UM PARAMETRO DE QUANTIFICACAO DA UNIDADE DE DADOS; UM MEIO DE
CODIFICACAO DE INFORMAGCAO DE INICIALIZAGAO QUE CODIFICA INFORMAGAO DE
INICIALIZACAO RELACIONADA COM O DITO VALOR  INICIAL DO PARAMETRO DE
QUANTIFICAGAO DA UNIDADE DE DADOS; UM PRIMEIRO MEIO DE OBTENGAO DE
PARAMETRO QUE OBTEM PARAMETROS DE CODIFICAGAO A SER UTILIZADOS NA
CODIFICACAO DE SUBDADOS A PARTIR DA TABELA DE PROBABILIDADES; UM MEIO DE
CODIFICACAO DE SUBDADOS QUE REALIZA UMA CODIFICACAO ARITMETICA NOS SUBDADOS
COM REFERENCIA AOS PARAMETROS DE CODIFICAGAO OBTIDOS; E UM PRIMEIRO MEIO DE
ATUALIZACAO DA  TABELA DE PROBABILIDADES QUE ATUALIZA A TABELA DE
PROBABILIDADES COM BASE NOS SUBDADOS CODIFICADOS ARITMETICAMENTE POR PARTE
DO MEIO DE CODIFICAGAO DE SUBDADOS, EM QUE O DITO APARELHO DE DESCODIFICACAO
DE COMPRIMENTO VARIAVEL UM MEIO DE DESCODIFICACAO DE INFORMAGAO DE
INICIALIZACAO QUE DESCODIFICA A INFORMAGAO DE  INICIALIZAGAO CODIFICADA



RELACIONADA COM O VALOR INICIAL DO PARAMETRO DE QUANTIFICAGAO DA UNIDADE DE
DADOS; UM MEIO DE INICIALIZAGCAO DA TABELA QUE AJUSTA A TABELA DE PROBABILIDADES
A VALORES INICIAIS COM BASE NA INFORMAGAO DE INICIALIZAGAO DESCODIFICADA
RELACIONADA COM O VALOR INICIAL DO PARAMETRO DE QUANTIFICAGAO DA UNIDADE DE
DADOS; UM SEGUNDO MEIO DE OBTENGAO DE PARAMETRO QUE OBTEM PARAMETROS DE
CODIFICACAO A SER UTILIZADOS NA DE SCODIFICACAO DE SUBDADOS A PARTIR DA
TABELA DE PROBABILIDADES; UM MEIO DE DESCODIFICAGAO DE SUBDADOS QUE REALIZA
UMA DESCODIFICAGAO ARITMETICA NOS SUBDADOS CODIFICADOS COM REFERENCIA AOS
PARAMETROS DE CODIFICACAO OBTIDOS; E UM SEGUNDO MEIO DE ATUALIZACAO DA
TABELA DE PROBABILIDADES QUE ATUALIZA A TABELA DE PROBABILIDADES COM BASE NOS
SUBDADOS DESCODIFICADOS ARITMETICAMENTE POR PARTE DO MEIO DE
DESCODIFICAGAO DE SUBDADOS.
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RESUMO

SISTEMA DE CODIFICAGAQ DE COMPRIMENTO VARIAVEL, METODO DE
DESCODIFICACAC DE COMPRIMENTO VARIAVEL E METODO DE
CODIFICAGAO DE COMPRIMENTO VARIAVEL

A presente invengdo refere-se a um sistema de
codificacdo e descodificacdc de comprimento varidvel gque
inclui um aparelho de codificacdo de comprimento variavel
que codifica uma unidade de dados em dados de imagens
compostos por uma pluralidade de subdados com referéncia a
uma tabela de probabilidades e um aparelho de
degscodificacdo de comprimentc variavel gue degcodifica
unidades de dadcos em dadcs de imagens com referéncia a
tabela de probabilidades, em que o« dito aparelho de
codificagdo de comprimento wvariédvel inclui: um meio de
ajuste da tabela que ajusta uma tabela de probabilidades a
valores iniciaig com base num valor inicial de um parémetro
de quantificacdoc da unidade de dados; um meic de
codificagdo de informacdc de inicializacdo gque codifica
informacdo de inicializacdo relacionada com o dito wvalor
inicial do par@metro de quantificacdo da unidade de dados;
um primeirc meio de cobtencdo de parlmetro gue obtém
parametros de codificacdo a ger utilizados na codificacio
de subdados a partir da tabela de probabilidadesg; um meio
de codificacdo de subdados que realiza uma codificacgdo
aritmética nos subdadcocs com referéncia aog parémetrog de
codificagdo obtidos; e um primeirco meic de atualizacgdo da
tabela de probabilidades que atualiza a tabela de
probabilidades com base nos subdados codificados
aritmeticamente por parte do meio de codificacdo de
gsubdadog, em que o dito aparelho de descodificacdo de
comprimento varidvel um meico de descodificagdo de
informacdo de inicializagdo que descodifica a informagdo de

inicializac¢do codificada relacionada com o valor inicial do
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pardmetro de quantificacdc da unidade de dados; um meio de
inicializacgdo da tabela que ajusta a tabela de
probabilidades a valores iniciaig com base na informagdo de
inicializacg8o descodificada relacionada com o valor inicial
do parémetro de quantificacdo da unidade de dados; um
gegundo meio de obtencdo de pardmetro que obtém parametros
de codificacdo a ger utilizadogs na descodificacdo de
gsubdados a partir da tabela de probabilidadesg; um meio de
descodificacao de subdados que realiza uma descodificacdo
aritmética nos subdados codificados com referéncia aocs
paré@metros de codificacdo obtidog; e um segundo meio de
atualizagdc da tabela de probabilidades que atualiza a
tabela de probabilidades com base nos subdados
descodificados aritmeticamente por parte do meio de

degcodificacdo de subdados.
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DESCRICAO

SISTEMA DE CODIFICACAO DE COMPRIMENTO VARIAVEL, METODO
DE DESCODIFICACAO DE COMPRIMENTO VARIAVEL E METODC DE
CODIFICAGAO DE COMPRIMENTO VARIAVEL

DOMINIO TECNICO

L presente invencdo refere-gse a métodosg de codificacédo
de comprimento varidvel, aosg seus métodos de descodificagdo
de comprimento varidvel corregpondentes, a meios de
armazenamento gue armazenam programas para a execugdo de
tais procegsos num computador, a digpositivos de
codificacéo de comprimento varidvel, e aos seus
dispositivos de descodificagdo de comprimento variavel
correspondentes. Em particular, a presente invencdo refere-
se a métodos de codificagdoc de comprimento varidvel
adaptativos que otimizam os métodos de codificagdo por meio
de dados codificados, métodos de descodificacde de
comprimento varidvel que corregpondem a egtes métodos,
meios de armazenamento gue armazenam programas para a
execucdo destes processos num computador, dispesitivos de
codificag8o de comprimento varidvel adaptativos que
otimizam o8 métodos de codificacdo por meio de dados
cedificados, e dispositivos de desgcodificacgéo de
comprimento varidvel gue correspondem a estes dispositivos.
TECNICA ANTECEDENTE

Em anos recenteg, tém gido padronizadog formatos tais
como JPEG para imagens fixas e MPEG para imagens em
movimento como técnicas para compressdo e desgscompressdo de
imageng devido aos esgforgcos para a criacdo de normas
internacionails para egquemas de codificacdo de imagens.

O esquema de codificacdo MPEG (Grupo de Especialistas em
Imageng em Movimento) é principalmente composto por uma
unidade de predicdo inter-imagem de compensac¢dc de
movimento, uma unidade de DCT (transformacdo discreta de
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coggenc) e uma unidade de codificacdo de comprimento
varidvel. A unidade de predicgdo inter-imagem de compensagao
de movimento deteta vetoregs de movimento a partir de dados
de imagens introduzidos e dados de imagens anteriores, e
cria dados de erxrro vresgidual a partir dos vetores de
movimento e dog dados de imagens anteriores. A unidade de
DCT realiza transformacles de DCT gcbre og dados de erro
regsidual. Uma unidade de guantificacdo quantifica
coeficientes de DCT, e a unidade de codificacao de
comprimento variavel atribui palavras de <c¢édigo aos
coeficientes de DCT qguantificados e aog vetores de
movimento.

Og dados de imagens codificados no esguema de
codificagdo MPEG tém uma estrutura hierdrquica de seis
camadas: sequéncia, GOP (Grupo de Imagem), imagem, fatia,
macrobloco e bloco. Uma imagem é a unidade de codificacédo
bésica gue corregponde a uma Unica imagem e & composta por
uma pluralidade de fatias. Uma fatia é uma unidade de
recuperacdo de sincronizagdo, uma &area em forma de banda
composta por um ou por uma pluralidade de macroblocos.

A codificacdo de comprimento varidvel refere-ge a um
tipo de codificacdo de entropia. Dado gue existe variacdo
da probabilidade de valores tais como coeficientes de
transformacdo pdse-DCT (coeficientes de DCT) e valores de
vetores de movimento, a codificac¢do de comprimento varidvel
reduz a quantidade média de dados atribuindo palavras de
cédigo curtas aqueles valoreg gue tém uma probabilidade
elevada, e atribuindc palavras de cédige longas aqueles
valoreg que tém uma probabilidade baixa.

Os principails tipos de codificacdoc de comprimento
varidvel incluem a codificacdo de Huffman e a codificacao
aritmética.

A codificacdo de Huffman é um método no gqual as palavras
de cédigo g8c determinadags por uma arvore de codigos de
Huffman na gqual cada simbolo é uma folha. Utiliza uma
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tabela de correspondéncia (tabela de cddigos) que inclui
palavrag de cddigo (gequéncias de bits) para cada cddigo.

Para melhorar a taxa de compressdo, a codificac8o de
Huffman wutiliza métodos tais como um método no qual &
criada uma tabela de cddigos gue corresgsponde a propriedades
estatisticas da imagem em movimento que se altera, e um
método no gual & preparada uma pluralidade de tabelas de
cédigo e as tabelas de cédigo sdo permutadas em resposta a
propriedades estatisticas das imagens. A teoria da
informacdo estabelece que uma tabela de c¢bdigos na gual sdo
atribuidos log, (1/p) bits acs cddigos de probabilidade p
tem o menor volume médio de dados. E & por esse motivo que,
no método de permuta de uma pluralidade de tabelag de
cddigos, a probabilidade é calculada a partir de dados
codificados, e & selecionada uma tabela de cddigosg para que
og nlmeros de bit prdéximos de log, (1/p) bits sejam
atribuidos aos cddigos da probabilidade p.

A codificacdc aritmética €& wuma técnica na qual a
gequéncia de gimbolog é projetada para intervalos (0, 1) em
resposta & probabilidade, e €& expresso um espago de
probabilidade numa linha de nlmeros em bindrioc com um
nimerco adeqguado dentro desse intervalo. Na codificagéo
aritmética, a codificacéo é realizada enquanto
monitorizando constantemente as propriedades estatisticas.
Especificamente, as tabelas de probabilidades gdo
reegcritas em resposta ao contelGdo das imagens e gdo
determinadas palavrag de cddigo enquanto referenciando as
tabelas de probabilidades. Mais especificamente, na
codificagdo aritmética, a probabilidade utilizada em
operacbes aritméticas & gucessivamente atualizada através
de dados codificados para que sejam atribuidos log, {(1/p)
bits a um cddigo de probabilidade p.

Ao contrédrio da codificac@o de Huffman, na codificacao
aritmética, as sequénciag de bits corregpondendo a palavras

de c¢bé&digo podem ger obtidas gomente com  operagdes
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aritméticas (adigdo, subtracdo, multiplicacdo e divisdo), e
como tal a guantidade de memdria necesséria para armazenar
a tabela de cddigos pode ser reduzida em comparagdo com a
codificagdo de Huffman. Além disso, é possivel responder a
alteracdes das propriedades estatisticas durante a
codificagdo reescrevendo a tabela de probabilidades. No
entanto, asg operacdes aritméticas, em particular as
operagdes de multiplicagdo e divisdo, exigem uma grande
capacidade aritmética, consequentemente uma desgvantagem é
gque & dificil efetuar operagdeg aritméticas em digpositivos
com baixa capacidade aritmética.

Nog métodos de codificacado adaptativos descritos acima,
a eficacia de compressdo pode ser melhorada em comparagao
com métodos de codificagdo fixa, dado que © método de
codificacdo continua a sger dinamicamente otimizado com
dados codificados.

No entanto, ©g problemas seguintes ocorrem ao otimizar
dinamicamente o) método de codificacao com dados
codificados.

0Os métodos de codificacgdc dindmicog bageados en
aprendizagem gdo executados, por exemplo, sobre dados de
imagens apds o cabecalho, isto é, em cada fatia, macrobloco
ou bloceo. Neste caso, a codificacdo aritmética utiliza uma
tabela de probabilidades fixas para og valoreg iniciais
para cada subunidade para codificacdoc em cada imagem, e a
codificagdo de Huffman utiliza uma tabela de cddigog de
comprimento varidvel fixos como uma tabela de cédigos
inicial em cada imagem. Dado gque os valores iniciais fixos
gdo utilizadogs desta forma, a eficiéncia de compressdo da
codificacdo ndo pode ser congiderada favoravel até gerem
cbtidas tabelas de probabilidadegs e tabelas de c¢dédigo
Stimas com  aprendizagem  apds a inicializacdo. Em
particular, guando a quantidade total de dadog & pequena, a
proporgdo de dadog necegsgdrios para aprendizagem aumenta e
a taxa de compressdo ndo € tdo alta.
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Por outro lado, quando uma parte dos dados codificados
utilizados na aprendizagem €& perdida na linha de
transmissdo, nado pode ser executada uma aprendizagem
adequada no dispogitivo de descodificacéo, e a
descedificacdo torna-se impossivel. E no caso dos dados de
imageng, ocorre deterioracdo da qualidade das imagens
devidc a errogs de transmigsdo. Embora a reinicializacédo
regular dos resultados da aprendizagem proteja contra erros
de transmisgsao, esta protecdo é vulnerdvel a errog quando o
intervalo de reinicializacdo é longo e conseguentemente &
inevitdvel que o intervalo de reinicializacdo seja curto
até certo ponto.

A menos que o problema descrito acima de erros de
transmissdo seja resolvido, a eficacia de compressdo dos
métodos de codificacdo adaptativogs atuais ndo melhorara
guficientemente.

DIVULGACAO DA INVENCAO

Um cbijetivo da presente invencdo & melhorar a eficéacia
de compressdo dos métodos de codificacdc de comprimento
varidvel utilizados em 4&reas taig como compresgido de
imagens.

Outro objetivo da presente invencdo €& descodificar
corretamente o8 dados que gdo codificados através de um
métode de codificagdo de comprimento variavel tendo
eficédcia de compressdo melhorada.

A  presente invengdo  proporciona  um gistema de
codificacdoc e descodificacgd@o de comprimento varidvel
conforme definido na reivindicacdo 1 e um método de
codificagdo e desgcodificacdo de comprimento varidvel
conforme definido na reivindicacéo 3.

BREVE DESCRICAQ DOS DESENHOS
A Fig. 1 & um diagrama em bloco mostrandce a configuragdo
global de um disgpogitivo de codificacgdo de comprimento
variavel de acordc com uma primeira forma de realizagdo

da presgente invencdo;
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A Fig. 2 é um diagrama em bloco mostrandc a configuracdo
global de um digpogitivo de codificacdo de imagens
padrdo;

A Fig. 3 é um diagrama de fluxc mostrando um diagrama
esquemdtico da operacdo de uma unidade de codificacdo de
dados;

A Fig. 4 é um diagrama de fluxc mostrando um diagrama
esquemdtico da operagdo de uma versdo modificada da
unidade de codificacdo de dados;

A Fig. 5 mostra um exemplo da estrutura de um fluxo de
dados de imagens;

A Fig. 6 mostra outro exemplo da estrutura de um f£luxo de
dadog de imagens;

A Fig. 7 mostra estruturas de dados de fluxo de bits
geradas por um dispositivo de codificacgdo de comprimento
variavel;

A Fig. 8 mostra estruturas de dados de fluxo de bits
geradas por um dispositivo de codificacgdo de comprimento
variavel;

A Fig. 9 é um diagrama em bloco mostrando a configuragdo
global de um dispositivo de descodificacdo de comprimento
varidvel de acordo com a primeira forma de realizacgdo da
pregente invencdo;

A Fig. 10 é um diagrama em bloco mostrando a configuracdo
glcbal de um digpositivo de descodificacdo de imagens
padrio.

A Fig. 11 & um diagrama de fluxo mostrando um diagrama
esquematice da operac¢ado de uma unidade de degcodificacéo
de dadoes;

A Fig. 12 & um diagrama em bloco mogtrando a configuragdo
glcbal de um dispogitivo de codificacdce de comprimento
varidvel de acordo com uma gegunda forma de realizacgdo da
presente invengdo;

A Fig. 13 mostra as estruturas de uma pluralidade de
tabelas de cddigos de comprimento varidvel;
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A Fig. 14 é um diagrama de fluxo mostrando um diagrama
egquemdtico da operacgdo de uma unidade de codificacdo de
dados;
A Fig. 15 mostra estruturas de dados de fluxo de bits
geradas por um dispositivo de codificacdo de comprimento
variavel;
A Fig. 16 mostra estruturas de dados de fluxo de bits
geradas por um dispositivo de codificacdo de comprimento
varidvel;
A Fig. 17 & um diagrama em bloco mostrando a configuracado
global de um disposgitivo de desgcodificacdo de comprimento
varidvel de acordo com a segunda forma de realizacdo da
presente invencao;
A Fig. 18 é um diagrama de fluxo mostrando um diagrama
esquemdtico da operacdo de uma unidade de descodificacéo
de dados;
A PFig. 19 dilustra wuma situacdo na gqual a presente
invencdo & executada num sistema informético utilizando
uma disquete mna qual o© método de codificacdo de
comprimento varidvel ou o método de descodificacao de
comprimento varidvel de acordo com a primeira ou segunda
forma de realizac8o egtdo armazenados;
A Fig. 20 é um diagrama em bloco mostrando a configuragdo
inteira de um gigstema de fornecimento de contetGdos;
A Fig. 21 wmostra um exemplc de um telefone mdvel gue
utiliza um método de codificagdo de imagens em movimento
e um método de descodificacgdo de imagens em movimento;
A Fig. 22 & um diagrama em bleoco do telefone mdvel; e
A Fig. 23 mostra um exemplo de um sistema para difusdo
digital.

MELHOR MODO PARA A EXECUCAO DA INVENCZAO

1. Primeira Forma de Realizacgdo

(1) Configuragdo de digpogitivo de codificagdo de

comprimento varidvel

[1] Dispositivo de codificagdc de comprimento varidvel de
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acordo com a presente invengao

A Fig. 1 é um diagrama em bloco da configuragado global
de um dispositivo de codificacdo de comprimento variadvel 1
de acordo com uma forma de realizacdo da presente invencéo.
O dispositivo de codificagdo de comprimento varidvel 1 & um
dispositivo para vrealizar codificacdo de comprimento
variadvel de dados introduzidos, e criar fluxos de bits. Em
particular, o dispositivo de codificacdo de comprimento
variavel 1 & caracterizado por empregar codificacgdo
aritmética como um método de codificacgdo primario. Deve ger
notado que a codificacdo aritmética se refere a um método
de codificagdo qgue aumenta a eficdcla da codificacgdo
atualizando dinamicamente uma tabela de probabilidades em
resposta a probabilidade dos simbolos realmente produzidos.

S80 possiveis varios tipos de dados de entrada para o
dispositivo de codificag¢do de comprimento varidvel 1, mas
esta forma de realizacgdo serd descrita como uma na qual g0
introduzidos dados de imagens. Por outras palavras, o0
dispogitivo de codificacdc de comprimento varidvel 1 tem
uma funcdo que realiza codificacdo de entropia em sinaisg de
imagens que foram convertidos em dados. Com o esguema MPEG
em particular, og dados de imagens que sdo introduzidos no
dispositivo de codificacdo de comprimento variavel 1 s8o
dados de imagens tais como coeficientes quantificados de
DCT e vetores de movimento.

O dispositivo de codificag¢do de comprimento variéavel 1
inclui wuma unidade de codificacdo de dadog 2 e um
codificador de cabecalhos 3.

A unidade de codificacdo de dados 2 é um dispogitivo
para realizar codificagdo arvitmética em dados qgque nado
cabecalhos para cada unidade de dados, e estd provido com
um codificador aritmético 7, uma unidade de atualizacdo de
tabela de probabilidades 8 e uma unidade de inicializacao
9. Deve sger notado que no caso de dados de imagens, a
unidades de dados referida no presente documento é definida
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como uma imagem ou uma fatia. Para além disso, cada unidade
de dados é composgta por uma pluralidade de conjuntos de
gubdadog. Quando a unidade de dados é uma imagem, 08
gsubdados g&o fatias, macroblocos e Dblocos, e guando a
unidade de dados é uma fatia, os subdados s8o macroblocos
cu blocos.

O codificador aritmético 7 & um dispositivo para enviar
dados gerados para a unidade de atualizacdo de tabela de
probabilidades 8 apds a introducdo de dados, e para
codificacdo de dados com base nas tabelas de
probabilidades, isto é, ag palavras de c¢bdigo, gque séo
produzidas a partir da unidade de atualizacdo de tabela de
probabilidades 8.

A unidade de atualizacdo de tabela de probabilidades 8
tem uma fungdo que atualiza as tabelas de probabilidades, e
é um disposgitivo para produzixr as tabelas de
probabilidades, isto é, as palavras de c¢ddigo, para O
codificador aritmético 7 enguanto atualizando as tabelas de
probabilidades em vregposta & probabilidade dos dados
gerados que s8o produzidos a partir do codificador
aritmético 7.

A unidade de inicializacdo 9 & um disgpogitivo para
producdco de instrucdes de inicializagdo de tabela de
probabilidades para a unidade de atualizac8o de tabela de
probabilidades 8.

O codificador de cabecalhcos 3 & um dispositivo para
codificar dados de cabecalho com um método de codificacio
fixa. Um método de codificacdo fixa refere-se a um método
no gqual a palavra de cddigo para cada cddigo nd3o é alterada
durante a codificacdo, e inclui métodos de codificacdo de
comprimento fixo e métodos de codificag¢do fixa de
comprimento varidvel. Dado que é utilizado um método de
codificagdo fixa, ogs dados de cabegcalho podem ger
facilmente codificados.

Por outro lado, um nmétode de codificagdo no qual as
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palavrags de c&digo que corregpondem a cada c¢ddige sdo
alteradag é vreferido como um método de codificacgdo
adaptativo. Além digso, entre og métodogs de codificacgdo
adaptativog, exigtem métodcs de codificagdo estaticos nos
guais ag tabelas gue indicam a relacdo entre os cdéddigos e
as palavrag de cbddigo que corregpondem acs c¢bddigos gdo
simplesmente permutadas, e a codificacdo dindmica, na qual
as prdéprias palavras de c¢ddigo sdo  sucessivamente
atualizadas. Por outras palavras, isto significa gque um
método de codificacdo estéatica ndoc é um métede de
codificacdo dindmica (um método de codificacdo tal como
codificacgdco aritmética no qual a relagdo corregpondente
entre os cddigos e ag palavras de c¢ddigo que corregpondem a
esseg cbdigog € variada dinamicamente) . Congequentemente, a
taxa de compressdo pode ser melhorada mais com um método de
codificac8o din8mica do gue com um método de codificacdo
estéatica.

O disgpositivo de codificag¢do de comprimento varidvel 1
estd provido adicionalmente com um codificador de tabela de
probabilidades 6. O codificador de tabela de probabilidades
6 é um dispositivo para codificar as tabelag de
probabilidades que s8o produzidas a partir da unidade de
atualizagdo de tabela de probabilidades 8 com um método de
codificacdo fixa. Dado gue utiliza um método de codificacio
fixa, as tabelas de probabilidades podem ser facilmente
codificadas.

Um multiplexador 4 é um dispositivo para multiplexacdo
dos dadog de cabegalho codificados que sdo produzidos a
partir do codificador de cabegalhos 3, os dados codificados
para além dog cabecalhos que sdc produzidos a partir do
codificador aritmético 7, e os dados codificados da tabela
de probabilidades gue sado produzidos a partir do
codificador tabela de probabilidades 6, e também para
geragdo de gequénciag de cddigos (fluxos de bits) e envio

dos mesmos para uma linha de transmissio.
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[2] Digpositivo de codificacdc de imagens padrio

Agui, o diagrama de blocog da Fig. 2 gerd utilizado para
ilugtrar uma configuracdo de um digpositivo de codificacgdo
de imagens padrdo 100. O dispositivo de codificacgdo de
imagens padrio 100 inclui uma unidade de
estimativa/compensacao de movimento (ME/MC) 102, um
gsubtrator 103, uma unidade de codificacdo conversora 104,
uma unidade de degcodificacio conversora 105, um
adicionador 106, e uma unidade de codificacg8o de entropia
107. Deve ger notado que a unidade de codificac8@o de dados
2 gue foi mencionada anteriormente corregponde a unidade de
codificagdo de entropia 107.

A unidade de estimativa/compensacdo de movimento 102
recebe dados de imagens de entrada PicIn e gera dadog de
blocos previstos para blocos que se destinam a ser
codificados na dimagem a ser codificada. A unidade de
estimativa/compensagdo de movimento 102 inclui uma unidade
de egtimativa de wmovimento (ME) 111, wuma unidade de
compensagdo de movimento (MC) 112, e uma memdria de imagens
113.

A unidade de estimativa de movimento 111 recebe as
imagens introduzidas PicIn, e calcula o8 vetores de
movimento MV, gue s8o movimentos das imagens introduzidas
PicIn para imagens reconstruidas na memdria de imagens 113.
A unidade de estimativa de movimento 111 envia os vetores
de movimento MV para a unidade de compensag¢do de movimento
112, a memdria de imagens 113 e para a unidade de
codificagdo de entropia 107. Com base nos vetoreg de
movimento MV a partir da unidade de estimativa de movimento
111, a wunidade de compensag¢do de movimento 112 gera
{(compensa por movimentco) dados de imagens como imagens de
referéncia que corregpondem acs movimentogs dag imagens
reconstruidas na memdria de imageng 113, e envia 08 mesmos
para o subtrator 103 e para o adicionador 106. A memdria de

imagens 113 armazena as imagens reconstruidas, e as imagens
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reconstruidas sdo lidas com a unidade de estimativa de
movimento 111 e a unidade de compensacdo de movimento 112.
Deve ger notado que qguando ao codificar intra-imagem, o
valor de pixel da imagem de referéncia do wmovimento
compensado €& tomado como 0O, e o subtrator 103 e o
adicionador 106 produzem os dadog de entrada tal como estdo
sem subtrair ou adicionar.

O subtrator 103 determina valores diferenciais entre os
dadog de destino da imagem de entrada PicIn e uma imagem de
referéncia a partir da unidade de compengacgdo de movimento
112, e envia dados diferenciais correspondentes a essges
valores diferencials para a unidade de codificacgdo
conversora 104.

A unidade de codificacdo conversora 104 executa o
processamento de compreggdo de dadog nog dados diferenciais
do subtrator 103, e produz dadcs comprimidos. A unidade de
codificacdo conversora 104 inclui uma unidade de
transformac¢do ortogonal 114 e uma unidade de gquantificacio
115. A unidade de transformag¢doc ortogonal 114 realiza um
processamentoc de transformagdo discreta de COSSEeno
(procesgsamento de DCT) dos dados diferenciais a partir do
gubtrator 103, e envia egsgseg dados para a unidade de
quantificacdo 115. O procegsamento de DCT & um tipo de
processamento de transformag¢do ortogonal no gual os dados
do dominio espacial gdo convertidog em dados do dominio de
frequéncia. A unidade de quantificacdo 115 guantifica os
dados de DCT a partir da unidade de transformacdo ortogonal
114 com uma etapa de gquantificacdo, e envia coeficientes de
quantificacdo para a unidade de descodificacdo conversora
105 e para a unidade de codificacgdo de entropia 107.

A unidade de descodificacdo conversora 105 leva a cabo
procegsamento de expansdo de dados sobre a saida a partir
da unidade de codificacdo conversora 104, e produz dados
expandidos. A unidade de descodificacgdc conversgora 105

inclui uma unidade de quantificacdo inversa 116 e uma
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unidade de transformacdc ortogonal inversa 117. A unidade
de quantificacdo inversa 116 qguantifica inversamente a
gaida a partir da unidade de codificacdo conversora 104 com
a etapa de guantificac8o descrita acima e envia-o para a
unidade de transformacdo ortogonal inversa 117. A unidade
de trangformagdo ortogonal inversa 117 leva a cabo
processamento de transformac¢do discreta de cosseno inversa
(processamento de IDCT) na gsaida da unidade de
quantificacdo inversa 116, e envia dadogs expandidos como
ginais resgiduails preditivos para o adicionador 106. O
procegsamento de IDCT & um processce no gual os dados do
dominio de frequéncia gdo transformados em dados do dominio
espacial.

Quando os macroblocos tiverem sido submetidos a
codificacdc de predicdo de compensacdo do movimento inter-
imagem, o© adicionador 106 envia dados de imagens obtidos
adicionando os sinais resgiduais preditivos a partir da
unidade de descodificacgdo convergora 105 e ag imagens de
referéncia a partir da unidade de compensacdo de movimento
112 para a memdria de imagens 113 como  imagens
reconstruidas.

A unidade de codificacao de entropia 107 realiza
codificagdo de entropia nog dados guantificados pds-DCT da
unidade de codificacdo de DCT 104. A codificacdo de

~

entropia refere-se a codificacdo na gual uma sequéncia de
bits de ™07s e “1"gs & convertida numa sequéncia de bits
maisg curta, utilizando propriedades estatisticas da
gequéncia de bits.
(2) Operacdo do dispositivo de codificacdc de comprimento
variavel
[1] Operacdo da unidade de cecdificacdo de dadeos e do
codificador de tabela de procbabilidades

A Fig. 3 é um diagrama de fluxo mostrando um diagrama
esquemdtico da operag¢do da unidade de codificacdo de dados

2 e do codificador de tabela de probabilidades 6.
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Na etapa S$1, a unidade de inicializacdo 9 envia uma
instrucgdo de inicializacgdo para a unidade de atualizacdo de
tabela de probabilidades 8, e a unidade de atualizagdo de
tabela de probabilidades 8 define uma tabela de
probabilidades para cada unidade de dados para valores
iniciaig. Nesta operacgdo de inicializac8o, a unidade de
inicializac8o 9 e a unidade de atualizacdo da tabela de
probabilidades 8 executam a inicializag¢do da tabela de
probabilidades com base em dados de inicializacdo no
cabecalho. Podem ger utilizados dados gue g83c comuns a
todag as unidades de dados como dados de inicializacdo nas
tabelas de probabilidades. Quando a unidade de dados é uma
imagen, exemplos de dados comuns eficazes para
inicializagdo dncluem tipog de codificacdo de imagens
(digtinguindo entre imagens intra-codificadas, imagens
codificadas preditivas e imagens codificadas bi-preditivas)
e valores iniciais de pardmetrog de quantificagdo de
imagens. Deve ser notado que dados comuns sem muita relacdo
com inicializacgdo incluem parlmetros tais como a ordem de
codificagdo de imagens, a ordem de exibicdo de imagens,
vetores de movimento e dimensdo das imagens. Quando a
unidade de dados & uma fatia, o8 exemplos incluem tipos de
codificagdo de fatias (distinguindo entre fatias intra-
codificadas, fatias codificadags preditivas e fatias bi-
preditivas), e valores iniciais de parametros de
quantificacdo de fatias.

Na etapa 82, o codificador aritmético 7 e a unidade de
atualizagdo da tabela de probabilidades 8 cooperam para
realizar codificacgéo aritmética nos subdados. Mais
especificamente, com base na saida da tabela de
probabilidades a partir da unidade de atualizacdo de tabela
de probabilidades 8, o© codificador aritmético 7 obtém
probabilidades utilizadas na codificagdo de subdados a
partir da tabela de probabilidades e faz referéncia a essas

probabilidades para codificar og subdados. Especificamente,
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a unidade de dados sdo imagens ou fatias, e og macroblocos
ou blocos que s8o os subdados sdo codificados.

Na etapa S3, a tabela de probabilidades de dados gerados
é atualizada por parte da unidade de atualizacgdo de tabela
de probabilidades 8 de acordo com os dados gerados. Nesta
forma de realizac¢do, a tabela de probabilidades atualizada
é utilizada guando é realizada codificacgdo aritmética sobre
os seguintes subdados.

Na etapa S84, & determinado se a codificagdo de todos os
gubdados estd ou ndo completa. Se for determinadc que a
codificacdo de todos o8 subdados ndo estd completa, o
procedimento retorna para a etapa S2 e a operagdo descrita
acima é repetida.

Na etapa 85, & determinado se codificar ou ndo a tabela
de probabilidades, e se ge destinar a ser codificada, o
procedimento procede para a etapa S6, & se ndo ge degtinar
a sger codificada, a etapa S$6 é ignorada. O codificador
aritmético 7 gera um sinalizador de valor inicial que serve
para identificar o resultadoc da determinacgdo, e envia esse
resultado Jjuntamente com os dados codificados para o
multiplexador 4. Deve ser notado que a tabela de
probabilidades wutilizada como wvalores iniciaig ndo é
codificada em talg cascs guando, por exemplo, a guantidade
de dados até a seguinte tabela de probabilidades ser
inicializada é suficientemente grande (por outras palavras,
a propeorgdo da quantidade de dados reguerida para
aprendizagem para a gquantidade total de dados gue & ocupada
é suficientemente pequena, e a eficidcia da aprendizagem €
como tal boa), ou gquando a tabela de probabilidades
utilizada como valores iniciais é gubstancial ou
completamente consistente com a tabela de probabilidades
Stima obtida através de aprendizagem.

Na etapa 86, a tabela de probabilidades da unidade de
atualizag¢do da tabela de probabilidades 8 é codificada pelo
codificador de tabela de probabilidades 6.
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A eficécia de compressdo é melhorada através do método
de codificacdo degcrito acima porgue, exceto a primeira
codificagdo de subdados, a tabela de probabilidades &
atualizada com base nos valores de subdados codificados, e
gsdo obtidas probabilidades a partir da tabela de
probabilidades. Em particular, dado que a tabela de
probabilidades a ser utilizada na codificag¢8o de subdados é
uma tabela de probabilidades atualizada através de
codificacgao aritmética dosg subdados anterioreg, a
codificacdo pode ger alcancada em tempe real e a velocidade
de codificacdo serd aumentada. Além disso, pode ser obtida
eficacia de compregsdo favoravel devido a correlagdo
egpacial e temporal das imagens.

Deve ger notado gue pode ger realizada codificacgéo
aritmética utilizando uma tabela de probabilidades obtida
por meic de codificag¢8o aritmética dos valores iniciais da
unidade de dados. Neste caso, existe uma elevada eficacia
de compresgsgdo inclusgive quando hd& uma grande diferenca
entre os contetdos da unidade de dados e da unidade de
dados anterior.

O diagrama de fluxo mostrade na Fig. 4 é uma modificacdo
do diagrama de fluxo mostrado na Fig. 3, e uma situacdo em
que somente & codificada uma parte da tabela de
probabilidades guando a tabela de cb&digog da unidade de
atualizagdo da tabela de probabilidades 8 € codificada por
parte do codificador de tabela de probabilidades 6 na etapa
S6. Nesta gituacdo, a quantidade de c¢ddigos pode ser
reduzida, e além dissc, ao empregar um método no gual
gomente gdo codificadas asg porgdes de dados codificados com
elevada probabilidade na tabela de probabilidades obtida,
pode gser alcancgada descodificagdo suficientemente correta
ao degscodificar. Asg porgdes de dados com  baixa
probabilidade s8c inicializadas com valoresg iniciais. Na
etapa 87, as porcdes gque ndo foram codificadas na tabela de

probabilidades sdc inicializadas com valores iniciais. Isto
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é, guando somente gdc codificadas as partes importantes da
tabela de probabilidades, inicializando com valores
iniciaig somente as porgdes gue nado gdo codificadas, todas
as relagdeg da tabela de probabilidades podem ser definidas
para valoreg esgpecificos guando a tabela de probabilidades
é& egpecificada para codificacdo sem depender de valores da
tabela de probabilidades até entdo, e as tabelas de
probabilidades do dispositivo de codificagdo e do
disgspositivo de descodificacdo podem gser comparadas.

[2] Operacdo da unidade de codificacdo de cabecalhos

0 codificador de cabecalhog 3 codifica og dados de
cabegalho introduzidos e envia og dados de cabecgalho
codificados para o multiplexador 4.

[3] Operacdoc do multiplexador

O multiplexador 4 gera um fluxo de bits a partir dos
dados que sdo produzidos a partir do codificador aritmético
7, do codificador de cabecalhos 3 e do codificador de
tabela de probabilidades 6 e envia-o a wuma linha de
transmissdo.

A Fig. 5 mostra um exemplo da estrutura de um fluxo de
dados de imagensg. Conforme mostrado na Fig. 5, o fluxo &
composto por areas de dados comung tais como um cabecgalho e
adreag de GOP ({(Grupo de Imagens). Ag areag de GOP gdo
compostas por areas de dados comuns tais como um cabecalho
e sgemelhantes, e uma pluralidade de &reas de imagens. As
dreag de imagens s8o compostas por areas de dados comuns
tais como um cabecalho e semelhantes e por uma pluralidade
de &reas de dados de fatias. As &reas de dados de fatias
gdo composgstas por Aareags de dados comung tais como  um
cabecalho e semelhantes, e por uma pluralidade de Areag de
dados de macroblocos.

Além disso, o fluxo ndc tem de ser um fluxo de bits
continuo. Quando ge transmitindo em pacotes (que gao
unidades de dados finamente divididas), entdo parteg do
cabecalho e partes dos dados podem sger gseparadas e
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transmitidas separadamente. Neste c¢asgso, as partes do
cabecalho e ags partes dog dados ndc sdo um Gnico fluxo de
bits, conforme mostrado na Fig. 5. No entanto, no caso dos
pacoteg, embora a sequéncia de transmiss8o para a parte do
cabecalho e para a parte dos dados ndo seja continua, as
porgbes de dados corregpondentes e as suas partes de
cabecalho correspondentes sdo simplesmente transmitidas em
pacotes separados, e embora este ndc seja um fluxo de bits
Gnico, o conceito € o mesmo do que para o fluxo de bits
ilustrado na Fig. 5.

A Fig. 6 mostra outro exemplo da esgtrutura de um fluxo
de dados de imagens. A estrutura deste fluxo é basgicamente
a mesma esgstrutura do que a estrutura do fluxc mostrada na
Pig. 5, e como tal somente serdo descritos abaixo os pontos
de diferenca. Na esgtrutura deste fluxo, os GOPs e as
imagens nd3o tém cabegalhos. Somente as fatias tém
cabegalhos. Os GOPs e as imagens tém varios parametros como
dadog comung nas suas porgdes principais. Os parémetros
correspondem a um cabec¢alho, mas a diferenca & gue o8
parémetros também sdo eficazes para imagens subsequentes
enquanto 0s parametros ndo forem atualizados. Por exemplo,
igto significa gue o©s parlmetros correspondentes a um
cabegalho de uma imagem sao o cabegalho da imagem para
todas as 1imagens até og parmetros correspondentes ao
geguinte cabecalho de imagem serem trangmitidos.

A Fig. 7 mostra a estrutura de dados de um fluxo de bits
que €& produzido a partir do multiplexador 4 quando a
unidade de dadog degcrita acima corresponde aog dados de
imagem de uma imagem. Uma imagem €& geralmente composta por
um cabeg¢alho, e uma pluralidade de fatias como subdados
codificados. O cabecalho indica o inicio dos dados
codificados para uma imagem e é primariamente composto
pelog dados comuns para cada fatia (por exemplo, o tipo de
codificagdo da imagem [distinguindo entre imagens intra-

codificadas e imagens codificadas preditivas], e parémetros
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talg como nlmeros gqgue indicam a ordem da codificacdo de
imagens ou a ordem de exibicgdo).

E colocado um sinalizador de valor inicial no cabecalho.
O sinalizador de wvalor inicial é wum sinalizador para
identificar se a tabela de probabilidades utilizada para o8
valoreg iniciaig estdéd ou ndo codificada. Se a tabela de
probabilidades estiver codificada, ¢ sinalizador & “1”, e
se ndo estiver codificada, o sinalizador é “0”.

Além disso, tal como wmostrado na Fig. 7(a), sdo
colocados dadeos codificados da tabela de probabilidades
dentro do cabecalho como valores iniciaigs da tabela de
probabilidades. Quando a tabela de probabilidades nidoc esta
codificada, o8 dados codificados da tabela de
probabilidades ndo sdo enviados por parte do codificador de
tabela de probabilidades 6 para o multiplexador 4, cujo
regultado, conforme mostrado na Fig. 7(b), & que og dados
codificados da tabela de probabilidades ndo sdo colocados
no fluxo de bits.

Conforme descrito acima, © cabegalho inclui porgdeg de
dadog comuns (que estdo originalmente na parte do
cabecalho) gque sd3o codificados pelo codificador de
cabecalhos 3, um sinalizador de wvalor inicial gerado pelo
codificador aritmético 7, e dados codificados da tabela de
probabilidades codificados pelo codificador de tabela de
probabilidades 6. Malg particularmente, as porcdes de dados
comuns sdo divididas num lado de porg¢do principal e num
lado de dados de imagem, e inseridos entre as mesmas estdo
o sinalizador de valor inicial e os dados codificados de
tabela de probabilidades, por esga ordem.

A Fig. 8 mostra a estrutura de dados de um fluxo de bits
que €& produzida a partir do multiplexador 4 quando a
unidade de dados é uma fatia de dados de imagens. Uma fatia
& geralmente composta por um cabecalho, e uma pluralidade
de Dblocos (ou macroblocos) como subdados codificados. O
cabecalho indica o© inicio dog dados codificados de uma
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fatia e é primariamente composto pelos dadog comuns para
cada fatia (par@metros tais como um cddigo inicial e uma
egscala de quantificag¢do). Além disso, é c¢olocado um
ginalizador de valor inicial no cabkecalhc. O ginalizador de
valor inicial & um sinalizador para identificar se a tabela
de probabilidades utilizada como og valoreg iniciais esgté
codificada ou ndc. Se a tabela de probabilidades estiver
codificada, o© sinalizador é *17, e se ndo estiver
codificada, o sinalizador & ®0".

Além disso, conforme mostrado na Fig. 8{a), =do
colocados dados codificados da tabela de probabilidades
dentro do cabegalho como valores iniciaig da tabela de
probabilidades. Quando a tabela de probabilidades ndo esté
codificada, 0os dados codificados da tabela de
probabilidades ndo sdo enviados a partir do codificador de
tabela de probabilidades 6 para o© multiplexador 4, cujo
regsultado, conforme mostrado na Fig. 8(b), & que og dados
codificados da tabela de probabilidades ndo gdo colocados
no fluxo de bits.

Conforme descrito acima, o cabegalho inclui porgdeg de
dados comuns (gue estdo originalmente na porcdo do
cabecgalho) gque sd8o codificadas pelo codificador de
cabeg¢alhos 3, um sinalizador de valor inicial gerado pelo
codificador aritmético 7, e dados codificados de tabela de
probabilidades codificadog por parte do codificador de
tabela de probabilidades 6. Mais especificamente, as partes
de dadog comuns sgdo divididas num lado de porg¢dc principal
e num lado de dados de imagens, e inserido entre as mesmas
estdo o sinalizador de valor inicial e os dados codificados
de tabela de probhabilidade, por essa ordem.

Deve sger notado que nesta forma de realizacgdo a tabela
de probabilidades em gi foi codificada e incorporada no
cabecalho como dados relacionados com a tabela de
probabilidades, mas em vez disso, pode ser codificada e
incorporada no cabec¢alho informag¢do indicando a tabela de
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probabilidades obtida (por exemplo, uma £érmula, um
ginalizador indicando a tabela de probabilidades, ou
informacdo indicando uma combinacdo dog mesmos). Neste
caso, a guantidade de codificacdo pode ser reduzida, porgue
a tabela de probabilidades em si ndo & codificada.

Como um exemplo adicional de informagdo indicando a
tabela de probabilidades obtida, €& posgivel utilizar uma
porcado de dadog comuns no cabecalho. Neste caso, a
quantidade de codificacdo pode ser ainda mais reduzida
porque esses dados também funcionam como uma porgdo de
dados comuns na unidade de dados. Quando a unidade de dados
& uma imagem, exemplogs de dados comuns incluem tipos de
codificac8o de imagens (distinguindo entre imagens intra-
codificadas, imagens codificadas preditivas e imagens bi-
preditivas), e valores iniciais de  parémetros de
gquantificac¢do de imagens. Deve ger notado gue dadog comung
sem muita relagdo com inicializa¢do incluem parametros tais
como a ordem de codificacdo de imagens, a ordem de exibicdo
de imagens, vetores de movimento, e dimensdo das imagens.
Quando a unidade de dados é uma fatia, os exemplos incluem
tipos de codificacdoc de fatias (distinguindce entre fatias
intra-codificadag, fatias codificadas preditivas e fatias
bi-preditivas), e os valores iniciails dos parametros de
quantificacdo de fatias. Além disso, o sinalizador de valor
inicial pode ser comisso assegurando que ¢s valores iniciais
g80 sempre atualizadog, isto &, garantindo gue o8 valores
iniciais sdo sgempre enviados.

(3) Configuracdo do digpogitivo de descedificacdo de
comprimento variavel

[1] Dispositivo de desgcodificac8o de comprimento variével
de acordo com a presente invencdo

A Fig. 9 & um diagrama em bloco mostrando a configuragdo
global de um digposgitivo de degcodificacdo de comprimento
varidvel 11 de acordo com uma forma de realizacdoc da

presente invencdo. O dispositivoe de descodificacdo de
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comprimento varidvel 11 &, por exemplo, um dispositive para
desceodificar dados gque foram codificadog por parte do
dispositivo de codificagdo de comprimento varidvel 1.
Quandc ¢ objeto gdc dados de imagensg, o digpositive de
desccedificacdo de comprimento varidvel 11 tem asg funcdesg de
execucdo da descodificacado de entropia dos dadog e obtengdo
de dados de imageng transformadas.

O dispogitivo de descodificacdo de comprimento varidvel
11 estd primariamente provide com uma unidade de
degcodificacdo de dados 12 e uma unidade de desgcodificacao
de cabecalhos 13.

A unidade de degcodificacdo de dadosg 12 &€ um disposgitivo
para executar descodificac8o aritmética sobre dados para
além do cabegalho de cada unidade de dados, e estéd provida
com um degcodificador aritmético 17, uma unidade de
atualizac8o de tabela de probabilidades 18, e uma unidade
de inicializac8o 19. Deve ser notado gue a unidade de dados
referida agui no caso dos dados de imagens significa uma
imagen ou uma fatia.

O descodificador aritmético 17 é& um dispeositivo para
enviar dados gerados para a unidade de atualizacdo da
tabela de probabilidades 18 apds os dados codificados serem
introduzidos, e descodificar dados codificados com base nos
dados da tabela de probabilidades, isto &, palavras de
cddigo, que sdc produzidos a partir da unidade de
atualizacgdo de tabela de prcbabilidades 18.

A unidade de atualizac8o da tabela de probabilidades 18
tem a func¢doc de atualizar as tabelas de prcbabilidades, e &
um dispositivo para enviar a tabela de probabilidades, isto
&, as palavrags de cddigo para o descodificador aritmético
17 enquanto atualizandoe a tabela de probabilidades en
regposta & probabilidade dos dados gerados que & produzida
pelo degcodificador aritmético 17.

A unidade de inicializacdo 19 & um dispositivo para

enviar uma instrucdo de inicilalizacdo a partir da tabela de
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probabilidades para a unidade de atualizagdc de tabela de
probabilidades 18.

O descodificador de cabegalhos 13 é um dispositivo para
degcodificar dados de cabecalho codificadog com um método
de descodificacdo fixa.

O disposgitivo de descodificac¢8oc de comprimento variavel
11 estd adicionalmente provido com um descodificador da
tabela de probabilidades 16. O descodificador da tabela de
probabilidades 16 é um dispositivo para a descodificacgdo de
dados codificados da tabela de probabilidades com um método
de descodificacdo fixa.

Um desmultiplexador 14 é um dispositivo para
desmultiplexacdo e producdo de um fluxce de bits como dados
de cabegalho codificados, dados codificados que n8oc os
cabecalhos, e dados codificados da tabela de
probabilidades.

[2] Dispositivo de descodificacdo de imagens padraoc

Aqui, o© diagrama de blocos da Fig. 10 serd utilizado
para ilustrar uma configuracdo interna de um digpositivo de
descodificacdo de imagens padrd@o 200. O dispositivo de
descodificacdo de imageng 200 inclui uma unidade de geracdo
de dados de predig¢do 202, uma unidade de degcodificacéo
conversora 204, um adicionador 206 e uma unidade de
descodificagdo de entropia 207. Deve ger notado que a
unidade de descodificacdo de dados 12 gue £foi mencionada
anteriormente corresponde & unidade de descodificacg&o de
entropia 207.

A unidade de descodificacdo de entropia 207 realiza
descodificacdo de entropia dos dados do fluxo que gdo
introduzidos, com base na tabela de prcbabilidades, e envia
esses dados para a unidade de degcodificacdo convergora 204
e para a unidade de geracdco de dados de predicdo 202. A
descodificacdo de entropia & um proceggo na direcdo inverga
da codificag¢do de entropia, e refere-gse a degcodificagéo

aritmética nesta forma de realizacgdo.
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A unidade de geracdco de dados de predicdo 202 inclui uma
unidade de compensacdo de movimento 212 e uma memdria de
imagens 213. As imagens produzidas a partir do adicionador
206 s&o produzidas como imagens de referéncia e armazenadas
na memdria de imagens 213. Com base nosg vetores de
movimento MV degcodificadog por parte da unidade de
degcodificacdo de entropia 207, a unidade de compensacdo de
movimento 212 gera dados de imagens como imagens de
predicdo (compensagdo de mwmovimento) corregpondentes aos
vetores de movimento MV a partir das imagens de referéncia
armazenadas na memdria de imagensg 213, e envia O mesmo para
o adicionador 206. Deve ger notado que ao codificar imagens
intra-codificadas, o©g valoreg de pixel da imagem de
referéncia compensada em movimento s8o tomados como 0, € ©
adicionador 206 produz os dados de entrada como tal sem
realizar adigdeg. Além disso, o©08 vetores de movimento
descodificados sao armazenados na memdria de imagens 213.

A unidade de descodificacdc convergora 204 leva a cabo
proceggamento de expansdc de dadog sobre a produgdco a
partir da unidade de descodificacdo de entropia 207, e
produz dados expandidos. A unidade de descodificacdo
conversora 204 inclui uma unidade de guantificacdo inversa
214 e uma unidade de transformacdo ortogonal inversa 215. A
unidade de guantificacdo inversga 214 quantifica
inversamente a produgado a partir da unidade de
descodificacdo de entropia 207, e envia © mesmo para a
unidade de trangformacdo ortogonal inversa 215. A unidade
de transformacdo ortogonal inversa 215 1leva a c¢abo
procesgamento de transformacdo disgcreta de cosseno inversa
(proceggamento IDCT) na producdo a partir da unidade de
gquantificacdo inversa 214, e envia og dados expandidos para
o adicionador 206. O processamento de IDCT & um pProcesso no
gual og dadog do dominio da freguéncia g&do trangformados em
dadog do dominio espacial.

0O adicionador 206 produz, como imagens produzidas, os
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dadog de imagens obtidos adicionando og dados de imagens a
partir da unidade de codificacdo conversora 204, e og dados
de imagens adicionados com a imagem de estimativa da
unidade de compengac¢do de movimento 212, e também produz o
regultado para a memdria de imagens 213.

(4) Operagéo do digpositivo de descodificacéo de
comprimento varidvel

[1] Operagdo do desmultiplexador

O desmultiplexador 14 desmultiplexa um fluxo de bitg,
envia dados de cabecalho codificados para o descodificador
de cabecalhos 13, envia dados codificados para além dos
cabegalhos para o descodificador aritmético 17, e envia os
dados codificados da tabela de prcbabilidadegs para o
descodificador de tabela de probabilidades 16 guando
existem dados codificadog da tabela de probabilidades. Deve
ger notado que o desgcodificador de cabecalhos 13 envia o
ginalizador de wvalor inicial degcodificade do cabecalho
para a unidade de inicializacdo 19.

[2] Operacgdo do descodificador de cabecalhos

O descodificador de cabecalhog 13 desgcodifica og dados
de cabecalho codificados que gdo produzidos pelo
desmultiplexador 14, e produz dados de cabegalho.

[3] Operacdo da unidade de descodificacdo de dados e do
codificador de tabela de probabilidades

A Fig. 11 & um diagrama de fluxo mostrando um resumo da
operacdo da unidade de descodificacdo de dados 12 e do
descodificador de tabela de probabilidades 16.

Na etapa S21, a unidade de inicializac¢dc 19 inicializa a
unidade de atualizagdo de tabela de probabilidades 18 de
forma a definir uma tabela de probabilidadeg para valores
iniciais.

Na etapa $22, com base no ginalizador de valor inicial
incorporado no cabeg¢alho, a unidade de inicializac8o 19
determina se a tabela de probabilidades estd codificada ou
ndo. Se for determinado que a tabela de probabilidades esta
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codificada, o procedimento progsegue para a etapa S23, e sge
for determinado que a tabela de probabilidades ndo estéa
codificada, o procedimento salta a etapa 823 e prossegue
para a etapa S24.

Na etapa 823, a unidade de atualizacdo da tabela de
probabilidades 18 atualiza a tabela de probabilidades com a
tabela de probabilidades gue é produzida por parte do
desccedificador de tabela de probabilidades 16. 0Og dados
codificados da tabela de probabilidades que gdo
introduzidos no descodificador de tabela de probabilidades
16 sdo por vezes a tabela de probabilidades inteira, e por
vezeg uma porcdo da tabela de probabilidades. Inclusive
gquando apenas uma parte da tabela de probabilidades esgta
codificada, se a pPorgao corregpondente aos dados
codificados com uma probabilidade elevada na tabela de
probabilidades obtida estéd codificada, pode ser alcangada
uma descodificacdo adequada numa operacdo de descodificacgdo
(que seréd descrita abaixo). Deve ger notado que quando
gomente estd codificada uma parte da tabela de cddigos, a
tabela de probabilidades que nd3o estd codificada &
inicializada com og mesmog valores tal como na etapa S21.

Também deverd ser notado gque quando & codificada
informacdo indicando gque a tabela de probabilidades e nio a
prépria tabela de probabilidades, essa informagdo &
primeiro descodificada, posteriormente a unidade de
atualizagd3o de tabela de prcbhabilidades 18 sgeleciona a
tabela de probabilidades indicada por essges dados.

Na etapa S24, o descodificador aritmético 17 e a unidade
de atualizagdo da tabela de probabilidades 18 cooperam para
realizar descodificacdo aritmética sgocbre og subdados.
Especificamente, com base na tabela de probabilidades a
partir da unidade de atualizacdo de tabela de
probabilidades i8, 0 descodificador aritmético 17
descodifica os subdados codificados e produz dadog. Quando
a unidade de dados & uma imagem, por exemplo, as fatias sdo
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degcodificadas. Na etapa 826, og dados gerados do
descedificador aritmético 17 sdo enviadog para a unidade de
atualizagdo de tabela de probabilidades 18, e a unidade de
atualizacdo de tabela de probabilidades 18 reescreve a
tabela de probabilidades com os dados gerados. A tabela de
probabilidades atualizada & utilizada na descodificacéo dos
préximos subdados na etapa S24.
Na etapa S$25, & determinado se a descodificacdo de todos
os subdados egtd completa ou ndo. Se for determinado que a
degscodificacdo de todos osg subdados ndc estd completa, o
procedimento retorna a etapa S$S24, e a operacdo descrita
acima & repetida.
(5) Eficacia dogs métodeos de codificagdo e descodificacido
descritos acima
[1] A eficéacia de compressdo é melhorada com os métodos
de codificacdo e descodificacdo descritogs acima porgue
os subdados s8c codificados com base na tabela de
probabilidades cobtida através de codificacdo aritmética.
Por outras palavras, com egtes métodos de codificacao e
descodificacdo, a eficécia de compressdo pode ser
aumentada devido & elevada eficdcia de aprendizagem,
inclugive se a guantidade total de dados for peguena e
consequentemente a proporgdo da quantidade de dados
codificadoes que geriam necessarios com métodos
ceonvencionais até & codificacgdce oStima ser obtida por
aprendizagem & consideravel.
Além disso, dado que a tabela de probabilidades
inicializada é codificada e colocada no cabegalho da
unidade de dados codificados, a wunidade de dados
codificados pode ser descodificada adequadamente durante
a descoedificacdce com esga tabela de probabilidades como
valores iniciais.
[2] A freguéncia com a qual a tabela de probkabilidades &

cedificada é adequada com og métodos de codificagdo e
descodificacdo descritos acima, uma vez gue a tabela de
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probabilidades é codificada em unidades de imagens ou
fatiag. Em primeiro lugar, mesmo Jque uma porc¢do dos
dados codificadogs gue deveriam ser utilizados na
aprendizagem seja perdida num erro de transmissdo, e a
mesma tabela de probabilidades gque a do momento de
codificagdo ndo posga ser reproduzida durante a
degcodificacdo, um estado no gual as imageng ndo sdo
reproduziveis ndo dura mais de varios segundog vigto gue
a tabela de probabilidades codificadas é desgcodificada
com frequéncia elevada. Ao codificar em fluxo ou
unidades de GOP, a frequéncia de codificacdc da tabela
de probabilidades é baixa, e gquando uma parte dog dados
codificados que deveriam ser utilizados na aprendizagem
& perdida num erro de transmigsdo e a tabela de
probabilidades ndc pode ser reproduzida, é criada uma
condicdc na gqual ag imagens ndoc gdo reproduziveis
durante mais do que alguns segundos. Em segundo lugar,
ndo haverd uma grande guantidade de dados redundantes da
tabela de probabilidades. 2o codificar em unidadeg de
bloco (ou macrobloce), a redundédncia dos dados de
inicializacdo tornar-se-a demasiado grande.

[3] E alcancada uma elevada eficéacia de compressdo para
a parte principal dos dados de imagens com codificacgdo
aritmética nog métodos de codificacdo e descodificacio
descritogs acima. Em contragste com isto, os cabecalhos,
que gdo dados comung, s8o simples e esgtaticamente
codificadogs com um método de codificacdo fixa. Mais
particularmente, partes do cabecalhc original no
cabecalho sdo codificadas com um método de codificacgdo
fixa, e og valoreg iniciaig da tabela de probabilidades
inseridos s8c também codificados com um método de
codificagdo fixa. Dado que a eficdcia de compressdo para
cabecalhos é gempre baixa em comparacdo com a parte
principal dog dados de imagens, ndoc h& nenhum problema

particularmente grande na utilizagdo de um wmétodo de
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codificacdo fixa em termos da eficdcia de compressio
global.
2. Segunda forma de realizagdo
(1) Configuracdo do digpositivo de codificacdc de
comprimento variével

A Fig. 12 é um diagrama de blocog da configuracdo global
de um dispositivo de codificacdo de comprimento variavel 21
de acordo com uma forma de realizacdo da presente invencdo.
O digpositivo de ceodificag8o de comprimento varidvel 21 &
um digpositivo para realizar codificagdo de comprimento
varidvel em dados introduzidos, e criar fluxos de bits. Em
particular, o dispositivo de codificacdo de comprimento
variavel 21 €& caracterizado por permutar entre uma
pluralidade de tabelag de cddigos de comprimento varidvel
como métode de codificacgdo primdrio. Um exemplo tipico de
codificacgdo de comprimento variédvel é a codificacdo de
Huffman, e a explicag¢do seguinte utilizard a codificacgdo de
Huffman como um exemplo.

S80 possgivelg varios tipos de dados introduzidos para o
dispositivo de codificac¢do de comprimento varidvel 21, mas
esta forma de realizacdo serd degcrita como uma na qual sdo
introduzidos dadog de imagens. Isto é, o disgpositivo de
codificagdo de comprimento varidvel 21 tem uma funcdo gue
realiza codificacdo de entropia em sinais de imagens que
foram convertides em dados. Com o© esquema MPEG em
particular, os dadogs de imagens gque gdo introduzidos no
dispositivo de codificacdc de comprimento varidvel 21 sdo
coeficientes de DCT quantificados e vetcores de movimento.

O dispositivo de codificacdo de comprimento varidvel 21
inciui uma unidade de codificacdo de dados 22 e um
codificador de cabecalhog 23.

A unidade de codificacgdo de dados 22 é um dispogitivo
para a realizacdo de codificacdo de Huffman de dados
diferentes de cabeg¢alhos para cada unidade de dados, e

inclui um codificador de comprimento vwvaridvel 27, uma
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unidade de selecdo de tabela de cddigos 28, e uma unidade
de inicializacao 29. Deve ger notado gue a unidade de dados
& composta por uma pluralidade de conjuntos de subdados e
guandce a unidade de dados €& uma imagem, o0g subdados sio
fatias, macroblocog ou blocos, e gquando a unidade de dados
é& uma fatia, os sgubdados sdo macroblocog ou blocos. Além
diggo, a unidade de codificacdc de dados 22 corresponde a
unidade de codificacdo de entropia 107 no dispositivo de
codificacgdo de imagens padrao 100 mostrado na Fig. 2.

O codificador de comprimento varidvel 27 & @ um
dispositivo para enviar dados gerados para a unidade de
gselecdo de tabela de cddigos 28 apds a introducgdo de dados,
e para codificacdoc de dados com base nas tabelasg de cddigo
de comprimento varidvel 30, isto &, as palavras de cddigo,
que sdo permutadag pela unidade de selecdo de tabela de
cddigos 28.

A unidade de selegdc de tabela de cddigos 28 é unm
dispositivo para o envio de um sinal de selecgdo de tabela
de cddigos para um comutador 25 em regposta a probabilidade
dos dados gerados produzidos por parte do codificador de
comprimente varidvel 27.

O permutador 25 & um dispositivo para comutar as tabelas
de cédigo de comprimento variavel 30 que sg8o utilizadas
quando o codificador de comprimento varidvel 27 codifica
dados em conformidade com © ginal de gelecdo de tabela de
cddigos que &€ produzido pela unidade de sgelegdo de tabela
de cdédigos 28.

A unidade de inicializac8co 29 é um dispositivo para
enviar uma instrucdo de inicializacdo do sinal de selecgdo
de tabela de cddigog para a unidade de gelecdo de tabela de
cédigos 28.

A Fig. 13 mostra exemplos especificos de tabelas de
cbdigos de comprimento varidvel 30. Cada uma dag tabelag de

cddigo de comprimento varidvel 30a a 30c & composta por uma
combinagdo de fluxos de dadogs e bits gue corregpondem a
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esgeg dados. 8Saoc empregues fluxos de bits comuns nas
porcdes brancas dag tabelag de c¢ddigos de comprimento
variavel 30a a 30c¢ (a partir dos dadog 1 na tabela de
cddigoe 30a, a partir dos dados 2 na tabela de cddigo 30b, e
a partir dos dados 4 na tabela de cddigo 30c¢). Além disso,
gdo empregues fluxog de bits diferentes nag porgdes comuns
(dados 0 na tabela de c¢ddigos 30a, dados 0 e 1 na tabela de
cédigos 30b, dados 0 a 3 na tabela de cddigos 30c). Os
dados dag por¢Ses comuns sgdo dadogs com uma probabilidade
comparativamente elevada. Se dados com uma probabilidade
elevada podem ser procegsados com um bit, €& selecionada a
tabela de c¢&digog 30a, se dados com uma probabilidade
elevada podem ser processados com dois bits, € selecionada
a tabela de cddigos 30b, e se cddigog com uma probabilidade
elevada podem ser processados com trés bits, é selecionada
a tabela de cddigos 30c. Em contraste com isto, os cddigos
das porgdes brancas sdo para dados com uma probabilidade
relativamente baixa. Desta forma, ao organizar seqguéncias
de bits comuns para dados com uma probabilidade
relativamente baixa, podem ser preparadas diferentes
tabelas de cédigos de comprimento variéavel com uma peguena
guantidade de dados para reduzir memdria, e além disso, a
operacdo de codificagdo tornar-se-& mais facil.

O codificador de cabegalhogs 23 é um dispositivo para
codificar dados de cabecalho com um método de codificacdo
fixa.

O dispositivo de codificag8o de comprimento varidvel 21
estd adicionalmente provido com um codificador de sinal de
gelegdo 26. O codificador de sgsinal de gelegdo 26 & um
dispositivo para codificar os sinais de selecdoc de tabela
de cdédigos que g8c preduzidos a partir da unidade de
gselegdo de tabelas de cddigog 28 com um método de
codificacdo fixa.

Um multiplexador 24 & um dispositivo para multiplexagédo
dogs dados de cabecalho codificados que gdo produzidos a
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partir do codificador de cabegalhos 23, dos dados
codificados que ndoc cabecgalhos que s3o produzidos a partir
do codificador de comprimento varidvel 27, e dog dados de
ginal de selecdo codificados que sdo produzidos a partir do
codificador de sinal de gelecdo 26, e geracdo de seguéncias
de cddigo (fluxcs de bits) e envio das mesmas para uma
linha de transmissdo.

(2) Operacdo do dispositivo de codificacdoc de comprimento
variavel

[1] Operacdo da wunidade de codificagdo de dados e do
dispeositivo de codificacdo de sinal de selecdo

A Fig. 14 é um diagrama de fluxo mostrando um diagrama
egquemdtico da operacdc da unidade de codificacdo de dados
22 e do codificador de sinal de selecdo 26.

Na etapa 831, a unidade de inicializacdo 29 envia uma
ingtrugdo de inicializacdc para a unidade de gelegdo de
tabela de cddigos 28, e a unidade de gelecdo de tabela de
cédigos 28 envia um sinal de selecdo de tabela de cé&digos
para o permutador 25. O regultado disto é que o permutador
25 seleciona uma tabela de cddigos de comprimento variavel
30 como og valeores iniciais da codificacdo da unidade de
dados. Nesta operac¢do de inicializacdo, a unidade de
inicializagdoc 29 e a unidade de selecdo de tabela de
cbdigos 28 gelecionam uma tabela de cédigos de comprimento
varidvel 30 com base nos dados de inicializacdo no
cabegalho. Deve ser notado qgque a linha pela gual os dados
de cabecgalho <30 enviados para a unidade de inicializacdo
29 e para a unidade de selecdo de tabela de cbéddigos 28 esté
omissa na Fig. 12.

Na etapa 832, o codificador de comprimento varidvel 27 e
a unidade de gelec¢doc de tabela de cddigog 28 cooperam para
realizar codificagdoc de Huffman de  subdados. Mais
especificamente, a unidade de selecgdo de tabela de cddigos
28 envia um ginal de gele¢do de tabela de cddigog para o
permutador 25 com base nos dados gerados até aguele ponto.
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Com base no sinal de selecdo de tabela de c¢ddigos, o
permutador 25 permuta as tabelas de cddigos de comprimento
varidvel 30, e o codificador de comprimento variavel 27
codifica og subdados com as palavras de cddigo da tabela de
cébdigos de comprimento varidvel 30 selecionada. Além disso,
cada unidade de dadog €& composta por uma pluralidade de
conjuntos de subdados. Especificamente, s3o codificados
fatias, macroblocos ou blocos como subdados quando a
unidade de dados €& uma imagem, e sgd3o codificados
macroblocos ou blocos como subdados quando a unidade de
dados € uma fatia.

Na etapa S$33, os subdados sdo enviados para a unidade de
gelecdo de tabela de cddigog 28, e a unidade de gelegdo de
tabela de cé&digos 28 atualiza a frequéncia de geracdo dos
gsubdados, a gual indica gue tabela de cdédigos deve ser
gselecionada quando o permutador 25 executa em seguida uma
permutacdco. Nesta forma de realizagdo, esta tabela de
cébdigos & utilizada gqguando € realizada codificacdo de
comprimento varidvel sobre og subdados seguintes.

Na etapa S$S34, é determinado se a codificacg8o de todos os
gsubdados estd completa ou ndc. Se for determinade que a
codificag8o de todos os subdados ndo estd completa, o
procedimento retorna a etapa S$32 e a operagdo descrita
acima é repetida.

Na etapa 535, é determinado se codificar ou ndo a
informagdo gque indica a tabela de cddigos de comprimento
varidvel 30 utiliza para os valores iniciaig (isto &, os
ginaig de selecdo da tabela de cédigos). Se esta informacgdo
se destina a ser codificada, o© procedimento prossegue para
a etapa S36, e se esgsta informacdo ndo se destina a ger
codificada, a etapa S$S36 & saltada. Deve ger notado gue a
tabela de cddigos de comprimento varidvel utilizada para os
valoreg iniciailg ndo é codificada em tais casgos quando, por
exemplo, a quantidade de dados até a prdxima tabela de

cddigos de comprimento varidvel ger inicializada &
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guficientemente grande (por outras palavras, a proporcdo da
quantidade de dados necegsarios para aprendizagem da
quantidade total de dados é suficientemente peguena, e a
eficacia de aprendizagem & como tal boa), ou quando a
tabela de cddigos de comprimento varidvel utilizada como
valoreg iniciais €& consigtente com a tabela de c¢ddigos
dtima gelecionada através de aprendizagem. O codificador de
comprimento variavel 27 gera um sinalizador de valor
inicial para identificar o vresgultado da determinacgdo, e
produz o mesmo Jjuntamente com os dadog codificadog para o
multiplexador 24.

Na etapa 836, os ginais de gelecdo da tabela de cddigos
atravég dos guais a unidade de selecdo de tabela de cdédigos
28 indica a tabela de cédigos de comprimento varidvel em
causa sdo enviadog para o codificador de ginal de selecdo
26.

A eficécia de compressdo para os subdados é melhorada
através do método de codificacdo desgcrito acima dado, a
excecdo da primeira codificacdo dos subdados, a tabela de
cbddigos de comprimento varidvel é selecionada com base nos
valores de subdados codificados. Em particular, dado que a
tabela de c¢ddigos de comprimento vwvaridvel utilizada na
codificagdo de sgubdados & wuma tabela de c¢bddigos de
comprimento variédvel selecionada através de codificacgédo de
Huffman dos subdados anteriores, pode ser alcancada
codificagdo em tempo real, e a velocidade de codificacgéo
gserd aumentada. Além dissgo, pode ser cbtida eficécia de
compressdao favoradvel com correlagdoc egpacial e temporal das
imagens.

[2] Operacao da unidade de codificacgdo de cabecgalhos

0 codificador de cabecalhos 23 codifica og dados de
cabecalho introduzidos, e envia esses dados para o
multiplexador 24.

[3] Operagdo do multiplexador
O multiplexador 24 gera um fluxo de bits a partir dos
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dadogs que sdoc produzidos a partir do codificador de
comprimento varidvel 27, do codificador de cabegalhos 23 e
do codificador de ginal de gelegdo 26, e envia essge fluxo
para uma linha de transmigsdo.

A Fig. 15 mostra estruturas de dados de fluxo de bits
que gdo produzidas a partir do multiplexador 24 guando a
unidade de dados é uma imagem de dados de imagens. Uma
imagem & geralmente composta por um cabecalho, & por uma
pluralidade de fatias como subdados codificados. O
cabecalho indica o© inicio de dados codificados de wuma
imagem e tem dados comung para cada fatia (por exemplo, ©
tipo de codificacdo de imagens [distinguindo entre imagens
intra-codificadas, imagens codificadas preditivas, e
imagens codificadas bi-preditivas] e valores iniciaig de
pardmetros de quantificagdo de imagens). Deve ser notado
gque dados comung gem nmnmuita relacdoc com inicializacdo
incluem parametros tais como a ordem de codificacdo de
imagens, a ordem de exibicdo de imagens, vetoresg de
movimento, e dimensdo das imagens.

Um ginalizador de valor inicial é colocado no cabecgalho.
0O ginalizador de wvalor dinicial €& um sinalizador para
identificar se a informacdo que indica a tabela de cddigos
de comprimento varidvel estd codificada ou n8o. Se a
informacdo que indica a tabela de cddigos de comprimento
varidvel estiver codificada, ¢ sginalizador & “1”, e ge néo
estiver codificada, o sinalizador & “0”.

Além disso, conforme mostrado na Fig. 15(a), og dados de
ginal de gelecdo codificadog (por exemplo, uma férmula, um
ginalizador indicando uma tabela de probabilidades, ou
informagdo indicande uma combina¢@o destes) gue indicam a
tabela de cédigos de comprimento varidvel a ser utilizada
gdo colocados no cabegalho. Deve sger notado gue quando a
informagdo que indica a tabela de c¢ddigos de comprimento
varidvel ndo estéd codificada, os dados de sinal de sgelecédo
codificados n3c sdo produzidos a partir do codificador de
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ginal de selecdc 26 para o wmultiplexador 24, e
consequentemente o regultado & que os dados de sinal de
gelecdo codificados ndo sd3o colocados no fluxo de bits
conforme mostrado na Fig. 15(b).

Conforme descrito acima, o© cabecalho inclui porgdes de
dados comuns (que estdo originalmente na parte do
cabecalho) que e8o codificados pelo codificador de
cabecalhos 23, um sinalizador de valor inicial geradc pelo
codificador de comprimento varidvel 27, e dadog de sinal de
gelecdo codificados codificados pelo ceodificador de ginal
de selecdo 26. Mails particularmente, asg porcgdes de dados
comunsg sdo divididas num lado de porcdo principal e num
lado de dados de imagens, e inseridos entre 0g mesmos estdo
0 ginalizador de valor inicial e os dados de sinal de
gelecdo codificados, por essa ordem.

A Fig. 16 mostra a estrutura de dados de um fluxo de
bits que & produzida a partir do multiplexador 24 guando a
unidade de dadog é uma fatia de dados de imagens. Uma fatia
& geralmente composta por um cabecalho e por uma
pluralidade de Dblocos (ou macroblocos) como subdados
codificados. O cabecalho indica o inicio de dados
codificados numa fatia e é primariamente composto pelos
dadog comuns para cada fatia {(par8metros tais como um
cédigo de inicio, e uma escala de guantificacdo).

Exemplos de dados comuns incluem tiposg de codificacdo de
fatias (distinguindo entre fatias intra-codificadas, fatias
codificadas preditivas e fatias codificadag bi-preditivas),
e os valoreg iniciais dos pardmetros de quantificacdo de
fatias.

Além disso, é colocado um ginalizador de valor inicial
no cabecalhe. O sginalizador de wvalor inicial é um
gsinalizador para identificar se a informagdo que indica a
tabela de cdédigos de comprimento varidvel estd codificada
ou ndo. Se a informacdo que indica a tabela de cddigos de

comprimento varidvel estiver codificada, o sinalizador &
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“1", e se ndo estiver codificada, o sinalizador & ®“07.

Além disso, conforme mostrado na Fig. 16 (a), a
informacdo de ginal de selegdo codificada que indica a
tabela de c&digos de comprimento varidvel a ser utilizada &
colocada no cabecalho. Deve ser notado que gquando a tabela
de cbédigos de comprimento varidvel ndo egté codificada, ndo
sdo enviados dados de sinal de selec8o codificados a partir
do codificador de sinal de selecdo 26 para o multiplexador
24, e consequentemente o resultado é que og dados de sinal
de sgelecdo codificados ndo gd3o colocados ne fluxo de bitsg
conforme mostrado na Fig. 16(b).

Conforme descrito acima, o cabecalho inclui porcdeg de
dados comuns (gue estdo originalmente na parte do
cabecalho) que sdo codificados pelc codificador de
cabecalhos 23, um sinalizador de valor inicial gerado pelo
codificador de comprimento variadvel 27, e dados de sinal de
gelecdo codificados codificados pelco codificador de sinal
de selecdo 26. Mais particularmente, ag porgdes de dados
comung sdo divididas num lado de porgdo principal e num
lado de dados de imagens, e inseridas entre 08 mesmos egtdo
© sinalizador de valor inicial e a informacdo de sginal de
gelecdo codificada, por essa ordem.

Deve ser notado que nesta forma de realizagdo a prodpria
tabela de cbdigos de comprimentc varidvel ndc foi
codificada e incorporada no cabecalho, mas em vez disto,
foi incorporada informacdo de sinal de selegdo codificada
indicando a tabela de cddigos de comprimento variadvel a ser
utilizada no cabecalho. Consequentemente, a gquantidade de
codificagdo pode ger reduzida dado gque a prdpria tabela de
cddigos de comprimento variavel nado esgtéd codificada.

Como um exemplo adicicnal de informacdo de sinal de
gselegdo codificada indicando a tabela de cddigogs de
comprimento varidvel a ser utilizada, é possivel utilizar
uma parte de dados comunsg no cabecalho. Neste caso, a
gquantidade de codificacdo pode ser reduzida ainda mais
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porgue esses dados também funcionam como uma porgdo de
dados comuns na unidade de dados. Quando a unidade de dados
& uma imagem, exemplogs de dados comuns incluem tipos de
codificacdo de imagens (distinguindo entre imagens intra-
codificadas, imagens codificadas preditivas e imagens
codificadas bi-preditivas) e valoreg iniciailgs de parémetros
de quantificacdo de imageng. Deve ger notado que dados
comuns sem muita relacdo com inicializacdo incluem
pardmetros tais como a oxdem de codificacdc de imagens, a
ordem de exibigdo de imagens, vetores de movimento e
dimensdo das imagens. Quando a unidade de dados & uma
fatia, exemplos incluem tipos de codificagdoc de fatias
(distinguindo  entre fatias intra-codificadas, fatias
codificadas preditivas e fatias codificadas bi-preditivas)
e valores iniciaig de parémetrog de qguantificacdo de
fatias.

Além digso, © sinalizador de valor inicial pode ger
omisso ao ser garantido gue os valores iniciais sdo sgempre
atualizados.

(3) Configuracdo do dispogitivo de descodificacdo de
comprimento varidvel

A Fig. 17 €& um diagrama em bloco mostrando a
configuracéo global de um dispositivo de descodificagdo de
comprimento variavel 31 de acordo com wuma forma de
realizacdo da presente invencao. O digposgitivo de
descodificacdo de comprimento varidvel 31 &, por exenplo,
um disgpositivo para descodificar dados que foram
codificados pelo dispositivo de codificacdc de comprimento
varidvel 21. Quando o objeto sdo dadogs de imagens, o
dispositivo de desgcodificacdo de comprimento variavel 31
tem as funcdes de realizar descedificacgdo de entropia dos
dadog, e obter dadog de imagens transformados.

O dispositivo de descodificacgdo de comprimento varidvel
31 incluil uma unidade de descodificacdo de dados 32 e uma
unidade de descodificacdo de cabecalhos 33.
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A unidade de descedificacdo de dados 32 & um disgpositivo
para a realizacdo de descodificacdo de Huffman em dados
para além do cabegalho de cada unidade de dados, e estéa
provida com um dispositivo de descodificacdo de comprimento
varidvel 37 e um descodificador de ginal de selecdo 36.
Deve ser notado gque a unidade de dadog referida agqui no
cagso dos dados de imageng significa uma imagem ou uma
fatia. Além disso, a unidade de degcodificacdo de dados 32
corresponde & unidade de descodificagdo de entropia 207 no
digpositivo de codificac8o de imagens padrdc 200 mostrado
na Fig. 10.

O dispositivo de descodificagdo de comprimento variavel
37 é& um dispositivo para descodificar dados codificados
baseados nas palavras de cddigo das tabelas de cddigos de
comprimente variavel 30, que foi permutado através de um
permutador 35.

O descodificador de sinal de selegdo 36 € um dispositivo
para descodificar os dados de sinal de selegdo codificados
gue sdo produzidos a partir de um desmultiplexador 34 com
um método de descodificacgdo fixa, e enviar egses dados para
o permutador 35.

O permutador 35 é um digpositivo para permutar as
tabelas de c¢ddigos de comprimento variével 30 que g&o
utilizadas quando o dispositivo de descodificagdo de
comprimento varidvel 37 descodifica dados em conformidade
com o ginal de selecdo de tabela de cddigos gue & produzido
a partir da unidade de descodificacdo de ginal de selecdo
36.

A unidade de inicializagdo 39 é um dispositivo para
enviar instrugdes de inicializacdo para a unidade de
degscodificacdo de sinal de selecdo 36.

O descodificador de cabecalhos 33 é um disgpositivo para
a desgcodificacdo de dados de cabecalho codificados com um
método de degcodificacdo fixa.

Um desmultiplexador 34 é um dispositivo para
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desmultiplexacdo e producdo de um fluxoe de bits como dados
codificados de cabecalho, dados codificados para além de
cabecalhogs, e dados de ginal de selecdo codificados.

(4) Operacado do dispogitivo de descodificacdo de
comprimento variével

[1] Operac8o do desmultiplexador

O desmultiplexador 324 desgsmultiplexa um £fluxo de bits,
envia dados de cabegalho codificados para o desgcodificador
de cabecgalhos 33, produz dados codificados para além de
cabecalhos para o© dispositivo de descodificacdoc de
comprimento varidvel 37, e envia dados de sinal de selecdo
codificados para o descodificador de ginal de selecdo 36
gquando existem dados de sinal de selecdo codificadog. Deve
ger notado que o descodificador de cabegalhos 33 envia o
ginalizador de valor inicial do cabecalho para a unidade de
inicializacgdo 39.

[2] Operacgdo do descodificador de cabecalhos

O descodificador de cabegalhos 33 descodifica og dados
de cabecalho codificados que s8o produzidos a partir do
desmultiplexador 34, e produz dados de cabegalho.

[3] Operacdo da unidade de descodificac@o de dados

A Fig. 18 é um diagrama de fluxo mostrando um diagrama
esquemdtico do funcionamento da unidade de descodificacgéo
de dadog 32.

Na etapa 851, a unidade de inicializacgdc 39 envia
instrucgdes de inicializacdo para o descodificador de sinal
de selecdo 36, e o descodificador de ginal de sgelecdo 36
envia um sinal de selecdoc de tabela de cédigos para o
pernmutador 35. O resultado é gue o permutador 35 seleciona
a tabela de cddigos de comprimento varidvel 30 como oS
valores iniciais para descodificacdo das unidades de dados.

Na etapa $52, a unidade de descodificacdo de comprimento
variavel 37 determina se a informacdo que indica a tabela
de cédigos de comprimento varidvel a ser utiliza utilizada

estd codificada ou ndc, com base no sinalizador de wvalor
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inicial incorporado no cabegalho. Se for determinadc que a
informacdo gque indica a tabela de <¢ddigos de comprimento
variavel egtéd codificada, o procedimento proggegue para a
etapa 853, e se for determinado gue ndo estd codificada, o
procedimento salta a etapa 53 e prossegue para a etapa S554.

Na etapa S53, o permutador 35 geleciona a tabela de
coddigos de comprimento varidvel 30 que é indicada através
da gaida de sinal de selecdo do desgcodificador de sinal de
selecdo 36.

Na etapa S54, o disgpositivo de descodificacdo de
comprimento varidvel 37 realiza descodificacdo de Huffman
gsobre og subdados. Mais especificamente, com base na tabela
de c¢b&digos de comprimento varidvel 30 gelecionada pelo
permutador 35, o dispositive de descodificacgdo de
comprimento variavel 37 descodifica os subdados
codificados, e produz dados. Quandce a unidade de dadog é
uma imagem, por exemplo, as fatias s8o descodificadas. Na
etapa 856, o digpositivo de descodifica¢do de comprimento
varidvel 37 seleciona a tabela de cddigos de comprimento
variavel 30 com og dados gerados através do permutador 35.
A tabela de cddigos de comprimento varidvel selecionada 30
é wutilizada na descodificacdo dos subdados seguintes na
etapa SH4.

Na etapa S55, & determinado se a desccdificacdo de todos
cs subdados estéd completa ou nado. Se for determinado que a
descodificacdo de todos og subdados nd3oc estd completa, o
procedimento retorna a8 etapa S54 e a operacdo desgcrita
acima € repetida.

(5) Eficacia do método de codificacdc e do método de
degcodificacdo acima desgcritos

[1] A eficédcia de compresgssdc & melhorada com os métodos

de codificacdo e métodos de descodificagdo descritos
acima dado que og gubdadog sgdo codificados com basge numa
tabela de cddigos de comprimento variadvel obtida através
de codificacdo de Huffman. Por outras palavras, com estes
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métodos de codificacdo e descodificacdo, a eficacia de
compressdo pode ser aumentada com elevada eficacia de
aprendizagem, mesmo que a quantidade total de dados seja
pequena e consequentemente a proporcdo da quantidade de
dados codificados gue seriam necessérios com métodos
convencionaig até a codificacdo otima ser obtida atravég
de aprendizagem & congideravel.

Além disso, dado que a informagdo que indica a tabela de
cddigos inicializada é€ codificada e colocada no cabecgalho
de uma unidade de dados codificados, a unidade de dados
codificados pode ser descodificada corretamente durante a
descodificacdo com a tabela de ccddigos de comprimento
varidavel indicada por essa informagdo como valores
iniciais.

[2] A freguéncia com que a informagdo que indica a tabela
de c¢bdigos de comprimento varidvel & codificada &
adeguada com o8 métodos de codificacdo e métodos de
descodificacgdo descritos acima dade gque a tabela de
cddigos de comprimento varidvel & codificada em unidades
de imagens ou fatias. Em primeiro lugar, inclusive quando
os dados de sginal de seleg¢do codificados se perdem num
erro de transmissdo, as imagens nunca serdo ilegiveis
durante mais do que alguns gegundog porque a tabela de
probabilidades codificada é descodificada com frequéncia
elevada. Ao codificar em fluxos ou unidades de GOP, a
informacdo que indica a tabela de cddigogs de comprimento
variavel & codificada a baixa frequéncia, e gquando os
dados de sinal de selecdo codificados se perdem num €rro
de linha de transmissdo, asgs imagens ndo serdo legiveis
durante mals do que véarios segundos. Em segundc lugar,
ndo haverd uma grande quantidade de informacdo redundante
gque indica a tabela de c¢ddigos de comprimento variadvel.
Ao codificar em unidades de blocos (ou macroblocog), os
dados de inicializacdo redundanteg tornam-se muito

grandes.
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[3] E obtida eficacia de compressdo elevada para a porcdo
principal dos dados de imagens com codificagdo de Huffman
permutando entre uma pluralidade de tabelas de cddigos de
comprimento varidvel nos métodos de codificacgdo e métodos
de descodificacdo descritosg acima. Em contraste com isto,
os cabegalhos (gue gdo dados comunsg) sdo codificados com
um método de codificacdo fixa. Mais particularmente, as
partes do cabecalho original no cabecalho sdo codificadas
com um método de codificacdo fixa, e a informacdo
inserida que indica a tabela de cddigos de comprimento
varidvel & também codificada com um método de codificacio
fixa. Dado gue a eficécia de compressdo para cabegalhog &
gsempre baixa em comparacdo com a parte principal dos
dados de imagens, naoc existe gqualquer problema
particularmente grande na utilizagdo de um método de
codificagdo fixa em termogs da eficécia de compressido
global.
3. Forma de realizacdo do meioc de armazenamento

Ao armazenay um programa gue executa o método de
codificagd3o de comprimento varidvel ou o método de
descodificacdo de comprimento varidvel mostrado nas formas
de realizacdc degcritas acima num meio de armazenamento tal
como uma disguete, € possivel executar facilmente og
procesgog mogtrados nag formas de realizagdo num sistema
informdtico independente.

A Fig. 19 ilustra um caso no qual a presente invencgdo é
executada num sistema informdtico utilizando uma digguete
na qual €& armazenado um método de codificacgdc de
comprimento varidvel ou um método de descodificagdo de
comprimento wvaridvel das formas de realizacdo descritas
acima.

A Fig. 19(b) mostra uma vista frontal da aparéncia
exterior de uma disguete, uma vigta em corte trangversgal da
mesma, e uma disquete. A Fig. 19(a) mostra um exemplo do
formato fisico de uma disguete (que & a parte principal do
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meio de armazenamento). Uma disquete FD é colocada num
invélucro F, e gdo formadas uma pluralidade de faixas Tr de
forma concéntrica a partir do extremo exterior para o
extremo interior na superficie da disguete. Cada faixa &
dividida numa orientacdoc angular em 16 getores Se.
Consequentemente, com uma disquete na qual egtd armazenado
© programa descrito acima, o© método de codificacdao de
comprimento varidvel ou o wmétodo de descodificacdo de
comprimento varidvel gerad gravado em regifeg asggignadag da
disquete FD como © programa menciocnado acima.

Além disso, a Fig. 19(¢c) mostra uma configuracdc para
gravacdo e reproducdo do programa na disquete FD. Ao gravar
© programa na disquete FD, o métodc de codificacdo de
comprimento variavel ou o método de descodificacdo de
comprimento varidvel é escrito a partir de um sistema
informatico Cg através de uma unidade de disquete. Além
disso, ao construir o método de codificacéo de comprimento
varidvel do método de descodificacdo de comprimento
varidvel num sigtema informatico por meio do programa na
disquete, o programa é lido a partir da disquete através de
uma unidade de disquetes e transferido para um sistema
informatico.

Deve ser notado que é utiliza utilizada uma disquete
como © meic de armazenamento para ilustrar a explicacio
acima, mas também pode ser utilizado um disce &tico de
forma semelhante. Além disso, o meic de armazenamento ndo
estd limitado aog exemplog mencionadog acima, e contanto
que geja um meio no gqual pode ser realizada uma gravagao,
tal como um CD-ROM, um cartdoc de memdria ou uma cassete
ROM, o© programa pode ger executado da mesma forma.

4. Aplicacdes de exemplc da presente invengdc e gigtemas
que utilizam as mesmasg

O geguinte & uma explicacdo de aplicagdes de exemplo dos
métodos de codificacido de imageng em movimento e métodos de

descodificacdo de imagens em movimento mostrados nag formas
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de realizacdo descritas acima, bem como sistemas que
utilizam as mesmas.

A Fig. 20 é um diagrama de Dblocos mosgstrando uma
configuracdo inteira de um gistema de disponibilizacdo de
contetdos exl100 gue efetua um servico de digponibilizacéo
de contetdos. Ag Aareag para proporcionar gervicog de
comunicacgles sdo divididas em tamanhogs desejados e as
estacdes base ex107 a exll0 (gue s3o estacdes gem fios
fixasg) gdo instaladag dentro das respetivas células.

O sgistema de disponibilizac8o de conteldos ex100
conecta, por exemplo, um provedor de servigos de Internet
ex102 a Internet, exl101l e uma rede telefdnica exi04, bem
como varios dispositivos tais como um computador exl1ll, um
PDA (Assistente Pesscal Digital) ex112, uma ca@mara 113, um
telemdvel exll4, e um telemdvel eguipado com cémara exllb
através das estagdes bage exi07 a ex110.

No entanto, o gistema de disponibilizac¢do de contetdos
ex100 ndo estd limitado a disposicdo mostrada na Fig. 17, e
gualguer combinac¢do destes digpositivos pode ser digposta e
conectada. Além disso, os dispositivos  podem  ser
diretamente conectadcs através da rede telefdénica exl04, e
ndoc através das estacBeg base ex107 a exl110 (gque gao
estacgdes sem fios fixas).

A cémara exll3 é um digpositivo tal como uma cé@mara de
video digital que & capaz de capturar imagens em movimento.
Além disso, os telemdveisg podem ger disposgitivos gue operam
em protocolos como PDC (Comunicag¢des Digitais Pessoais),
CDMA  (Acesso Maltiplo por Divigdce de (Cédigo), W-CDMA
(Acesso MGltiplo por Divisdo de (C&digo sobre Banda Larga),
ou GSM (Sigtema Global para Comunicagdeg Moveig), PHS
(Sistema Telefdnico Pesscal) e semelhantes.

Além disso, um sgervidor de disponibilizacdo de £luxo
ex103 pode ser conectado & cémara exl1l1l3 através da estacao
base exl109 e da rede telefdénica ex104, e um utilizador

utilizando a cimara exll3 pode realizar uma transmigsdc em

45



EP2765708B1

direto com base em dados codificados. O procegsamento para
codificar os dadosgs capturados pode ger realizado pela
cémara ex113, ou por um gervidor ou semelhante que
transmite og dados. Além digso, podem ser enviadog dados de
imagens em movimento capturados por uma camara exllé
através do computador ex1l1 para o servidor de
disponibilizacdo de fluxos exl103. A camara exl1ll6é & um
dispesitivo tal como uma cdmara digital que é capaz de
capturar imagens fixas e imagens em movimento. Neste caso,
a codificagdo dos dados das imagens em movimento pode ser
realizada por parte da cimara exllé ou do computador exlll.
Além disgso, o processo de codificacdo é realizado por um
chip LSI ex1l7 proporcionado no computador exl1ll ou na
camara exll1é. Deve ser notado qgque o© sgoftware para
codificacdo/descodificacdo de imagens pode ser incorporado
em qualquer meio de armazenamento (tal como CD-ROMs, discos
flexivelg e discos vrigidos) que possam ger lidog pelo
computador exlll ou semelhante. Além disso, podem ser
transmitidog dadogs de imagens em movimento pelo telemdvel
equipado com cémara exll5. Quando isto ocorre, os dados de
imagens em movimento sdo codificados em dados através de um
chip LSI proporcionado no telemdvel exlls.

Com o sistema de disponibilizacdc de conteGdos ex100, o
contetGdo (por exemplo, imagens capturando um concertc ao
vivo) gue um utilizador esté& a capturar com a clmara exll3,
a cémara exl1ll6 ou semelhante s8o codificados da mesma forma
que nas formas de realizacdo descritas acima e transmitidos
para o sgervidor de disponibilizag¢dc de fluxos exl03, e o
servidor de disponibilizag¢dc de fluxos ex103 transmite o
contetdo para um cliente que o solicitou. Exemplos do
cliente incluem dispositiveos capazes de desgscodificar os
dados codificados tais como o© computador exlll, o© PDA
ex112, a cémara ex113 e o] telemdvel exll4.
Conseguentemente, o sistema de disponibilizag¢8c de

conteGdos ex100 & um sistema gque torna possivel para um
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cliente receber e reproduzir dados codificados. Além disso,
podem ger consgeguidag difusdes individuais com o gistema
recebendo, desgcodificando e reproduzindo dados codificados
num cliente.

O dispositivo de codificacdo de imagens em movimento ou
o dispositivo de descodificagdo de imagens em movimento
mostrados nas formas de realizacdo descritas acima podem
ger utilizados nos dispositivos de codificacdo e
descodificacao gque compdem este gistema.

O seguinte exemplo descreve a utilizacgdo de um telemdvel
com a presente invencdo.

A Fig. 21 mostra um telemdvel ex115 que utiliza o método
de codificag¢8o de imagens em movimento e o© método de
descodificacdo de imagens em movimento descritog nasg formas
de realizacgdo acima. O telembdbvel exll5 estéd provido com uma
antena ex201 para enviar e receber ondas de radio a partir
de e para a estacgdo basge ex110, uma cémara ex203 tal como
uma cémara CCD qgue € capaz de capturar imagensg e imagens
fixag, uma unidade de exibicdo ex202 tal como um visgor de
cristal liguido que exibe dados de imagens descodificados
capturados pela camara ex203 ou recebidos pela antena
ex201, uma unidade principal composta por chavesg de
operacdo ex204, uma unidade de gaida de voz ex208 tal como
colunas para producgdo de voz, uma unidade de entrada de voz
ex205 tal como um microfone para introducdc de voz, um meio
de armazenamento ex207 para gravar dados codificados ou
descodificados tais comc imagens em movimento ou imagens
fixas capturadas, dados de correio eletrénico recebidos,
dadog de imagens em movimento ou dadosgs de imagensg fixag, e
un intervalo ex206 para habilitar o meio de armazenamento
ex207 a ser equipado no telemdvel exll5. O meio de
armazenamento ex207 estd alojado num disposgitivo de memdria
flash, que é um tipo de EEPROM (Memdria S&6 de Leitura
Eletricamente Apagdvel e Programavel) que é uma memdria

ndo-volatil alojada num invélucro de pléastico e capaz de
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ger eletricamente reegcrita e apagada, tal como um cartdo
SD.

0O telemdvel ex11l5 gerd desgcrito adicionalmente com
referéncia & Fig. 22. Uma wunidade de <circuito de
alimentacdo ex310, uma unidade de controlo de entrada de
operacdo ex304, uma unidade de codificacdo de imagens
ex312, uma unidade de interface de cémara ex303, uma
unidade de controlo de LCD (visor de cristal 1ligquido)
ex302, uma unidade de descodificac8o de imagens ex309, uma
unidade de multiplexacdo/desmultiplexacdo ex308, uma
unidade de reproducdo de gravacdo ex307, uma unidade de
circuito de modem ex306 e uma unidade de processamento de
voz 305 esgtdo interligados através de um barramento de
gincronigmo ex313 para uma unidade de controlo principal
ex311l que controla centralmente cada unidade da unidade
principal proporcicnada com a unidade de exibic¢8o ex202 e
as chaves de operagao ex204.

Quando uma chamada termina ou a tecla de alimentacdo é
ativada por parte do utilizador, a unidade de circuito de
alimentagdo ex310 fornece alimentagdc a cada unidade a
partir da Dbateria, ativando assim o telemdvel digital
equipado com clmara exll5 para operagao.

Com base no controlo da unidade de controlo principal
ex311 (gque inclui um CPU, uma ROM, uma RAM, e semelhantes),
o telemdvel ex1ll5 converte os sinails de voz recolhidos
durante um modo de chamada de voz através da unidade de
entrada de voz ex205 para dadosgs de voz digital com a
unidade de processamento de voz ex305, e esteg gdo
submetidos a processamento de disgpersdo de espetro por
parte da unidade de circuito de modem ex306 e sdo
transmitidos através da antena ex201 por parte da unidade
de circuito de rececgdo/envico ex301 apds ser submetidog a
conversdo digital-analdgica e trangformacdo de frequéncia.
Além disso, durante o modo de chamada de voz com O
telemdvel exll5, apds os sinais de rececdo recebidos pela
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antena ex201 gerem amplificados e submetidos a
transformacgdo de frequéncia, conversdo digital-analdgica, e
proceggamento inverso de dispersdo de espetro por parte da
unidade de circuito de modem ex306, e serem convertidos em
ginais de voz analdgicos por parte da unidade de
processamento de voz ex305, s8c produzidos através da
unidade de saida de voz ex208.

Além dissgo, ao enviar um correio eletrdnico no modo de
transmissdo de dados, og dados de texto do e-mail que gdo
introduzidos através da operagdc das chaves de operacdo
ex204 da unidade principal sdoc enviados para a unidade de
controlo principal ex311 através da unidade de controlo de
entrada de operacdo ex304. A unidade de controlo principal
ex311l transmite og dados de texto para a estacdo basge exl110
através da antena ex201 apds © procegsamento do dispersio
de egpetro ser executado pela unidade de circuito de modem
ex306, e em seguida sdo submetidos a conversdo digital-
analdgica e transformacdo de freguéncia pela unidade de
circuite de rececgdo/envic ex301.

Ao enviar dadogs de imagens em modo de transmigsido de
dados, os dados de imagem capturadog por parte da unidade
de cémara ex203 gdo proporcionadog a unidade de codificacéo
de imagens ex312 através da unidade de interface de cémara
ex303. Além disso, se os dados de imagensg ndo estdo a ser
enviados, €& também posgsivel qgue o8 dados de imagens
capturados pela c8mara ex203 sejam exibidog diretamente na
unidade de exibicdo ex202 atravég da unidade de interface
de cémara ex303 e da unidade de controle de LCD ex302.

A unidade de codificacdo de imageng ex312 & uma
configuracgao proporcionada com um dispositivo de
codificacgdo de imagens degcrito no pregente pedido. O0s
dadog de imagens proporcionados pela cémara ex203 sgdo
convertidos para dados de imagens codificados sendo
gubmetidos a codificacdoc de compressdo com o método de
codificagdo utilizado no dispositivo de codificacdo de
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imagens mostrado nas formas de realizacdo descritas acima,
e estes dados sao enviados para a unidade de
multiplexacdo/desmultiplexacgdo ex308. Além disso, o
digpositivo de telemdvel exll5 envia sgsimultaneamente voz
recolhida por parte da unidade de entrada de voz ex205
durante a captura de imagens pela cémara ex203 para a
unidade de multiplexacdo/desmultiplexacdo ex308 como dados
de wvoz digital através da unidade de processamento de voz
ex305.

A unidade de multiplexacdo/desmultiplexacdo ex308
realiza processamentce de multiplexacdo dos dados de imagens
codificados proporcionados a partir da unidade de
codificagdo de imagens ex312 e dos dados de voz
proporcioconados a partir da unidade de processamento de voz
ex305, e apdsg og dados multiplexados obtidos como resultado
disto serem gubmetidos a processamento de dispersidc de
espetro por parte da unidade de circuito de modem ex306, e
gerem submetidos a conversdo digital-analdgica e
transformacdo de frequéncia por parte da unidade de
circuito de recec¢do/envio ex301, egte dados s&o
transmitidos através da antena ex201.

Ao receber dados de ficheiro de imagens em movimento com
ligagdo a uma péagina web ou semelhante no wmodo de
transmissdo de dados, o8 ginais de rececdo recebidos a
partir da estacgdo base exl1ll0 através da antena ex201 sdo
gubmetidos a processamento inverso de digpersdo de espetro
por parte da unidade de circuito de modem ex306, e os dados
multiplexados c¢btidos como resultado disto sd&o enviados
para a unidade de separacdo de multiplexacdo ex308.

Além disso, na descodificagdo de dados multiplexados
recebidos atravég da antena ex201, a unidade de separagdo
de multiplexacdo ex308 divide o©s8 dadog multiplexados
desmultiplexando-os num fluxo de bits de dados de imagens
codificados e num fluxo de bits de dados de voz

=~

codificados, e os dados de voz sdo proporcionados & unidade

50



EP2765708B1

de processamento de voz ex305 juntamente com os dados de
imagens codificadog sendo proporcionados & unidade de
desccodificacdo de imagensg ex309 atravégs do barramento de
gincronismo ex313.

Em seguida, a unidade de descodificacdo de imagens ex309
é uma configuracdo proporcionada com um disposgitivo de
degcodificacdo de imagens descrito no presente pedido, e os
dados de imagens em movimento contidos num ficheiro de
imageng em movimento ligado a partir de uma pégina web, por
exemplo, s8o exibidos descodificando o fluxo de bits dos
dados de imagens codificados com um método de
descodificagao correspondente ao método de codificacgdo
mostrado nas formas de realizag¢do descritas acima, gerando
dados de imagens em movimento de reproducio, e
proporcionando os mesmog a unidade de exibicdo ex202
através da unidade de controlo de LCD ex302. De forma
gimulténea com isto, a unidade de processamento de voz
ex305 converte og dadog de voz em ginais de voz analdgicosg,
e posteriormente proporcicna og megsmos & unidade de saida
de voz ex208, consequentemente permitindo que os dados de
voz contidos no ficheiro de imagens em movimento ligado a
partir de uma pagina web, por exemplo, sejam reproduzidos.

Deve ger notado que ndo existe qualguer limitacdo para
os exemplos do sistema desgcrito acima. Nos Gltimos anog, a
difusdo digital via satélite ou ondas terrestres tornou-se
um prcblema, e pelc mencs um dos dispositivogs de
cedificacdo de imagens ou dos dispositivos de
descedificacdo de imagens das formas de realizacgdo
descritas acima pode ger incorporado em gsistemas utilizando
difuséao digital, conforme mostrado na Fig. 23.
Especificamente, og fluxos de bits codificados de dados de
imagens sdo transmitidos através de ondas de radio para um
gatélite de comunicacdes ou difusgdo ex410 com uma estacao
de difusdo ex409. O gatélite de difugdo ex410 gque recebe os
fluxos de bits emite ondas de difus8c de radio, e estas
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ondag de radio sdo recebidas por uma antena ex406 de uma
casa eguipada com meiosg de rececdo de difusdo via satélite.
O fluxo de bits codificadogs ¢é degcodificado por um
dispositivo tal como uma televisdo (dispositivo recetor)
ex401, uma caixa adaptadora (STB) ex407 ou semelhante, e
este fluxo de bits desgcodificadogs é reproduzido. Além
disso, & possivel instalar um dispeositivo de descodificacédo
de imagens mostradoe nas formas de realizagdo descritas
acima num disgpositivo de reprodugdo ex403 que 1& e
degscodifica fluxos de bits codificadog gravadcos num meio de
armazenamento ex402, tal como meios de armazenamento de CD
e DVD. Neste casgo, 08 sinaig de imagens reproduzidas sdo
exibidos num monitor ex404. Além disso, é também possivel
uma configuracdo na qual o dispositivo de descodificacgdo de
imagens € instalado numa caixa adaptadora ex407 conectada a
um cabo ex405 para televigdo por cabo, ou a uma antena de
difusdo por satélite/ondas terrestres ex406, e 1isto &
reproduzido num monitor de televisdo ex408. Agui, o
dispositivo de descodificacgdo de  imageng pode  ger
incorporado na televisdo em vez de na caixa adaptadora.
Além disso, €& pogsivel que ginais do satélite ex410, da
estacdo base exl1l07, ou sgemelhante sejam recebidos por um
automdvel ex412 provido com uma antena ex411l, e imagens em
movimento podem ser reproduzidas num digpogitivo de
exibicdc nc automdvel ex4l12, tal como um gistema de
navegagdo do carro ex4l3.

Além disso, é possivel codificar sinais de imagens com
um dispositive de codificacdo de imagens mostrado nas
formas de realizacdo degcritas acima, e gravar OS mesmos
num meio de armazenamento. Exemplos especificog incluem
gravadores de DVD que gravam sinais de imagens num disco
DVD ex421, e um gravador ex420 tal como um gravador de
discos que grava num disco rigido. Adicionalmente, a
gravagdo pode ser num cartdo SD ex422. Se o gravador ex420
estiver provido com um dispositivo de descodificagdc de
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imagens mostrado nas formas de realizacdo descritas acima,
os ginais de imagens gravados no disco DVD ex421, ou 1o
cartdo SD ex422, podem ser reproduzidos e exibidogs no
monitor ex408.

Deve ser notado que a configuracdo do sistema de
navegacdo do automdvel ex413 pode ser tal que, por exemplo,
a camara ex203, a unidade de interface de cdmara ex303, e ©
dispeositivo de codificacdc de imagens ex312 tal conforme
mogtrado na Fig. 19 gejam excluidos, e isto €& também
possivel e forma semelhante para o computador exlll e a
televisdo (disposgitivo de rececdo) ex401l.

Além disso, o terminal do telemdvel exll4 descrito acima
pode ndo sb ser apenas um tipo de terminal de envio/rececdo
tendo tanto um disposgitivo de codificagdo como um
dispositive de descodificacdo, masg pode também ger um
terminal de envio com somente um digpositivo de
codificagdo, ou um terminal de recegdo com gomente um
dispositiveo de descodificac8o (trés tipos de instalacdo).

Desta forma, o método de codificagdo de imagens em
movimentc ou o método de descodificagdo de imagens em
movimento mostradogs nas formas de realizacdo descritas
acima podem ser utilizados em qualguer dos dispositivos ou
gistemas descritos acima, e obter os efeitos descritos
destas formas de realizacdo ac fazé-lo.

5. Outras formas de realizacido

A presente invengdco ndoc estd limitada as formas de
realizac8oc descritas acima, e sdo posgivels varias outras
formas de realizacdc e wmodificacgdes sem ge desgviar do

ambito da presente invengdo.
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REIVINDICACOES

1. Umn sgistema de codificacdo e descodificacdo de
comprimento varidvel que inclui um aparelho de codificacédo
de comprimento varidvel que codifica uma unidade de dados
em dados de imagens compostos por uma pluralidade de
subdados com referéncia a uma tabela de probabilidades e um
aparelho de descodificac8oc de comprimento varidvel gue
descodifica unidades de dados em dados de imagens com
referéncia a tabela de probabilidades, em gque o dito
aparelho de codificacdo de comprimento varidvel inclui:
um meio de ajuste da tabela gue ajusta uma tabela de
probabilidades a wvalores iniciais com base num valor
inicial de um parémetro de guantificacdo da unidade de
dados;
um meio de codificacdo de informacgdo de inicializacdo que
codifica informacdo de inicializag¢do relaciconada com O
dito wvalor inicial do parémetro de quantificacdo da
unidade de dados;
um primeiro meio de obtencdo de par@metro gue obtém
pardmetros de codificacdo a ser utilizados na codificacio
de subdados a partir da tabela de probabilidades;
um meio de codificagdo de subdados que realiza uma
codificacdo aritmética nos subdados com referéncia aos
parlmetros de codificagdo obtides; e um primeiro meio de
atualizacdo da tabela de probabilidades que atualiza a
tabela de probabilidades com  base nosg subdados
codificados aritmeticamente por parte do meic de
codificacgdo de subdados,
em que o dito aparelho de descodificacdo de comprimento
varidvel inclui:
um meio de degcodificacéo de informacao de
inicializacgéo que descodifica a informacdo de
inicializacdo codificada relacionada c¢com o© valor

inicial do par@metrc de quantificacdo da unidade de
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dados; um meic de inicializacdo da tabela gue ajusta a
tabela de probabilidades a valores iniciaisg com base na
informacdo de inicializacgdo descodificada relacionada
com © valor inicial do parémetro de gquantificacdo da
unidade de dados;

um segundo meio de obtencdo de parametro que obtém
parametros de codificagdo a ser utilizados na
descodificacdo de subdados a partir da tabela de
probabilidades;

um meio de descodificacdo de subdados que realiza uma
descodificacdoc aritmética nos subdados codificados com
referéncia aosg parémetrogs de codificacdo obtidosg; e

um  segundo meio de atualizacdo da tabela de
probabilidades que atualiza a tabela de probabilidades
com base nog sgubdados descodificados aritmeticamente

por parte do meic de descodificacgdo de subdados.

2. 0 gistema de codificacao e degcodificacdo de
comprimento varidvel de acordo com a reivindicagdc 1, em
que a unidade de dados é uma figura ou uma fatia em dados

de imagens.

3. Um método de codificagdo e desgcodificacgdo de
comprimento varidvel que inclui um método de codificacgdo de
comprimento varidvel de codificar uma unidade de dados em
dadog de imagens compostos por uma pluralidade de gubdados
com referéncia a uma tabela de prcbabilidades e um método
de desgcodificacdo de comprimente varidvel de descodificar
unidadesg de dados em dados de imagens com referéncia a
tabela de probabilidades,
em que o dito método de codificagdo de comprimento varidvel
compreende:
uma etapa de ajuste da tabela de ajugte de uma tabela de
probabilidades a valoreg iniciais com base num valor

inicial de um par8metro de quantificacdo da unidade de



EP2765708B1

dados;
uma etapa de codificacdo de informagdo de inicializacédo
de codificacdo de informacdo de inicializagdo relacionada
com © valor inicial do parametro de quantificacéo da
unidade de dados;
uma primeira etapa de obtencdc de pardmetro de obtengdo
de parémetrogs de codificagdo a sger utilizados na
codificacdoc de subdados a partir da tabela de
probabilidades;
uma etapa de codificacdo de gsubdados de realizacdo de uma
codificacdo aritmética nos subdados com referéncia aos
par@nmetros de codificacdo obtidos; e
uma primeira etapa de atualizac8o da tabela de
prcbabilidadesg de atualizagdo da tabela de probabilidades
com base nos subdados codificados arvitmeticamente na
etapa de codificacdo de subdados,
em que o dito método de descodificag¢do de comprimento
varidvel compreende:
uma etapa de degcodificacdo de informacgdo de
inicializacdo de desgcodificacdoe da informacdo de
inicializacdo codificada relaciconada com o© valor
inicial do par@metro de quantificagdo da unidade de
dados;
uma etapa de inicializagdo da tabela de ajuste da
tabela de probabilidades a valcreg iniciais com base na
informacdo de inicializacdo degcodificada relacionada
com © valor inicial do parémetro de guantificacdo da
unidade de dados;
uma sgegunda etapa de obtencdo de par@metro de obtencdo
de par@metros de codificagdo a ger utilizados na
descodificagdo de subdados a partir da tabela de
probabilidades;
uma etapa de desgcodificacgdo de subdados de realizacdo
de uma descodificacao aritmética nos subdadoes

codificados com referéncia aocs parametros de
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codificacdo obtidos; e

uma gegunda etapa de atualizagdo da tabela de
probabilidades de atualizagéo da tabela de
probabilidades com base nog subdados descodificados

aritmeticamente na etapa de descodificacdo de subdados.
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Fig. 19
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Fig. 21
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