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(57) Abstract: Accurate modeling of acoustic
reverberation can be essential to generating
and providing a realistic virtual reality or aug-
mented reality experience for a participant. In
an example, a reverberation signal for play-
back using headphones can be provided. The
reverberation signal can correspond to a virtu-
al sound source signal originating at a spe-
citied location in a local listener environment.
Providing the reverberation signal can in-
clude, among other things, using information
about a reference impulse response from a ref-
erence environment and using characteristic
information about reverberation decay in a
local environment of the participant. Provid-
ing the reverberation signal can further in-
clude using information about a relationship
between a volume of the reference environ-
ment and a volume of the local environment
of the participant.
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AUGMENTED REALITY HEADPHONE
ENVIRONMENT RENDERING

CLAIM OF PRIORITY

(v

This mternational application claims the benefit of priority to U.S. Patent
Application No. 62/290.394, filed on February 2, 2016, and to U.S. Patent
Application No. 62/393,882, filed on Septeraber 16, 20106, cach of which is

mcorporated by reference hereim i its entirety.

10 BACKGROUND

Audio signal reproduction has evolved beyond simple stereo, or dual-
channel, configurations or system. For example, surround sound sysiems, such
as 5.1 sorround souad, are conumonly used 1o in-home and commercial
mstallations. Such systems emplov loudspeakers at various locations relative to

15 anexpected histener, and are configured to provide a more HEIMEISIive CXPerience
for the listener than is available from a conventional sterco configuration.

Some andio signal reproduction systems are configured to deliver three
dimensional audio, or 3D audio. In 3D audio, sounds arc produced by sterco
speakers, surround-sound speakers, speaker-arrays, or headphones or earphones,

20 and can involve or include virtual placement of a sound source in a real or
theoretical three-dimensional space anditorily perceived by the listener. For
example, virtualized sounds can be provided above, below, or even behind a
Histener who hears 3D audio-processed sounds.

Conventional stereo audio reproduciion via headphones tends to provide

o]
[

sounds that are perceived as originating or emanating from inside a listener’s
head. In an example, audio signals delivered by headphones, inchiding using a
conventional stereo pair of loudspeaker drivers, can be specially processed to
aclieve 3D aodio effects, soch as to provide a listener with a perceived spatial
sound environment. A 31 audio headphone system can be used for virtual reality
30 apphications, such as o provide a listener with a perception of a sound source at
a particular position 1o a local or virtual envirorament where no real sound source
exists. In an example, a 3D andio headphone system can be used for augmented
reality applications, such as 1o provide a listener with a perception of a sound

source at a position where no real sound source exists, and yet in a manner that
1
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the listener remains at least partially aware of one or more real sounds in the

local environment.

SUMMARY

This Summary is provided to introduce a selection of concepts ma
simplified form that are further described below in the Detailed Description.
This Summary is not intended to identify key features or essential features of the
claimed subject matter, nor 15 it ntended to be used to limit the scope of the
claimed subject matter in any way.

Computer-generated audio rendering for virtual reality (VR) or
augrented reality (AR) can leverage signal processing technology developments
in gaming and virtual reality audio rendering systems and application
programming interfaces, such as building upon and extending from prior
developments in the fields of computer music and architectural acoustics.
Various binaural techmgues, artificial reverberation, physical room acoustic
modeling, and auralization techaigues can be applied to provide users with
enhanced listening experiences. In an example, VR or AR audio can be delivered
to a listener via headphones or earphones. A VR or AR signal processing system
can be configured to reproduce some sounds such that they are perceived by a
tigtener to be emanating from an exteraal source in a local environment rather
than from the headphones or from a location inside the listener’s head.

Compared to VR 3D audio, AR audio involves the additional challenge
of encouraging suspension of a participant’s disbelief, such as by providing
sirmuefated environment acoustics and sowrce-cnvironment interactions that are
substantially congsistend with acoustics of a focal listening envirosruent. That is,
the present inventors have recognized that a problem to be solved includes
providing audio signal processing for virtual or added signals 1a such a manner
that the signals mchide or represent the user’s environment, and such that the
siguals are nod readily discriminable from other sounds naturally occurring or
reproduced over loudspeakers in the environment, An example can include a
rendering of a virtual sound source configured to simuldate a “double” of a
physically present sound source. The example can include, for imstance, a duet
between a real performer and a virtual performer playving the same mstroment, or

3
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a conversation between a real character and his/her “virtual twin™ in a given
environment.
In an example, a sclution to the problem of providing accurate sound

sources in a virtual sound field can include matching and applying reverberation

L

decay tumes, reverberation loudness characteristics, and/or reverberation
cqualization characteristics {e.g., spectral content of the reverberation) for a
given listening envircrunent. The present inventors have recognized that a
further solution can include or use measured binaural room impulse responses
{BRIRs) or mnpulse responses calculated from physical or geometric data about
10 an environteent. In an example, the solution can mclude or use measuring a
reverberation time 0 an environment, such as in moltiple frequency bands, and
can further include or use mformation about an envirorunent (or room) volume,

In audio-visual augmented reality applications, compuier-generated
aundic objects can be rendered via acoustically ransparent headphones to blend

15 with a physical environment heard naturally by the viewer/listener. Such
blending can include or use binaural artificial reverberation processing to maich
or approximate local enviromment acoustics. When artificial andio objects are
appropriately processed, the audic objects may not be discriminable by the
listener from other sounds occwrring naturally or reproduced over loudspeakers

20 inthe environment.

Approaches involving the measurement or calculation of binaural room
impulse responses in consumer environments can be hmited by practical
obstacles and complexity. The present inventors have recognized that a solution
to the above-described problem can include using a statistical reverberation

25 model that enables a compact reverberation fingerprint that can be used to
characterize an environment. The solution can further include or use
computationally efficient, data-driven reverberation rendering for muluple
virtual sound sources. The schution can, in an example, be apphied to headphone-
based “andic-augmented reality” to factliiate natural-sounding, externalized

30 wvirtual 3D audio reproduction of music, movie or game soundiracks, navigation

guides, alerts, or other audio signal content.
It should be noted that alternative embodiments are possible, and steps
and elements discussed herein may be changed, added, or eliminated, depending

3
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on the particular embodiment. These aliernative embodiments include altemative
steps and alterpative clements that may be vsed, and stroctural changes that may

be made, without departing from the scope of the invention.

L

BRIEF DESCRIPTION OF THE DRAWINGS
Referring now to the drawings in which like reference numbers represent
corresponding parts throughout:
FIG. 1 illustrates generally an example of a signal processing and
reprodoction syster {or virtual sound source rendering.
10 FIG. 2 illustrates generally an example of chart that shows
decomposition of a room impulse response model.

FIG. 3 illustrates gencrally an example that includes a first sound source,
a virtual source, and a listener.

FIG. 4A illustrates generally an exaraple of a measured EDR.

15 FIG. 4B illustrates generally an example of a measured EDR and
gltiple frequency-dependent reverberation curves.

FIG. 5A illustrates generally an example of a modeled EDR.

F1G. 5B illustrates generally extrapolated curves corresponding to the
reverberation curves of FIG. 3A.

26 FIG. 6A illustrates generally an example of an impulse response
corresponding to a reference environment.

FI1G. 6B illustrates generally an example of an impulse response
corresponding to a listener enviromment.

FIG. 6C illustrates generally an example of a first synthesized impulse

25 response corresponding to a hisiener environment.

FIG. 6D illustrates gencrally an example of a second synthesized impulse
response, based on the first synthesized mupulse response, with modified carly
reflection characteristics.

FIG. 7 iflustrates generally an example of a method that includes

30 providing a headphone andio signal for a histener i a local listener environment,
and the headphone andio signal includes a direct andio signal and a reverberation

signal component.
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FIG. 8 illustrates generally an example of a method that includes
gencrating a reverberation signal for a virtual sound source.

FIG. 9 1s a block diagram illustrating components of a machine,
according to some example embodiments, able to read instructions from a
machine-readable medinm (e.g., a machine-readable siorage medium) and

perform any one or more of the methodologics discussed herein.

DETAILED DESCRIPTION

In the following description that includes examples of environment
rendering and andio signal processing, such as for reproduction via headphones,
reference is made to the accompanying drawings. The drawings show by way of
illustration specific examples of how embodiments of the systems and methods
can be practiced. It is (o be vaderstood that other embodiments can be used and
structural changes can be made without departing from the scope of the claied
subject matter.

The present inventors have recognized, among other things, the
importance of providing perceptually plausible local andio environment
reverberation modeling in virtual reality (VR) and avgmented reality {(AR)
svstems. The following discussion includes, among other things, a practical and
efficient approach for extending 3D andio rendening algorithras (o fauhiully
match, or approximate, local enviromunent acoustics. Matching or approximating
local environment acoustics can include using mformation about a local
environment room volume, using information about intrinsic propertics of one or
more sources in the local environment, and/or using measuored information about
a reverberation characteristic i the local environment.

In an example, such as in AR systems, natural-scunding, externalized 3D
audio reproduction can use binawral artificial reverberation processing io help
match or approximate local environment acoustics. When performed properly,
the environment matching yields a listening experience wherain processed
sounds are not discriminable from sounds occurring naturally or reproduced over
Ioudspeakers 1 the environment. In an example, some signal processing

echriques for rendering audio contert with artificial reverberation processing
mclude or use a measurement or calculation of binaural room pupulse responscs.

5
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In an example, the signal processing techniques can include or use a statistical
reverberation model, such as including a “reverberation fingerprint”, to
characterize a local environment and to provide comaputationally efficient

artificial reverberation. In an example, the techniques include 2 method that can

L

apply to audio-visual augmented reality applications, such as where computer-

generated audio objects are rendered via acoustically transparent headphones to

seargiessty blend with a real, physical envirosrent experienced naturally bv a

viewer or listener.

Aundio signal reproduction, such as by loudspeakers or headphones, can

10 use or rely on varicus acoustic model properties to accurately reproduce sound
siguals. In an example, different model propertics can be used for different scene
representations or circurstances, or for simulating a sound source by processing
an audio signal according to a specified eavironment. In an example, a measured
binaural room impulse response, or BRIR, can be enmploved to convolve a source

15 signal and can be represented or modeled by temporal decomposition, such as to
identify one or more of a direct sound, carly reflections, and late reverberation,
However, determining or acquiring BRIRs can be difficult or impractical in
consumer applications, such as because consumers may not have the hardware or
technical expertise to properly measure such responses.

26 In an example, a practical approach to characterizing local environrent
or room reverberation characieristics, such as for use in 3D audio applications
like VR and AR, can include or use a reverberation fingerprint that can be
substaniially independent of a source and/or listener position or orientation. The
reverberation fingerprint can be used to provide natural-sounding, virtual mult-

25 c¢haonel sudio program presentations over headpbones. In an example, such
presentations can be customized using information about a virtnal loudspeaker
layout or about one or more acoustic properties of the virtual loudspeakers,
sounds sources or other items in an ¢nvironment.

In an exaraple, an earphone or headpbone device can include, or can be

30 coupled to, a virtualizer that is configured to process one or more audio signals

and deliver realistic, 33 audio to a listener. The virtualizer can include one or

more circuils for rendering, equalizing, balancing, specirally processing, or
otherwise adjusting audio signals to create a particular auditory experience. o an

6
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example, the virtualizer can include or use reverberation information to help
process the audio signals, such as to sinulate different listening environments
for the listener. Inan example, the earphone or headphone device can include or
use a circuit for measuring an environment reverberation characteristic, such as
using a transducer ntegrated with, or 1o data communication with, the
headphone device. The measured reverberation characteristic can be used, such
as together with information about a physical layout or volure of an
environment, to update the virtualizer to better match a particular environment.
In an example, a reverberation measarement Circail can be configared to
avtomatically update a measured reverberation characteristic, such as
pertodically or in response to an imput indicating a change in a listener’s position
or a change in a Jocal environment.

FIG. 1 llustrates generally an example of a signal processing and
reproduction system 100 for virtual sound source rendering. The signal
processing and reproduction system 100 includes a direct sound rendering circuit
116, a reflected scund rendering circuit 113, and an equalizer circuit 120, Io an
example, an audio input signal 101, such as a single-channel or multiple-channel
auodio signal, or audio object signal, can be provided to one or more of the direct
sound renderimg cireuit 110 and the reflected sound rendering circuit 115, such
as via an audio input circui that 1s configured to receive a virtual sound source
signal. The andio mput signal 101 can mchide acoustic mformation to be
virtualized or readered via headphones for a istener. For example, the audio
input signal 101 can be a virtual sound source signal intended to be perceived by
a listener as being located at a specified location, or as originating {from a
specified location, in the Ustener’s local environment,

In an example, headphones 150 (sometimes referred to herein as
carphones) are coupled to the equalizer circunt 120 and receive one or more
rendered and equalized audio signals from the equalizer circuit 120, An audio
sigual amphifier circuit can be further provided 1o the signal chain to drive the
headphones 150, I an example, the headphones 150 are configured to provide to
a user substantially acouvstically transparent perception of a local sound field,
such as corresponding to an envirommeni in which a user of the headphones 150
1s located. In other words, sounds onginating in the local sound field, such as

7
/
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near the user, can be substantially accurately detected by the user of the
headphones 150 even when the user is wearing the headphones 150

In an example, the signal processing schematic 100 represents a signal
processing model for rendering a virtual point source and equalizing a
beadphone transfer function. A systhetic BRIR vaplemented by the renderer can
be decomposed into direct sound, early reflections and late reverberation, as
represented in FIG. 2.

In an example, the direct sound rendering circuit 110 and the reflected
sound renderimg circutt 115 are configured to receive a digital audio signal,
corresponding to the audio input signal 101, and the digital audio signal can
mclude encoded information about one or more of a reference environment, a

reference impulse response (e.g., mecluding information about a reference sound

and a reference receiver in the reference environment), or a local listener
envirenment, such as inchiding volome information about the reference
environment and the local listener environment. The direct sound rendering
crrcnit 110 and the reflected sound rendenng circoit 115 can use the encoded
nformation {o process the audio input signal 101, or to generate a new signal
corresponding to an artificial direct or reflected component of the andio mput
signal 101, In an example, the direct sound rendering circuit 110 and the
reflected sound rendering circuit 115 include respective data aputs configured to
receive the information about the reference environment, reference impulse
response (e.g., including information about a reference sound and a reference
receiver in the reference environment), or local listencr environment, such as
ncloding volume mformation about the reference environment and the local
listener environment.

The direct sound rendering circuit 110 can be configured to provide a
direct sound signal based on the audio 1nput signal 101, The direct sound
rendering circuit 110 can, for example, apply head-related transfer functions
(HRTFs), vohune adjustmends, panning adjustment, spectral shaping, or other
filters or processing to position or locate the audio input signal 101 in a virtmal
environmaent. In an example that includes the headphones 150 configured such
that they are substantially acoustically transparent, such as for augmenied reality
apphcations, the virtual environment can correspond to a local environment of a

3
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listener or participant wearing the headphones 130, and the direct sound
rendering circutt 110 provides a direct sound signal corresponding to an
origination focation of the source in the local environment.

The reflected sound rendering circuit 113 can be configured to provide a
reverberation signal based on the audic input signal 101 and based on one or
more characteristics of the local environment. For example, the reflected sound
rendering circuit 113 can include a reverberation signal processor circuit
configured to generate a reverberation signal corresponding to the andio input
signal 101 (e.g., a virtual sound source signal) if the audio taput signal 101 was
an actual sound originating at a specified location 1 the local environment of a
listener (e.g., a listener using the headphones 150). For example, the reflected
sound rendering cirenit 115 can be configured to use mformation about a
reference mpulse response, information about a reference room volume
corresponding to the reference impulse response, and tnformation about 3 room
volume of the listener’s local environment, to generate a reverberation signal
based on the audio input signal 101, In an example, the reflecied sound
rendering circuit 115 can be configured to scale a reverberation signal for the
audic input signal 101 based on a relationship between the room vohumes of the
reference and local environments. For example, the reverberation signal can be
weighted based on a ratio or other fixed or variable amount based on the
environment volumes.

FI1G. 2 illustrates generally an example of a chart 200 that shows
decomposition of a room impulse response (RIR) model for a sound source and
a receiver (e.g., a listener or ricrophone) located in a room. The chart 200
shows muitiple temporally consecutive sections, including a direct sound 201,
early reflections 203, and late reverberation 203, The direet sound 201 section
represents a direct acoustic path from a sound source to a receiver. Following the
direct sound 201, the chart 200 shows a reflections delay 202, The reflections
delay 202 corresponds o a duration between a direct sound arrival at the
receiver and a first environment reflection of the acoustic signal emitied by the
sound source. Following the reflections delay 202, the chart 200 shows a series
of early reflections 203 corresponding to one or raore environment-related audio
sigual reflections. Following the early reflections 203, later-arriving reflections

9
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form the late reverberation 205. The reverberation delay 204 interval represents
a start time of the late reverberation 205 relative to a start time of the early
reflections 203, Latc reverberation signal power decavs exponentially with time

i the RIR, and its decay rate can be measured by the reverberation decay time,

L

which varies with frequency.
Table 1 describes objective acoustic and geometric parameters that
characterize cach section in the RIR model shown in the chart 200. Table 1

further distinguishes parameters intrinsic to the source, the histener (or recetver)

or the environment {(or room). For late reverberation effects in a room or local

10 environment, reverberation decay rate and the room’s volume are important
factors. For example, Table 1 shows that environment-specific parameters that
are sufficient in order to characterize Late Reverberation in an environment,
regardless of source and listener positions or properties, inchude the
environmeni’s volume and tis reverberation decay time or decay rate.

15

Birect sound Early reflections Late Reverberation
- Free-ficld - Free-field transfer | -~ Diffuse-field
transfer functions transfer function
. functions -~ Absolute posttion | - Relative distance
Source L
- Relative and orientation
distance
and oricniation
- Free-ficld - Free-field head- ~ Diffuse-field head-
head-related related transfer related transfer
. fransfer functions functions and inter-
Listener L .. .
functions - Absolute position | aural correlation
- Relative and orientation coefficient
orientation
- Air absorption | - Air absorption ~ Reverberation
. - Boundary geomeiry | Decay Time
Environment <, . e
and material - Cubic volume
propertics
Table 1 Overview of RIR model acoustic and geometric parameters.

In an example, in the absence of obstruction by intervening acoustic
obstacles, direct sound propagation can be substantially independent of
enviromment parameters other than those affecting propagation time, velocity

20 and absorption in the mediam. Such parameters can include, among other things,

10
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relative hunidity, temperature, a relative distance between a source and listener,
or movement of one or both of a source and a listener.
In an example, various data or information can be used to characterize

and simulate sound reproduction, radiation, and capture. For example, a sound

L

source and g target lstener’s ears can be modeled as emitting and receivigg

transducers, respectively. Each can be characterized by one or more direction-

dependent free-field transfer functions, such as including the fistener’s head-

related transfer function, or HRTF | to characterize reception at the listener’s

cars, such as from a point source in space. In an example, the car and/or

10 transducer models can further include a froquency-dependent sensitivity
characteristic.

FIG. 3 dllustrates generally an example 300 that mcludes a first sound
source 301, a virtual source 302, and a listener 310. The histener 310 can be
sttuated 0 an environment (e.g., in a small, reverberant room, or in a large

15 outdoor space, etc.) and can use the headphones 130, The headphones 150 can
be substantially acoustically transparent such that sounds from the first sound
source 301, such as originating from a first location in the listener’s
envirenment, can be heard by the listener 310, In an example, the headphones
150, or a signal processing circuit coupled to the headphones 150, can be

28 configured to reproduce sounds from the virtual source 302, such as can be
perceived by the listener 310 to be at a different second location in the listener’s
gnvironment.

In an example, the headphones 150 used by the listener 310 can receive
an audio signal from the cqualizer circut 120 from the system 100 of FIG. 1.

25 The equalizer circnit 120 can be configured such that, for any sound source
reproduced by the headphones 130, the virtual source 302 is substantially
spectrally mdistinguishable from the {irst sound source 301, such as can be heard
naturally by the listener 310 through the acoustically transparent headphones

150.

L

30 In an example, the environment of the listener 310 can include an
obstacle 320, such as can be located in a signal transmission path between the
first sound source 301 and the listener 310, or between the virtual source 302
and the Iistener 310, or both. When such obstacles are present, various sound

11
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diffraction and/or iransmission models can be used (e.g., by onc or nmore
portions of the systerm 100 to accurately render an audio signal at the
headphones 150. In an example, geometric or physical data, such as can be

provided to an angmented-reality visual rendering system, can be used by the

L

rendering system, such as can inchude or use the system 100, to provide audio
signals to the headphones 150.

Early reflection modeling by augmented-reality audio rendering systerns
can depend (o a large extent on a desired scale, detail, resolution, or accuracy of
a rendered audio signal. In an example, an augmented-reality andio rendering
10 system, such as including all or a portion of the system 100, can attempt to
accurately and exhaustively reproduce reflections for each of multiple, virtual
sound sources, such as corresponding 1o respective muliiple audio image sources
with different positions, orientations and/or speciral content, and each aundio

image source can be defined at least in part by geometric and acoustic

[y
(v

parameters characterizing environment boundarics, source parameters and

receiver parameters. Tn an example, characierization (¢.g., measurement and

analysis) and corresponding binaural rendering of local reflections for
avgmented-reality applications can be performed, and can include or use one or
more of physical or acoustic imaging sensors, cloud-based environment data,

28 and pre-computation of physical algorithms for modehing acoustic propagation.

The present inventors have recognized that a problem to be solved
mchudes simplifying or expediting such comprehensive signal processing that
can be computationally expensive, and can require large amounts of data and
processing speed, such as to provide accurate audio signals for augmented-

25 reality applications and/or for other applications where effects of a physical
environment are used or constdered in providing audio signals to a listener. The
present inventors have further recognized that a solution to the problem can
include a more practical and scalable system, such as can be realized using lesser
detail in one or more reflected sound signal models. Owing to psychoacoustic

30 masking phenomena, perceptual effects of acoustic reflections in typical rooms

can be accurately and efficiently approximated by modeling combined

contributions from multiple reflected signals having a common source, for
example, rather than exhaostively matching individoal spatio-teraporal

12
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paramcters and frequency-~dependent attenmations for cach of multiple reflected
signals. The present inventors have further recognived that a solution to the
problem of separately modeling behavior of multiple virtual sound sources and
then combinimg the results can inclide determining and using a reverberation
fingerprint, such as can be defined or determuned based on physical
characteristics of a room, and the reverberation fingerprint can be applied to
similarly process, or to batch process, multiple sound sources together, such as
using a reverberation Processor Circuit,

In closed environments {e.g., enclosed rooms ke a bedroom) or semi-
open environments, a reflected sound field builds up to a mixing time,
establishing a diffose reverberation process that lends itself (o a tractable
statistical time-frequency model predicting BRIR energy, exponeniial decay, and
teravral cross-correlation.

In such a time-frequency model, a sound source and a receiver can be
characterized by their diffuse-field transfer functions. In an example, diffuse-
field transfer functions can be derived by power-domain spatial averaging of
their respective free-field ransfer functions.

The mixing time is commonly estimated in milliseconds by V17, the
square root of the room volume. In an examaple, a late reverberation decay for a
given room oF environment can be modeled using the room’s volume and its
reverberation decay rate (or reverberation time} as a function of frequency, such
as can be sampled in a moderate number of frequency bands (c.g., as foew as one
or two, typically 3-15 or more depending on processing capacity and desired
resofution). Volume and reverberation decay rate can be used to control a
computationally efficient and perceptually faithful parametric reverberation
processor circuit performing reverberation processing algorithms, such as can be
shared or used by multiple sources in a virtual room. In an example, the
reverberation processor circuit can be configured to perform reverberation
algorithms that can be based on a feedback delay network or can be based on
convolution with a synthetic BRIR, such as can be modeled as specirally-shaped,
exponentially decaying noise.

In an example, a practical, low-complexity approach for perceptually
plausible rendering can be based on minimal local environment data, such as by

13
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adapting a set of BRIRs acquired in a reference environment (¢.g., acquired
using a reference binaural microphone). The adapting can nclude correctling a
reverberation decay time and/or correcting an offset of the reverberation encrgy
level, for example to simulate the same loudspeaker system and the same
reference binaural microphone as used in the reference environment, but
transposed in a local listening envivonment. In an example, the adapting can
further include correcting direct sound, reverberation, and early reflection
energics, spectral equalization, and/or spatio-temporal distribution, such as
mcloding or using particular sound source enussion data and one or more head-
related transfer functions (HRTFs) associated with a listener.

In an example, a VR and AR simulation with 3D audio effects can
inciude or use dynamic head-tracking to compensate for listener head
movement, such as in real time. This method can be extended to simulate
mwiermediate sound source positions in the same reference roor, and can include
sampling a sound source position and/or a listener position or orientation such as
to stmulate or account for movement subsiantially in real time. In an example,
the position information can be obtained or determined using one or more
focation sensors or other data that can be used to deternine a source or lisiener
position, such as using a WiFi or Bluetooth signal associated with a source or
associated with a Hstener (e.g., using a signal associated with the headphones
150, or with another mobile device corresponding to the listener).

Measured reference BRIRs can be adapted to different rooms, different
listeners, and to one or more arbitrary sound sources, thereby simplifying other
technigues that can rely on collecting multiple BRIR measurements in a local
listerung environment. In an example, diffuse reverberation in a room impulse
response 4(f) can be modeled as a random signal whose variance follows an
exponentially decaying eavelope, such as can be independent of the audio signal
source and receiver {¢.g., listener) positions in the room, and can be
characterized by a frequency-dependent decay time 7Tr{} and an iniiial power
spectrum P(f).

In an example, the frequency -dependent decay time 7r{f) can be used to
match or approximate a roont’s reverberation characteristics, and can be used to
process audio signals to provide a perception of “correct” roorn acoustics (o

14
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listener. In other words, an appropriate frequency-dependent decay time 7r(f)
can be selected to help provide consistency between real and svathetic, or
virtualized, sound sources, such as in AR applications. To further cnhance or
improve a correspondence or match between real and virtoalized room effects,
5 the encrgy and spectral cqualization of reverberation can be correcied. In an
example, this correction can be performed by providing an mitial power
specirum of the reverberation that corresponds to a real initial power spectrum.
Such an mitial power spectrum can be influenced by, among other things,
radiation characteristics of the source, such as the source’s frequency-dependent
10 directivity, Without such a correction, a virtual sound source can sound
noticeably different {rom its real-world counterpart, such as 1n terms of tmbre
coloration and sense of distance from, or proximity to, a listener.
In an example, the imtial power spectrur P{f} is proportional to a

product of the source and receiver diffuse-ficld transfer functions, and to a
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reciprocal of the room’s volume V. A diffuse-ficld transfer function can be
calculated or determined using power-domain spatial averaging of a source’s (or
receiver’s) free-field transfer functions. An Encrgy Decay Rehief, FDR(Y, 1, can
be a function of time and frequency, can be used to estimate the model
parameters 77(/) and P(f). In an example, an EDR can comrespond to an ensemble
28 average of a time-frequency representation of reverberation decay, such as after
mierruption of an excitation signal (¢.g., a stationary white noise signal). n an

example, DR, 1)~ j °’ pir, £y dr,where p(t, /) is a short-time Fourier transform

of h{f). Lincar corve fitting at wultiple different frequencies can be vsed to

provide an estimate of the frequency ~dependent reverberation decay time 7r(f),

N3
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such as with a modeled EDR extrapolation back to a time of emission, denoted
EDR (0, fi. In an example, the inifial power spectium can be determined as P())
=EDR(0, 5 Tr(f.

FIG. 4A illusirates generally an exaraple of a measured energy decay
relief (EDR) 401, such as for a reference environment. The measured EDR 401
30 shows a relationship between relative power of a reverberation decay signal over

multiple frequencies and over time. FIG. 3A illusirates gencrally an example of a
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modeled EDR 501 for the same reference environment, and using the same axes
as the example of FIG. 4A.
The measured EDR 401 in FIG. 4A includes an example of a relative

power gpectral decay, such as following a white noise signal broadcast o the

L

reference environment. The measured EDR 401 can be derived by backward
mtegration of an impulse response signal power p(f, /). Characteristics of the
measured EDR 401 can depend at least in part on a position and/or oricatation of
the source (e.g., the white noise signal source), and can further depend at least in
part on a position and/or onentation of the receiver, such as a8 microphone

10 positioned i the reference environment.

The modeled EDR 501 1 FIG. 5A includes an example of a relative
power spectral decay, and can be independent of source and receiver positions or
orientations. For exarmple, the modeled EDR 501 can be derived by performing
lincar (or other) fitting and extrapolation of a portion of the raeasured EDR 401,

15 such as illustrated m FIG. 4B.

FI(. 4B illustrates generally an example of the measured EDR 401 and
multiple frequency-dependent reverberation curves 402 fitted to the “surface™ of
the measured EDR 401, The reverberation curves 402 can be fitted to differend
or corresponding portions of the measured EDR 401. In the example of FIG. 4B,

20 a first one of the reverberation corves 402 corresponds to a portion of the
measured EDR 401 at about 10 kHz and further corresponds to a decay interval
between about 0.10 and 0.30 seconds. Another one of the reverberation curves
4072 corresponds to a portion of the measured EDR 401 at about 3 kHz and
further corresponds 1o a decay 1nterval between about 0.15 and 0.35 seconds. In

25 an exaraple, the reverberation curves 402 can be fitted to the sarae decay nterval
{e.g., between 0.10 and 0.30 scconds) for each of multiple different frequencics.

Referring again to FIG. 5A, the modeled EDR 501 can be determined
using the reverberation curves 402. For example, the modeled EDR 501 can
mclude a decay spectrum extrapolated from multiple ones of the reverberation

30 curves 402, For examsple, one or more of the reverberation curves 402 includes
only a scgment in the field of the measured EDR 401, and the segment can be
extrapolated or extended in the tirae direction, such as backward to an initial

time {e.g., a time zero, or origin time) and/or forward to a final time, such astw a

16
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specificd lower humit {e.g., 100 dB, etc.). The mutial time can correspond to a
time of emission of a source signal.

FIG. 5B illustrates generally extrapolated curves 302 corresponding to
the reverberation curves 402, and the extrapolated curves 502 can be used to
define the modeled EDR 501 In the example of FIG. 3B, an mitial power
spectrum 303 corresponds to the portion of the modeled EDR 501 at the mnitial
time {e.g., time zero), and 1 the product of the reverberation decay time and the
mitial power spectrum at the initial time. That 1s, the modeled EDR 301 can be
characterized by at least a reverberation time 7r(/) and an initial power spectrum
F(fy. The reverberation tirac 7+{(/) provides a frequency-dependent indication of
an expected or modeled reverberation time. The mitial power spectrum P(f)
inciudes an indication of a relative power level for a reverberation decay signal,
such as relative to some initial power level e.g., 0 dB), and 15 frequency-
dependent.

In an example, the mitial power spectrum P{J} is provided as a product of
the reciprocal of a room volume and diffuse-field transfer functions of a signal
source and a receiver. This can be convenient for real-time or m-situ audio signal
processing for VR and AR, for example, because signals can be processed using
static or mirnsic information about a source (¢.g., source directivity as a
function of frequency, which can be a property that is intrinsic to the source) and
room volume information.

A reverberation fingerprint of a room (e.g., the same or other than a
reference environment) can include information about a room volume and the
reverberation ime 77(/). In other words, a reverberation fingerprint can be
determined vsing sub-band reverberation time information, such as can be
derived from a single impulse response measurement. In an example, such a
measurement can be performed using consumer-grade microphone and
foudspeaker devices, such as including using a microphone associated with a
mobile computing device (2.g., a cell phone or smart phone) and home andio
loudspeaker that can reproduce a source signal in the environment. In an
example, a microphone signal can be monitored, soch as sobstantially i real-
time, and a corresponding monitored microphone signal can be used to idenufy
any changes tn a local reverberation fingerprint.

17
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In an example, propertics of a non-reference sound source and/or listener
can be taken into consideration as well. For example, when an actual BRIR 15
expected to be different from a reference BRIR, then actual loudspeaker
response information and/or individual HRTFs can be substituted for fice-field
and duffuse field transfer functions. Loudspeaker layout can be adjusted 1n an
actual environment, or other direction or distance panning methods can be used
for adjusting direct and reflected sounds. In an exaraple, a reverberation
processor circuit or other audio processor circuit (e.g., configured to use or apply
a feedback delay network, or FDN, reverberation algorithms, etc.) can be shared
among multiple virtual sound sources,

Referring again to the example 300 of FIG. 3, the first sound source 301
and the virtual source 302 can be modeled as loudspeakers. A reference BRIR
can be measured in a reference environment (e.g., 1 a reference roomy), such as
using a loudspeaker positioned at the same distance and orientation relative o
the receiver or listener 310 as shown in the example 300. FIGS. 6A-6D illustrate
an example of using a reference BRIR, or RIR, such as corresponding to a
reference environment, to provide a synthesized impulse response corresponding
o a listener environment.

FIG. 6A ilustrates gencrally an example of 2 measured smpulse response
601 corresponding 10 a reference envirosrent. The example includes 3 reference
decay envelope 602 that can be estimated for a reference tmpulse response 601,
In an example, the reference papulse response 601 corresponds (o a response to
the first sound source 301 in the reference room.

A different, local impulse response can be measured for the same first
sound source 301 in the non-reference environment, or local listener
environment, such as using the same reference receiver characteristics. F1G. 6B
ifhustrates generally an example of an trapulse response corresponding to a
histener environment. That is, FIG. 6B mcludes a local impulse response 611
corresponding to the local environment. A local decay envelope 617 canbe
estimated for the focal impulse response 611, From the examples of FIGS. 6A
and 6B, it can be observed that the reference environment, corresponding to FIG.
6A, exhibiis faster reverberation decay and less initial power. If a virtual source,
such as the virtual source 302, s rendered by convolution with the reference
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impulse response 601, then a listener may be able to audibly detect incongruity
between the audio reproduction and the local environment, which can lead a
fistener to guestion whether the virtual source 302 is indeed present in the local
environment.

In an example, the reference impulse response 601 can be replaced by an
adapted impulse response, such as one whose ditfuse reverberation decay
cnvelope better matches or approximates that of a local listener environment,
such as without measuring an actual impulse response of the local listener
environmaent. The adapted impulse response can be computationally determined.
For example, an initial power spectrum from a reference impulse response (e.g.,
the reference tmpulse response 601) can be estimated and then scaled according
to a local room volume, for example, according 10 Piocat(fi = Predf} Veer/Vioca,
where Vioris a room volume corresponding o the reference napulse response of
the reference environment and Vieew 18 a room volume corresponding to the local
environment. Additionally, a local environment reverberation decay rate, and its
corresponding frequency dependence, can be determined.

FIG. 6C illustrates generally an example of a first synthesized impulse
respanse 621 corresponding to a listener environment, In an example, the first
svnthesized impuise response 621 can be obtamed by modifving the measured
imnpuise response 601 corresponding to the reference environment {see, e.g.,
F1G. 6A) to match late reverberation properties of the listener environment (see,
.., the local impulse response 611 corresponding to the local environment of
FIG. 68). The example of FIG. 6C ncludes a sccond local decay envelope 622,
sach as can be equal to the local decay envelope 612 from the example of FIG.
6B, and the reference decay envelope 682 from the example of FIG 6A.

In the example of FIG. 6C, the second local decay envelope 622
corresponds to a late reverberation portion of the response. It can be accurately
rendered by truncating the reference impulse response and mmplementing a
parametric binavral reverberator to simulate the late reverberation response. 1o
an cxample, the late reverberation can be rendered by frequency -domain
reshaping of a reference BRIR, such as by applying a gain offset at each time
and frequency. In an example, the gain offset can be given by a dB difference
between the local decay envelope 612 and the reference decay envelope 602,
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In an example, a coarse but useful correction of carly reflections in an

impulse response can be obtained using the frequency-domain reshaping
echrique described above. FIG. 6D illustrates generally an example of a second
svnthesized impulse response 631, based on the first synthesized impulse
response 621, with modified carly reflection characteristics. In an example, the
second synthesized impulse response 631 can be obtained by modifying the first
svrthesized upulse response 621 from the example of FIG, 6C o maich eardy
reflection properties of the listener envivonment {seg, ¢.g., FIG 68).

In an example, a spatio-temporal distribution of individual early
reflections o the first synthesized impulse response 621 and the second
synthesized trnpulse response 631 can substantially correspond to carly
refloctions from the reference impulse response 601, That 1s, notwithstanding
actual effects of the environment corresponding to the local impulse response
611, the first synthesized impulse response 621 and the second synthesized
impulse response 631 can include early reflection mformation similar to the
reference impulse response 601, such as notwithstanding any differences in
enviromment or room volume, room geometry, or room materials. Additionally,
the stmulation 1s facilitated, in this illustration, by an assumption that the virtual
source {e.g., the virtual source 302) is wdentical to the real source (c.g., the first
source 301) and is located at the same distance {rom the listener as in the local
BRIR corresponding to the local impulse response 711,

In an example, the above-described model adaptation procedures can be
extended to include an arbitrarv source and relative orientation and/or
directivity, such as inclading listener-speciflic HRTF considerations. For a direct
scund, this kind of adaptation can include or use spectral equalization based on
free-ficld source and listener transfer functions, such as can be provided for a
reference impulse response and for local or specific conditions. Similarly,
correction of the late reverberation can be based on source and receiver diffuse-
field transfer functions.

In an example, a change 10 position of a signal source or listencr can be
accommodated. For example, changes can be made using distance and direction
panning techniques. For diffuse reverberation, changes can invelve spectral
equalization, such as depending on absolute arrival time difference, and can be

20
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shaped to maich a local reverberation decay rate, such as in a frequency-
dependent mamner. Such diffuse-field equalizations can be acceptable
approximations for early reflections if these arc assumed to be uniformly

distributed in their directions of emission and arrival. As discussed above,

L

detatled reflection renderimg can be driven by in-situ detection of room geometry
and recognition of boundary materials. Alternatively, etficient perceptually or
statistically raotivated models cag be used to shift, scale and pan reflection
clusters.

FIG. 7 dlustrates generally an example of a method 700 that includes
10 providing a headphone andio signal for a hstener m a local listener environment,
and the headphone audio signal includes a direct audio signal and a reverberation
signal component. At operation 702, the example inchudes generating a
reverberation signal for a virteal sound signal. The reverberation signal can be

generated, for example, ustng the refiected sound rendening circuit 113 from the
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example of FIG. 1 to process the virtual sound signal (e.g., the andio input signal
101). In an example, the reflected sound rendering circuit 115 can receive
mformation about a reference impulse response {(e.g., corresponding (o a
reference sound source and a reference receiver) in a reference environment, and
can receive information about a local reverberation decay time associated with a
20 local listener environment. The reflected sound rendering circoit 1135 can then
genecrate the reverberation signal based on the virtual sound signal according to
the method Hustrated in FEG. 6C or 68, For example, the reflected sound
rendering circuit 115 can modify the reference impulse response to match late
reverberation properties of the local listener environment, such as using the
25 received information about the local reverberation decay time. In an example,
the modification can include frequency-domain reshaping of the reference
irpuise response, such as by applying a gain offset at various times and
frequencies, and the gain offset can be provided based on a magmitude difference
between a decay envelope of the local reverberation decay time and a reference
30 envelope of the reference impulse response. The reflected sound rendering
circuit 115 can render the reverberation signal, for example, by convolving the

modified impulse response with the virtual sound signal.
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At operation 704, the method 700 can include scaling the reverberation
signal psing environment volume information. In an example, operation 704
mcludes using the reflected sound rendering circuit 115 to receive room volume

mformation about a local listener environment and to receive room volume

L

information about a reference environment, such as corresponding to the
reference impulse response used (o generate the reverberation signal at operation
702. Receiving the room volome information can include, among other things,
recetving a numerical indication of a room volume, sensing a room volume, or
computing or determining a room volume such as using dimensional mformation
10 about a room from a CAD model or other 2D or 3D drawing. In an example, the
reverberation signal can be scaled based on a relationship between the room
volume of the local listener environment and the room volume of the reference
environmaent. For example, the reverberation signal can be scaled using a ratio of
the focal room volume to the reference room volume. Other scaling or corrective
15 factors can be used. In an example, different frequency components of the
reverberation signal can be differently scaled, such as using the volume
relationship or using other factors.
At operation 706, the exampie raethod 700 can include gencrating a
direct signal for the virtual sound signal. Generating the direct signal can include
28 using the direct sound rendering circuit 116 to provide as audio signal, virtually
focalized in the local listener environment, based on the virtual sound signal. For
example, the direct signal can be provided by using the direct sound rendering
circuit 110 to apply a head-related transfer function to the virtual sound signal 1o
accommodate a particular histener’s anique charactenistics. The direct sound
25 rendering circuit 110 can further process the virtual scund signal, such as by
adjusting amplitude, panning, spectral shaping or equalization, or through other
processing or filtering, to position or locate the virtual sound signal in the
fistener’s local environment.
At operation 708, the method 700 includes combining the scaled
30 reverberation signal from operation 704 with the direct signal generated at
operation 706. In an example, the combination is performed by a dedicated audio
signal mixer circuit, such as can be included in the example signal processing
and reproduction system 100 of FIG. 1. For example, the mixer circuit can be
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configured to receive the direct signal for the virtual sound signal from the direct
sound rendering circuit 110 and can be configured to receive the reverberation
signal for the virtual sound signal from the reflected sound rendering circuit 115,
and can provide a combined signal to the equalizer circuit 120, In an example,
the mixer circuit is included in the equalizer circunit 120, The mixer circuit can
optionally be configured to fiwther balance or adjust relative amplitudes or
speciral content of the direct signal and the reverberation signal to provide a
combined headphone avdio signal.

FIG. 8 dlustrates generally an example of a method 800 that includes
gencrating a reverberation signal for a virtual sound source. At operation 802,
the example inclodes receiving reference mopulse response mformation. The
reference impulse response information can include impulse response data
corresponding (o a reference sound source and a reference recerver, such as can
be measurad in a reference environment. In an example, the reference impulse
response information includes information about a diffuse-field and/or free-ficld
transfer function corresponding 1o one or both of the reference sound source and
the reference receiver. For example, the information about the reference impulse
response can include information about a head-related transfer function for a
listener in the reference environment {(e.g., the same listener as 1s i the local
environment). Head-related transfer functions can be spectfic (o a particular user
and therefore the reference impulse response information can be changed or
updated when a different user or listener participates.

In an example, receiving the reference impulse response information can
mclode receiving nformation about a diffuse-field transfer function for a local
scurce of the virtual sound source. The reference impulse response can be scaled
according to a relationship (e.g., difference, ratio, eic.} between the diffuse-field
transfer function for the local source and a diffuse-field transfer function for the
reference sound source. Similarly, receiving the reference impulse response
wformation can additionally or alternatively include receiving information about
a diffuse-field head-related transfer function for a reference receiver of the
reference souvnd source. The reference impulse response can then be additionally

or aliernatively scaled according to a relationship (¢.g., difference, ratio, ctc.)
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between the diffuse-ficld head-related transfer function for the local listener and
a diffuse-field wansfer function for the reference recetver.

At operation 804, the method 800 mcludes receiving reference
environment volume information. The reference environment volume
information can inciude an mdication or numerical value associated with a room
vohime, or can mchide dimensional information about the reference environment
from which room volume can be determined or calculated. Tn an example, other
mformation about the reference environment such as wformation about objects
in the reference environment or surface finishes can be similarly included.

At operation 806, the method 800 mcludes receiving local environment
reverberation information. Recetving the local environment reverberation
information can include using the reflected sound rendering circuit 115 to
receive or retrieve previoushy-acquired or previously-computed data about a
focal environment. fo an example, receiving the local savironmernd reverberation
mformation at operation 806 includes sensing a reverberation decay tme ina
local listener environment, such as using a general purpose microphons (¢.g., on
a listener’s smart phone, headset, or other device). In an example, the received
focal environment reverberation information can nchude frequency wfrmation
corresponding to the virtual sound source. That 1s, the virtual sound source can
inciude acoustic frequency content corresponding to a specified frequency band
{c.g.. 0.4-3kH») and the received local environment reverberation information
can tchude reverberation decay mformation corresponding 1o at least a portion
of the same specified froquency band.

In an example, various frequency binning or grouping schemes can be
used for time-frequency information associated with decay times. For example,
nformation about Mel-frequency bands or critical bands can be used, such as
additionally or alternatively o using continnous specirum information abount
reverberation decay charactenistics. In an example, frequency smoothing and/or
time smoothing can similarly be used to belp stabilize reverberation decay
envelope information, such as for reference and local environments.

At operation 308, the method 800 imcludes recerving local environment
volume information. The local environment volume information can mclude an
mndication or numerical value associated with a room vohume, or can include
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dimensional information about the local environmeni from which room volume
can be determined or calculated. Tn an example, other information about the
focal environment such as inforraation about objects in the local envirorunent or

surface finishes can be similarly included.

3 At operation 810, the method 800 mcludes generating a reverberation
signal for the virtual sound source signal using the information about the
reference tmapulse response from operation 802 and using the local environment
reverberation information from operation 306. Generating the reverberation
signal at operation 810 can include using the reflected sound rendering circunt

10 115

In an example, generating the reverberation signal at operation 810
includes receiving or determining a time-frequency envelope for the reference
impulse response mformation received at operation 802, and then adjusting the
time-frequency envelope based on corresponding portions of a time-frequency

15 envelope associated with the local environment reverberation information {e.g., a
local reverberation decay time) received at operation 806, That is, adjusting the
ume-frequency envelope of the reference impulse response can mchude adjusting
the envelope based on a refationship (e.g., a difference, ratio, efc.) between
corresponding portions of a ime-frequency envelope of the local reverberation

28 decay and the tine-frequency cnvelope associated with the reference impulse
response. In an example, the reflected sound rendering cirenit 115 can melude or
use an artificial reverberator circunt that can process the virtual sound source
signal using the adjusted covelope to thereby match the local reverberation
decay for the local lisiener environment.

25 At operation 812, the method 806 includes adjusting the reverberation
signal generated at operation 810, For example, operation 812 can include
adjusting the reverberation signal using information about a relationship between
the reference environment volume {see, ¢.g., operation 804) and the local
environmeni volume (see, e.g., operation 808), such as using the reflected sound

30 rendering circutd 115 or using another mixer or audio signal scaling circuit. The
adjusted reverberation signal from operation 812 can be combined with a direct
sound version of the virmal sound source signal and then provided to a listener

via headphones.
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In an example, operation 812 mcludes determining a ratio of the local
environent volume to the reference environment volume. That is, operation
812 can include determining a room volume associated with the reference

environment, such as corresponding to the reference impulse response, and

L

determining a room volume associated with the local listener’s environment. The

reverberation signal can then be scaled according to a ratio of the room volumes.

The scaled reverberation signal can be used v combination with the direct sound

and then provided to the listener via headphones.

In an example, operation 812 includes adjusting a late reverberation

10 portion of the reverberation signal (see, e.g., FIG. 2 at late reverberation 203).
An early reverberation portion of the reverberation signal can be similarly but
differently adjusted. For example, the carly reverberation portion of the
reverberation signal can be adjusted using the reference mpulse response, rather
than the adjusted impulse response. That s, in an example, the adjusted

15 reverberation signal can include a first portion (corresponding to early
reverberation or carly reflections) that is based on the reference impulse
response signal, and can include a subsequent second portion {comresponding to
late reverberation) that is based on the adjusted refercnce impulse response.

FIG. 9 18 a block diagram illustrating components of a machine 900,

28 according to some exaraple ewmbodipents, able 1o read tustructions 216 from a
machine-readable medivm {(¢.g., a machine-readable storage mediuny) and
perform any one or more of the methodologies discussed herein. Specifically,
FIG. 9 shows a diagramraatic representation of the machine 900 in the example
form of a computer system, within which the instructions 916 (¢.g., software, a

25 program, an application, an applet. an app, or other executable code) for causing
the machine 900 to perform any one or more of the methodologies discussed
berein may be executed. For example, the instructions 916 can oplement
modides of FIG. 1, and so forth. The instructions 916 transform the general, non-
programmed machine 900 into a particular machine programmed (o carry out the

30 described and illustrated functions 1o the manuer descoubed. In aliernative

ermbodiments, the machine 9200 operates as a standalone device or can be

coupled {c.g., networked) to other machines. In a networked deployment, the
machine 900 can operate in the capacity of a server machine or a client machine
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in a server-client network environment, or as a peer maching in a pecr-to-peer
{or distributed) network environment.
The machine 900 can comprise, but is not himited to, a server compuier, a

chent computer, a personal computer (PC), a tablet computer, a laptop computer,

L

a netbook, a set-top box (STB), a personal digital assistant (PDA), an
enterfainment media system, a cellular telephone, a smart phone, a mobhile
device, a wearable device (¢.g.. a smart watch), a smart home device (e.g.. a
smart appliance), other smart devices, a web appliance, a network router, a
network switch, a network bridge, a headphone driver, or any machine capable
10 of exccuting the mstructions 916, sequentially or otherwise, that specifv actions
to be taken by the machine 900. Further, while only a single machine 900 is
iitustrated, the term “machine” shall also be taken to include a collection of
machines 900 that individually or jointly execute the instructions 916 to perform
any one or more of the methodologies discussed herein.
15 The machine 900 can melude processors 910, memory/storage 930, and
1/0 components 950, which can be configured to communicate with cach other
such as via a bus 902, In an example embodiment, the processors 910 (e.g., a
central processing unit (CPU), a reduced 1astroction sei computing (RISC)
processor, a complex mstruction set computing {CISC) processor, a graphics
28 processing unit (GPU), a digital signal processor (BSP), an ASIC, a radic-
frequency integrated cirenit (RFIC), another processor, or any suitable
combination thereof) can include. for example, a circut such as a processor 912
and a processor 914 that may execute the instructions 916, The term “processor”
is intended to inchude a multi-core processor 912, 914 that can comprise two or
25 more independent processors 912, 914 (sometimes referred {0 as “cores”) that
may execute the instructions 916 contemporancously. Although FIG. © shows
sultiple processors 910, the machine 900 may inclhude a single processor 912,
914 with a single core, a single processor 912, 914 with multiple cores (e.g., a
raulti-core processor 212, 914), multiple processors 912, 914 with a single core,
30 maultiple processors 912, 914 with raultiples cores, or anv combination thercof,
The memory/storage 930 can include a memory 932, such as a main
memory circuit, or other memory storage circuit, and a storage unit 936, both
accessible to the processors 910 such as via the bos 902, The storage unit 936
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and memory 932 store the mstructions 916 embodying any one or more of the
methodologies or functions described herein. The instructions 916 may also
reside, completely or partially, within the memory 932, within the storage unit
936, within at least one of the processors 910 (¢.g., within the cache memory of
5 processor 912, 914, or any suitable corabination thereof, during execution
thereof by the machine 900. Accordingly, the memory 932, the storage unit 936,
and the memory of the processors 910 are exaraples of machine-readable media.
As used herein, “machine-readable mediam”™ means a device able to store
the mstructions 916 and data temporanly or permanently and may mchude, but
10 not be limited to, ramdom-access memory (RAM), read-only memory (ROM),
buffer memory, flash memory, optical media, magnetic media, cache memory,
other types of storage (¢.g., erasable programumable read-only memory
{EEPROM)}), and/or any suitable combination thereof. The term “machine-

readable medium” should be taken to include a single medium or multiple media

[y
(v

{e.g., a contralized or distributed database, or associated caches and servers) able

o store the instructions 916, The term “machine-readable medivm” shall also be

taken to inchide any medium, or combination of multiple media, that is capable

of storing nstructions (¢.g., instructions 916) for execution by a machine {e.g.,

machine 900), such that the instructions 916, when executed by one or more

28 processors of the machive 900 {e.g., processors 210), cause the machine 900 to
perform any one or more of the methodologies described herein. Accordingly, a
“machine-readable medium”™ refers to a single storage apparatus or device, as
well as “cloud-based” storage systems or storage networks that include multiple
storage apparatus or devices. The term “machine-readable medinm”™ excludes

25 signals per se.

The 1/0 components 950 may include a wide variety of components to
receive input, provide output, produce cutput, transmit mformation, exchange
nformation, capture measurements, and so on. The specific IO componenis 930
that are included in a particular machine 900 will depend on the type of machine

30 900. For example, portable machines such as mobile phones will likely include a
touch input device or other such input mechanisms, while a headless server
machine will ikely not include such a touch input device. 1t will be appreciated
that the /O components 950 may include many other components that are not
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shown in FIG. 9. The I/O components 950 are grouped by functionality merely
for sumplifying the following discussion, and the grouping is in no way limuting,
In various example embodiments, the /O components 950 may include output

components 952 and input components 934, The output components 952 can

L

inciude visual components (¢.g., a display such as a plasma display pancl (PDP),
a fight comitting diode (LED) display, a baud crystal display (LCD), a projector,
or a cathode ray tube (CRT)), acoustic components {¢.g., speakers), haptic
components {¢.g., a vibratory motor, resistance mechanisms), other signal
generators, and so forth. The input components 954 can mclude alphanumeric

10 mput components {¢.g., a keyboard, a touch screen configured to receive
alphanwmeric inpot, a photo-optical keyboard, or other alphanameric inpot
components), point based input components (¢.g., a mouse, a touchpad, a
trackball, a joystick, a motion sensor, or other pointing instruments), tactile input

components {¢.g., a physical button, a touch screen that provides location and/or

[y
(v

force of touches or touch gestures, or other tactile mput components), audio
input components (¢.g., a microphone), and the hike,

In further example embodiments, the VO components 950 can include
biometric compaonents 956, motion componants 938, environmental components
960, or position components 962, among a wide array of other components. For
28 exarple, the biowetric components 936 can jnchide components to detect

cxpressions (e.g.,

f=D]

hand expressions, facial expressions, vocal expressions, body
gestures, or eve tracking), measure biosignals (¢.g., blood pressure, heart rate,
body femperature, perspiration, or brain waves), udentify a person (¢.g., voice
identification, retinal wdentification, facial identification, fingerprint

25  dentification, or electroencephalogram based identification), and the like, such
as can influence a inclusion, use, or selection of a listener-specific or
environment-specific impulse response or HRTF, for example. The motion
components 338 can nclude acceleration sensor components {e.¢.,
accelerometer), gravitation sensor components, rotation sensor componernds (€.4.,

30 gvroscope), and so forth. The environmental components 960 can include, for
example, illumination sensor components (¢.g., photometer), temperature sensor
components (e.g., onc or more thermometers that detect ambient temperature),
humidity sensor components, pressure sensor components (e.g., barometer),
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acoustic sensor compongcnts (¢.g., one or more niicrophones that detect
reverberation decay times, such as for one or more frequencies or frequency
bands), proxamity sensor or room volume sensing components {e.g., infrared

sensors that detect nearby objects), gas sensors {e.g., gas detection sensors o

L

detect concentrations of hazardous gases for safety or to measure pollutants in

the atmosphere), or other components that may provide mdications,

reasurerents, or signals corresponding to a surrounding physical environment.

The position components 962 can nclude location sensor components {e.g., &

Global Posttion System (GPS) recetver component), altitude sensor components

10 (e.g. altimeiers or baromeiers that detect air pressure from which altitude may
be derived), orientation sensor components (e.g., magnetometers), and the like.

Communication can be implemented using a wide variety of
technologies. The VO components 930 can mchude communication components
964 operable to couple the machine 900 to a network 980 or devices 970 via a

15 couphng 982 and a coupling 972 respectively. For example, the communication
components 964 can nclude a network ioterface component or other suitable
device to mterface with the network 980, In further examples, the
communication components 964 can include wired comuunication components,
wirgless communication components, cellular communication components, near

28 field commsunication (NFC) components, Bluetooth® componerds (e.g.,
Bluctooth® Low Encrgy), Wi-Fi® components, and other communication
components to provide commumication via other modalities. The devices 970
can be another machine or any of a wide vaniety of peripheral devices (e.g., a
peripheral device coupled via a USB).

25 Muoreover, the communication components 964 can detect identifiers or
mclude components operable to detect identifiers. For example, the
coummnication components 964 can mchide radio frequency identification
(RFID} tag reader components, NFC smart tag detection components, optical
reader corponents (2.g., an optical sensor to detect one-dimensional bar codes

30 such as Universal Product Code (LIPC) bar code, multi-dimensional bar codes

sach as Quick Response (OR} code, Aztec code, Data Matrix, Dataglvph.

MaxiCode, PDF49, Ulira Code, UCC RSS-2D bar code, and other optical

codes), or acoustic detection components {(¢.g., microphones to identify tagged
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audio signals). In addition, a variety of information can be derived via the
commupication components 964, such as location via Internet Protocol (IB)
geclocation, location via Wi-Fi® signal triangulation, focation via detecting an

NFC beacon signal that may indicate a particular location, and so forth. Such

L

wlentifiers can be used to determine information about one or more of a
reference or local impulse response, reference or local environment
characteristic, or a histener-specific characteristic.
In various example embodiments, one or more portions of the network
980 can be an ad hoc network, an intranct, an extranet, a virtual private network
10 (VPN), a local area network (LAN), a wircless LAN (WLAN), a wide area
network (WAN), a wireless WAN (WWAN), a metropolitan area network
(MAN), the Interaet, a portion of the Internet, a portion of the public switched
telephone network (PSTN), a plain old telephone service (POTS) network, a
cellular telephone network, a wireless network, a Wi-Fi® network, another type
15 of network, or a combination of two or more such networks. For example, the
network 980 or a portion of the network 980 can include a wireless or cellular
network and the coupling 982 may be a Code Division Multiple Access
(CEMA) connection, a Global Systera for Mobile communications (GSM)
connection, or another tvpe of cellular or wircless coupling. In this example, the
28 coupling 982 can inplement any of a variety of types of dats transfer
technology, such as Single Carrier Radio Transmission Technology (1xRTT),
Evolution-Data Optimized (EVDO) techuclogy . General Packet Radio Service
(GPRS) technology, Enhanced Data rates for GSM Evolution (EDGE)
techonology, third Generation Partaership Project (3GPP) including 3G, fourth
25 generation wireless (4G networks, Universal Mobie Telecommunications
System (UMTS), High Speed Packet Access (HSPA), Worldwide
Interoperability for Microwave Access (WiMAX), Long Term Evolotion (LTE)
standard, others defined by various standard-setting organizations, other long
range protocols, or other data transfer technology . In an example, such a wireless
30 communication protocol or network can be configured to transmit headphone
audio signals from a centralized processor or maching {0 a headphone device in

use by a listener,
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The instructions 916 can be transmitted or received over the network 980
using a transnussion medium via a network interface device (e.g., a network
mierface component included in the comrasunication components 964) and using
any one of a number of well-known transfer protocols (¢.g., hypertext ransfer
protocol (HTTR)). Sumlarly, the mstroctions 916 cap be transmitted or received
using a transnuission medium via the coupling 972 {e.g., a peer-to-peer coupling)
to the devices 970, The term “transmdssion medium” shall be taken to include
any intangible medium that is capable of stornng, encoding, or carrving the
mstructions 916 for execution by the machine 900, and includes digital or analog
communications signals or other intangible media to facilitate conununication of
such software.

Many variations of the concepts and examples discussed herein will be
apparent to those skilled in the relevant arts. For example, depending on the
embodiment, certain acts, events, or functions of any of the methods, processes,
or algorithms described herein can be performed in a different sequence, can be
added, merged, or omitted (such that not all described acts or events are
necessary for the practice of the various methods, processes, or algorithms).
Morcover, n some embodiments, acis or events can be performed concurrently,
such as through multi-threaded processing, mmterrupt processing, or multiple
Processors or processor cores or on other parallel architectures, rather than
sequentially. In addition, different tasks or processes can be performed by
different machines and computing systems that can function together,

The various iflustrative logical blocks, modules, methods, and algorithm
processes and sequences described i connection with the embodiments
disclosed herein can be tmplemented as clectronic hardware, coraputer software,
or combinations of both. To ithustrate this interchangeabibity of hardware and
software, various comaponents, blocks, modules, and process actions are, in some
mstances, described generally in terms of their functionality. Whether such
functionality is implemented as hardware or software depends upon the
particular application and design constraints imposed on the overall system. The
described functionality can thus be unplemented in varying ways for a particalar
application, but such implementation decisions should not be interpreted as
causing a departure from the scope of this document. Embodiments of the
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reverberation processing systems and methods and technigues described heremn
are operational within numerous tvpes of general purpose or special purpose
compuling system environments or configurations, such as described above
the discussion of FIG. 9.

Various aspects of the mvention can be used mdependently or together.
For example, Aspect 1 can inchude or use subject matter (such as an apparatus, a
system, a device, a method, a means for performing acts, or a device readable
medium mcluding instructions that, when performed by the device, can cause the
device to perform acts), such as can inclade or use a method for preparing a
reverberation signal for playback using headphones, the reverberation signal
corresponding to a virtual sound source signal originating at a specified location
in a local listener environment. Aspect 1 can include receiving, using a processor
crrcoit, mformation about a reference impulse response for a reference sound
source and a reference receiver in a reference environment, and receiving, using
the processor circuit, information about a reference vohune of the reference
environment. Aspect | can further inclode determining (e.g., measuring or
gstimating or computing) information about a local reverberation decay for the
focal listener environmend, and determining (¢.g., measuring or esiimating or
computing) information about a local volume of the local listener environment.
In an example, Asgpect | includes generating, vsing the processor circnil, a
reverberation signal for the virtual sound source signal using the information
about the reference impulse response and the determined information about the
local reverberation decay. Aspect 1 can further include scaling, using the
processor circutt, the reverberation signal for the virtual souad source signal

cocording to a relationship between the local volome and the reference volume.

Aspect 2 can include or use, or can optionally be combined with the
subject matter of Aspect 1, to optionally include the scaling the reverberation
signal for the virtual sound source signal includes using a ratio of the volumes of
the focal listener environment and the reference environment.

Aspect 3 can include or use, or can optionally be combined with the
subject matter of one or any combination of Aspects 1 or 2 to optionally inchide
the receiving information about the reference impulse response includes
recerving information about a diffuse-field ransfer function for the reference
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sound source and correcting the reverberation signal for the virtual sound source
signal based on a relationship between a diffuse-ficld transfer function for the
focal source and the diffuse-field ransfer function for the reference sound
source.

Aspect 4 can mchude or use, or can optionally be combined with the
subject matter of one or any combination of Aspects 1 through 3 to optionally
include the recetving information about the reference impulse response includes
recetving information about a diffuse-field transfer function for the reference
recerver and scaling the reverberation signal for the virtual sound source signal
based on a relationship between a diffuse-ficld head-related transfer function for
the local listener and the diffuse-field transfer function for the reference receiver.

Aspect 5 can include or use, or can optionally be combined with the
sabject matter of one or any combination of Aspects 1 through 4 to optionally
include the recetving information about the reference impulse response includes
recetving information about a head-related transfer function for the reference
receiver, and the head-related transfer function corresponds 1o a first listener
using the headphones.

Aspect 6 can include or use, or can optionally be combined with the
subject matter of Aspect 5, 1o optionally mchude receiving an indication that a
second listener 1s using the headphones (e.g., mstead of the first listener) and, in
response, the method can inclhude updating the head-related transfer function for
the reference recetver to a head-related transfer function corresponding to the
second listener.

Agpect 7 can include or use, or can optionally be combined with the
subject matier of one or any combination of Agpects 1 through 6 to optionally
mclude generating the reverberation signal for the virtual sound source signal
psing the information about the reference impulse response and the determined
focal reverberation decay, including adjusting a time-freguency envelope of the
reference tapulse response.

Aspect 8 can include or use, or can optionally be combined with the
subject matter of Aspect 7, (o optionally inclade the time-frequency envelope of
the reference impulsc response being based on smoothed and/or frequency-
binned time-frequency spectral information from the impulse response, and
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wherein adjusting the time-frequency envelope of the reference impulse
response includes adjusting the envelope based on a difference between
corresponding portions of a time-frequency envelope of the local reverberation

decay and the time-frequency envelope of the reference impulse response.

L

Asgpect 9 can inchude or use, or can optionally be combined with the
subject matter of onc or any combination of Aspects 1 through 8 to optionally
mclude generating the reverberation signal inclodes vsing an artificial
reverberator circuit and the determined information about the local reverberation
decay for the local lisiener environment.

10 Aspect 10 can include or use, or can optionally be combined with the
subject matier of one or any combination of Asgpects 1 through 9 to optionally
inciude receiving information about the reference volume of the reference
environment inchudes recetving a numerical indication of the reference volhume
or receiving dimensional information about the reference volume.

15 Aspect 11 can melude or use, or can optionally be combined with the
subject matter of one or apy combination of Aspects 1 through 10 to optionally
include determining the local reverberation decay time for the local environment
mcludes producing an audible stimulos signal 1a the local eovironment and
measuring the local reverberation decay time using a microphone in the local

28 environreent. In an exanple, the microphone is associated with a histener-
specific device, such as a personal smart phone.

Aspect 12 can mclude or use, or can optionally be combined with the
subject maiter of one or any combination of Aspects 1 through 11 o optionally
inclode determining the mformation about the local reverberation decay for the

25 ocal listener environment includes measuring or estimating the Jocal
reverberation decay time.

Asgpect 13 can include or use, or can optionally be combined with the
subject matier of Aspect 12, to optionally include measuring or estimating the
focal reverberation decay time for the local environment inclades measuring or

30 estimating the local reverberation decay time at one or more fregquencics

corresponding to frequency content of the virtual sound source signal

Aspect 14 can include or use, or can optionally be combined with the
subject matter of one or any combination of Aspects | through 13 to optionally
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inciude determining information about the local room volume, including one or
more of
receiving a numerical indication of the local volume of the local listencr

environment, receiving dimensional information about the local volume of the

L

local istener environment, and using a processor circuit to compute the local
volume of the local listener environment using a CAD drawing or 3D model of
the focal listener environment.

Aspect 15 can melude or use, or can optionally be combined with the
sabject matter of one or any combination of Aspects 1 through 14 o optionally
10 mchade providing or determining a reference reverberation decay envelope for

the reference environment, the reference reverberation decay envelope having a
reference initial power spectrum and reference decay time associated with the
reference impulse response. determiniag a local mitial power spectrum for the
focal listener environment by scaling the reference initial power spectrum by a
15 ratio of the volumes of the reference environmment and the local histener
enviropmaent, determining a kocal reverberation decay envelope for the tocal
fistener environment using the local mitial power spectrum and the determined
information about the local reverberation decay, and providing an adapted
impulse response. In Aspect 13, for a first interval corresponding to early
28 reflections of the virtual sound source signal in the local listener environment,
the adapted impulse response substaniially equals the reference impulse response
scaled according to the relationship between the local volume and the reference
volume. In Aspect 13, for a subsequent interval following the early reflections, a
time-frequency distribution of the adapted mmpulse response substantially equals
25 atime-frequency distribution of the reference tmpulse response scaled, at ¢ach
time and frequency, according to the relationship between the determined local
reverberation decay envelope and the reference reverberation decay envelope.
Aspect 16 can include, or can optionally be combined with the subiect
matter of one or any combination of Aspects 1 through 15 to inchude or use,
30 subject matter {such as an apparaius, a method, a means for performing acts, or a
machine readable medium including instructions that, when performed by the
machine, that can cause the machine to perform acts), such as can include or use
a method for providing a headphone audio signal to simulate a virtual sound
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source at a specified location in a local listener environmaent. Aspect 16 can
include receiving information about a reference impulse response for a reference
sound source and a reference receiver in a reference environmeni, determining

mformation about a local reverberation decay {or the local listener environment,

L

generating, using a reverberation processor citcnil, g reverberation signal for a
virtual sound source signal from the virtual sound source using the imformation
about the reference impulse response and the determined imformation about the
local reverberation decay, generating, using a direct sound processor circuii, a
direct signal based on the virtual sound source signal at the specified location in
10 the local listener environment, and combining the reverberation signal and the
direct signal 1o provide the headphone audio signal.

Aspect 17 can include or use, or can optionally be combined with the
subject matter of Aspect 16, to optionally include recetving information about a

diffuse-field transfer fonction for the reference sound scurce, and receiving

15 mformation about a diffuse-field transfer function for the virtual sound source,
and generating the reverberation signal tachides correcting the reverberation
signal based on a relationship between the diffuse-field transfer function for the
reference sound source and the diffuse-field transfer fonction for the virtual
sound source.

20 Asgpect 18 can include or use, or can optionally be combined with the

subject matter of one or any combination of Aspects 16 or 17 to optionally
mclude receiving mformation about a diffuse-field transfer function for the
reference receiver, and receiving information about a diffuse-field head-related
transfer function for a local listener in the local listener environment, and
25 generating the reverberation signal includes correcting the reverberation signal
based on a relationship between the diffuse-field wransfer function for the
reference receiver and the diffuse-ficld bead-related transfer funciion for the
focal listener.
Aspect 19 can inchude or use, or can optionally be combined with the
30 subject maiter of one or any combmation of Aspects 16 through 18 to optionally
include receiving mformation about a reference volume of the reference
environmend, determining information about a focal volume of the local listener
enviropment, and generating the reverberation signal includes scaling the
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reverberation signal according 1o a relationship between the reference volume of
the reference environment and the local volume of the local listener
chvironment.

Aspect 20 can melude or use, or can optionally be combined with the
subject matter of Aspect 19, to opticnally include scaling the reverberation
signal, mchuding using a ratio of the local volume to the reference volume.

Aspect 21 can inchude or use, or can optionally be combined with the
subject matter of one or any combination of Aspects 19 or 20 to optionally
inclode gencrating the direct signal for the virtaal sound source signal includes
applving a head-related transfer function to the virtual sound source signal.

Aspect 22 can melude, or can optionally be combined with the subject
matter of one or any combination of Aspects 1 through 21 1o include or usc,
subject matter (such as an apparatus, a method, a means for performing acts, or a
machine readable medium including 1ustractions that, when performed by the
machine, that can cause the machine to perform acts), such as can mchude or use
an audio signal processing sysiem comprising an audio input circuit configored
to receive a virtual sound source signal for a virtual sound source, the virtual
sound source provided at a specified location in a local histener environment, and
a memory circuit comprising information about a reference impulse response for
a reference sound source and a reference recetver in a reference enviroament,

information about a reference volume of the reference environment, and
wformation about a local volume of the local listener environment. Aspect 22
can include a reverberation signal processor circuit coupled to the audio mput
crrcoit and the memory circuit, the reverberation signal processor circait
configured to generate a reverberation signal corresponding to the virtual sound
source signal and the local listener environment using the mformation about the
reference impulse response, the mformation about the reference volume, and the
information about the local volume.

Aspect 23 can inchude or use, or can optionally be combined with the
subject maiter of Aspect 22, to optionally include the reverberation signal
processor circutt is configured to gencrate the reverberation signal using a ratio

of the local volume and the reference volurae 1o scale the reverberation signal.
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Aspect 24 can include or use, or can optionally be combined with the
sabject matter of one or any combination of Aspects 22 or 23 to optionally
include a headphone signal output circuit configured to provide a headphone

audio signal comprising the reverberation signal and a direct signal

L

corresponding to the virtval sound source siganal.

Aspect 23 can include or use, or can optionally be combined with the

subject matier of Aspect 24, to optionally mclude a direct scund processor
circuit configured to provide the direct signal by processing the virtual sound
source signal using a head-related transfer function.
10 Fach of these non-limiting Aspects can stand on its own, or can be
combined in various permutations or combinations with one or more of the other
Aspects or examples provided herein.

In this document, the tenms “a” or “an” are used, as is common in patent

documents, to mclude one or more than one, independent of any other instances

[y
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or usages of “at least one” or “one or more.” In this document, the term “or” is
used to refer to a nonexclusive or, such that “A or B” includes "A but not B,” “B
butnot A, and “A and B,” unless otherwise indicated. In this document, the
terms “including” and “in which” are vsed as the plain-English equivalents of
the respective terms “comprising” and “wherein.”

20 Conditional langoage used herem, such as, among others, “can,” “might,”

33

“may,” “e.g.,” and the like, unless specifically stated otherwise, or otherwise
understood within the context as used, is generally intended to convey that
certain cmmbodiments nclude, while other enbodiments do not include, certain
features, elements and/or states. Thus, such conditional language is not gencrally

25  intended to imply that features, elements and/or states are in any way required
for one or more embodiments or that one or more embodiments necessarily
inciude logic for deciding, with or without author tnpuf or prompting, whether
these features, elements and/or states are included or are to be performed i any
particular embodiment.

30 While the above detailed description has shown, described, and pomied
out novel features as applied to various embodiments, it will be understood that
various omissions, substitutions, and changes i the form and details of the
devices or algorithms illustrated can be made without departing from the spirit of
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the disclosure. As will be recognized, certain embodiments of the mventions
described herein can be embodied within a form that does not provide all of the
features and benefits sct forth herein, as some features can be used or practiced

separately from others.

L

Moreover, although the subject matter has been described in language
specific to stractural features or methods or acts, it is to be understood that the
subject matier defmed in the appended claims i not necessarily limited to the
specific features or acts described above. Rather, the specific features and acts
described above are disclosed as example forms of implementing the claims.
10
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CLAIMS:

1 A method for preparing a reverberation signal for playback using
headphones, the reverberation signal comresponding to a virtual sound source
signal originating at a specified kocation in a local listener environment, the
method comprising:

receiving, using a processor circnit, nformation about a reference
impulse response for a reference sound source and a reference receiver in a
reference environment;

receiving, using the processor circuit, information about a reference
volume of the reference environment;

determining information about a local reverberation decay for the local
listener environment;

determining mformation about a local volume of the local listener
environment;

generating, using the processor circuit, a reverberation signal for the
virtual sound source signal using the information about the reference impulse
response and the determined imformation about the local reverberation decay,
and

scaling, vsing the processor circuil, the reverberation signal for the
virtual sound source signal according io a relationship between the local volume

and the reference volume.

2. The method of claim 1, wherein the scaling the reverberation signal for
the virtual sound source signal includes using a ratio of the volumes of the local

listener environment and the reference environment.

3. The method of claim {, wherein the receiving mformation about the
reference tapulse response mehudes receiving information about a diffuse-field
transier function for the reference sound source and correcting the reverberation
signal for the virtual sound source signal based on a relationship between a
diffuse-~ficld transfer function for the local source and the diffuse-ficld wansfor
function for the reference sound source.
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4. The method of claim 1, wherein the receiving information about the
reference tmpulse response mncludes receiving information about a diffuse-field
transfer function for the reference receiver and scaling the reverberation signal
for the virtual sound source signal based on a relationship between a diffuse-
field head-related transfer function for the local listener and the diffuse-field

transfer function for the reference receiver,

5. The method of claim 1, wherein the receiving wnformation about the
reference tmpulse response includes receiving information about a head-related
transfer Tunction for the reference receiver, wherein the head-related transfer

function corresponds 1o a first listener using the headphones.

6. The method of ciaim 3, further comprising recetving an indication that a
second listener is using the headphones and, in response, updating the head-
related transfer function for the reference receiver to a head-related transfer

function corresponding to the second listener.

7. The method of claim 1, wherein the generating the reverberation signal
for the virtual sound source signal using the wformation about the reference
impulse response and the determined local reverberation decay inchudes

adjusting a time-frequency envelope of the reference mpulse response.

8. The method of claim 7, wherein the time-frequency envelope of the
reference tapulse response is based on smoocthed and frequency-binned time-
frequency spectral information from the tmpulse response, and wherein the
adjusting the tme-frequency envelope of the reference impulse response
ncludes adjusting the envelope based on a difference between corresponding
portions of a ime-frequency envelope of the local reverberation decay and the

tme-~frequency envelope of the reference impulse response.
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9. The method of claim 1, wherein the generating the reverberation signal
includes using an artificial reverberator circnit and the determined information

about the local reverberation decay for the local listener environment.

10, The method of claimn 1, wherein the receiving information about the
reference volume of the reference enviromment mchides receiving a numenical
mdication of the reference vohume or receiving dimensional information about

the reference volume.

it The method of claim 1, wherein the determining the local reverberation
decay time for the local environment includes producing an audible stimulus
signal in the local environment and measuring the local reverberation decay time

using a microphone in the local environment.

12. The method of claim 1, wherein the determining the information about
the local reverberation decay fur the local histener environment includes

measuring or estimating the local reverberation decay time.

13, The method of claim 12, wherein the measuring or estimating the local
reverberation decay tine for the local environment includes measuring or
cstimating the local reverberation decay time at one or more frequencies

corresponding to frequency content of the virtual sound source signal

14. The method of claim 1, wherein the determuning information about the
focal room volume ncludes one or more of

receiving a numerical ndication of the local volume of the local listener
cnvironment;

receiving dimensional information about the local volume of the local
listener envirorunent; and

using a processor circuit to compute the local volume of the local lisiener
environment ustng a CAD drawing or 3D model of the local hstener

enviromment,
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15, The method of clain 1, further comprising:

providing or determining a reference reverberation decay envelope for
the reference environment, the reference reverberation decay envelope having a
reference initial power spectrum and reference decay time associated with the
reference impulse response;

determining a local initial power spectrum for the local histener
envirenment by scaling the reference nitial power spectrom by a ratio of the
volumes of the reference environment and the local listener environment;

determining a local reverberation decay envelope for the local histener
environment using the local initial power specinum and the determined
wformation about the local reverberation decay; and

providing an adapted impulse response wherein:

for a first mterval corresponding (o carly reflections of the virtual sound
scurce signal in the focal listener environment, the adapted impulse response
substantially equals the reference impulse response scaled according (o the
relationship between the local volume and the reference vohume; and

for a subsequent interval following the carly reflections, a tme-frequency
distribution of the adapted impulse response substaniially equals a time-
frequency distribution of the reference impulse response scaled, at each time and
frequency, according to the relationship between the determined local

reverberation decay cnvelope and the reference reverberation decay envelope.

16. A method for providing a headphone audio signal to simulate a virtual
sound source at a specified location in a local bstener environment, the method
comprising;

receiving information about a reference impulse response for a reference
sound source and a reference receiver in a reference environment;

determining information about a local reverberation decay for the local
listener envitonment,

generating, using a reverberation processor circuit, a reverberation signal
for a virtual sound source signal from the virtual sound sowrce using the
information about the reference tmpulse response and the determined
wformation about the local reverberation decay;

44



WO 2017/136573 PCT/US2017/016248

generating, using a direct sound processor circuil, a direct signal based
on the virteal sound source signal at the specified location 1a the local listener
environment; and

combining the reverberation signal and the direct signal to provide the

beadphone audio signal.

i7.  The method of ciaim 16, further comprising:

receiving mformation about a diffuse-ficld wansfer function for the
reference sound source; and

receiving nformation about a diffuse-field transfer function for the
virtual sound source;

wherein the generating the reverberation signal includes correcting the
reverberation signal based on a relationship between the diffuse-field transfer
function for the reference sound source and the diffuse-field transfer function for

the virtual sound source.

18, The method of claim 16, further comprising:

receiving information about a diffuse-field ransfer function for the
reference receiver; and

receiving information about 3 diffuse-field head-related ransfer function
for a local listener 1 the local listener environment,

wherein the generating the reverberation signal includes correcting the
reverberation signal based on a relationship between the diffuse-ficld transfer
function for the reference receiver and the diffuse-ficld head-related transfer

function for the local lisiener.

19, The method of claim 16, further comprising:

receiving mformation about a reference volume of the reference
envitonment; and

determining mformation about a local volume of the local listener
environment;

wherein the generating the reverberation signal includes scaling the
reverberation signal according 10 a relationship between the reference volume of
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the reference environment and the local volume of the local listener

enviromment.

20.  The method of claim 19, wherein the scaling the reverberation signal

inciudes using a ratio of the local volume to the reference volume.

2%, The method of claira 19, wherein the generating the direct signal for the
virtual sound source signal includes applving a head-related transfer function to

the virtual sound source signal.

22, Anaodio signal processing system comprising;
an audio mput circuit configured to receive a virtual sound source signal
for a virtual sound source, the virtual sound source provided at a specified
location in a local listener environmend;
a memory circuit comprising:
mformation about a reference impulse response for a reference
sound source and a reference receiver m a reference environment; and
information about a reference volume of the reference
environment;
information about a local volume of the local listener
environment; and
areverberation signal processor circuit coupled to the audio input circuit
and the memory circuit, the reverboration signal processor circuit configured to
generale a reverberation signal corresponding to the virtual sound source signal
and the local listener environment vsing the information about the reference
impulse response, the information about the reference volume, and the

information about the local volume.

23. The audio signal processing system of claim 22, wherein the
reverberation signal processor circuit is configured to generate the reverberation
signal psing a ratio of the local volume and the reference volume to scale the

reverberation signal.
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24, The audio signal processing system of claim 22, further comprising a
headphone signal oulput circuit configured to provide a headphone audio signal
comprising the reverberation signal and a direct signal corresponding to the
virtual sound source signal.

25.  The audio signal processing system of claim 24, further comprising a
direct sound processor circuit configured to provide the direct signal by

processing the virtual sound source signal using a head-related transfer function.
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