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APPARATUS AND METHOD FOR 
PROCESSING NATURAL LANGUAGE AND 
APPARATUS AND METHOD FOR SPEECH 

RECOGNITION 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 

The present invention relates to an apparatus and a 
method for processing a natural language and an apparatus 
and a method for Speech recognition which are Suitably 
used, for example, for processing a language input in a literal 
or Speech form to recognize or translate it. 

2. Description of the Related Art 
Many Studies have been made about processing written 

languages and Spoken languages used by human beings 
(generally referred to as natural language processing, 
hereinafter) by using, for example, a computer or the like. In 
natural language processing methods used in many of these 
Studies, however, various phenomena of language occurring 
in natural language are previously described in an abstract 
form, i.e., as grammatical rules by Specialists and are 
processed on the basis of Such rules. The processing meth 
ods therefore entail a problem due to the difficulty in 
describing grammatical rules. 

That is, it is almost impossible even for a specialist to 
describe abstract grammatical rules Such as to completely 
cover various phenomena of language occurring in pro 
ceSSes of communication between human beings. Therefore, 
Some expression of language not covered by the grammati 
cal rules may be erroneously processed. Generally, one who 
finds a phenomenon of language does not well know how to 
modify the corresponding grammatical rules. If the gram 
matical rules are modified, a bad effect may result Such that 
phenomena of language normally processable before modi 
fication become impossible to process. 

Recently, as a fundamental means for Solving this 
problem, natural language processing using examples of the 
actual use of a language has been Studied extensively. This 
kind of processing is based on the method of preparing an 
example data base in which a large number of examples of 
the actual use of a language are registered instead of abstract 
grammatical rules, Searching the example database for one 
of the examples Similar to input text data to be processed and 
performing natural language processing on the basis of the 
example Searched out. 

For example, Japanese Patent Laid-Open Publication No. 
276367/1991 discloses an example-initiative machine trans 
lation System to which Such natural language processing is 
applied. In this machine translation System, a large number 
of Sets of examples of original Sentences and examples of 
corresponding translations are registered in an example data 
base. When an original Sentence written in a predetermined 
language is input as an input Sentence, the example database 
is Searched for the example most similar to the original 
Sentence. The original Sentence is translated according to the 
corresponding translation of the example thereby obtained. 

In the case of Speech language processing to which 
natural language processing using examples of the actual use 
of a language is applied, an ordinary Speech recognition 
apparatus is used to determine a result of recognition of 
input Speech, an example database is Searched for one of the 
examples most similar to the Speech recognition result 
obtained as an input Sentence, and translation or the like is 
performed by using the example Searched out. 

If a natural language is used as a communication means 
between human beings, a Sentence in a flow of conversation 
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2 
ordinary has Such a meaning as to reflect the flow before the 
Sentence, which should be called the context or background 
of conversation. Therefore, the context (conversation 
background) is thought to be an important factor of natural 
language processing. 
The conventional methods of using examples of the actual 

use of a language, however, entail a problem described 
below. When one of examples of the actual use of a language 
used to process an input Sentence is Searched for, the degree 
of Similarity between the input Sentence and the examples is 
calculated only with respect to the Similarity of the meanings 
of the words thereof defined in a thesaurus in which words 
are hierarchized as elements of a tree Structure on the basis 
of the Similarity of their meanings (concepts). Also, the 
context is not taken into consideration. As a result, it is 
uncertain whether an example Searched out is truly Suitable 
for processing the input Sentence. 

In the conventional Speech language processing, Speech 
recognition processing of a language is performed before 
processing of another natural language, a Speech recognition 
result thereby obtained is determined, and an example of the 
actual use of the language most similar to the Speech 
recognition result is Searched for. Natural language proceSS 
ing Such as machine translation is performed by using the 
example thereby found. In this processing, therefore, it is 
difficult to obtain a correct translation result if the speech 
recognition result is erroneous. 

Further, in the conventional Speech language processing, 
the probability or likelihood of probable speech recognition 
results by Speech recognition processing is not taken into 
consideration. Therefore, it is also uncertain whether an 
example Searched out with respect to an input Sentence is 
truly Suitable for processing the input Sentence. 

SUMMARY OF THE INVENTION 

In View of these circumstances, an object of the present 
invention is to provide an apparatus and a method for 
processing a natural language which make it possible to 
Select an example of the actual use of the language more 
Suitable for processing an input Sentence, and which 
improve the accuracy of natural language processing. 
To achieve this object, according to one aspect of the 

present invention, there is provided a natural language 
processing apparatus comprising example Storage means for 
Storing a plurality of examples of the actual use of a 
language, and Selection means for calculating the degree of 
Similarity between an input Sentence and each of the 
examples Stored in the example Storage means and for 
Selecting the example corresponding to the highest degree of 
Similarity, wherein the Selection means calculates the degree 
of Similarity by weighting Some of the example one of which 
is to be next Selected, the weighting being performed on the 
basis of a context according to at least one of the examples 
previously Selected. 

In this natural language processing apparatus, the 
example Storage means may further Store prediction infor 
mation for predicting Some of the examples likely to be used 
for the next processing, and the Selection means may per 
form weighting on the basis of the prediction information. 
Also, the example Storage means may store as prediction 
information a group of information in which the example 
presently used for processing is related to Some of the 
examples likely to be used for the next processing, and the 
Selection means may perform weighting So that the degree of 
Similarity of Some of the examples related the example used 
in the preceding processing becomes higher or the degree of 



5,991,721 
3 

Similarity of Some of the examples not related the example 
used in the preceding processing becomes lower. The 
example Storage means may store a group of information in 
which some of the examples likely to be used for the next 
processing are related to one of the examples presently used, 
the group of information being obtained by learning. 
Further, the example Storage means may store the prediction 
information by Sorting the examples in the prediction infor 
mation into groups of examples used in correspondence with 
predetermined places, and the Selection means may use the 
prediction information according to each of the predeter 
mined places. 

According to another aspect of the present invention, 
there is provided a method of processing a natural language 
using a natural language processing apparatus which has 
example Storage means having a plurality of examples of the 
actual use of the language Stored therein, and which pro 
ceSSes an input Sentence by using one of the examples most 
Similar to the input Sentence. The method comprises the 
Steps of calculating the degree of Similarity between the 
input Sentence and each of the examples Stored in the 
example Storage means and Selecting the example corre 
sponding to the highest degree of Similarity. In the calcula 
tion Step, the degree of similarity is calculated by performing 
weighting on the basis of a context according to at least one 
of the examples previously Selected. 

According to Still another aspect of the present invention, 
there is provided a speech recognition apparatus comprising 
extraction means for extracting at least one feature param 
eter of a speech in a language by acoustically analyzing the 
Speech, probable recognition result calculation means for 
obtaining a plurality of probable recognition results and the 
likelihood of each of the probable recognition result by 
recognizing the Speech on the basis of the feature parameter 
output from the extraction means, example Storage means 
for Storing a plurality of examples of the actual use of the 
language, linguistic Similarity calculation means for calcu 
lating the degree of linguistic Similarity between each of the 
plurality of probable recognition results and each of the 
examples Stored in the example Storage means, integrated 
Similarity calculation means for calculating the degree of 
integrated Similarity between each of the plurality of prob 
able recognition results and each of the examples Stored in 
the example Storage means on the basis of the degree of 
linguistic Similarity and the likelihood, Selection means for 
Selecting one of the examples corresponding to the highest 
degree of integrated Similarity, and recognition result cal 
culation means for obtaining a result of recognition of the 
Speech on the basis of the example Selected by the Selection 
CS. 

In this speech recognition apparatus, the integrated Simi 
larity calculation means may calculate the degree of inte 
grated Similarity by adding the degree of linguistic Similarity 
and the likelihood in a predetermined ratio. Also, the inte 
grated Similarity calculation means may dynamically change 
the ratio in which the degree of linguistic similarity and the 
likelihood are added. 

According to a further aspect of the present invention, 
there is provided a Speech recognition method using a 
Speech recognition apparatus which has example Storage 
means for Storing a plurality of examples of the actual use 
of a language and which performs Sentence Speech 
recognition, the method comprising the Steps of extracting at 
least one feature parameter of a speech by acoustically 
analyzing the Speech, obtaining a plurality of probable 
recognition results and the likelihood of each of the probable 
recognition result by recognizing the Speech on the basis of 
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4 
the feature parameter, calculating the degree of linguistic 
Similarity between each of the plurality of probable recog 
nition results and each of the examples Stored in the example 
Storage means, calculating the degree of integrated Similar 
ity between each of the plurality of probable recognition 
results and each of the examples Stored in the example 
Storage means on the basis of the degree of linguistic 
Similarity and the likelihood, Selecting one of the examples 
corresponding to the highest degree of integrated Similarity 
and obtaining a result of recognition of the Speech on the 
basis of the example Selected. 

These and other objects and features of the present 
invention will become apparent from the following detailed 
description of preferred embodiments of the invention with 
reference to the accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram showing the construction of a 
first embodiment of a Speech translation apparatus to which 
the present invention is applied; 

FIG. 2 is a diagram of a thesaurus, 
FIG.3 is a diagram Showing a table Stored in example data 

base 8; 
FIG. 4 is a flowchart of the operation of example search 

Section 5; 
FIG. 5 is a block diagram showing the construction of a 

Second embodiment of a Speech translation apparatus to 
which the present invention is applied; and 

FIG. 6 is a flowchart of the operation of example search 
Section 15. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

In the following are disclosed, as preferred embodiments 
of the present invention, Systems in which a Sentence uttered 
in Japanese or English is recognized and the result of this 
recognition is translated into English or Japanese. 
To clarify the correspondence between the means of the 

present invention Set forth in the claims and the embodi 
ments described below, the features of the present invention 
will be described with respect to each means by indicating 
the corresponding embodiment (with only one example of 
the means) in parentheses following the characters denoting 
the means. 

That is, a natural language processing apparatus as Set 
forth in claim 1 is an apparatus which processes an input 
Sentence by using an example of the actual use of the 
language most Similar to the input Sentence. This apparatus 
comprises example storage means (e.g., example data base 
8 shown in FIG. 1) for storing a plurality of examples of the 
actual use of the language including the above-mentioned 
example, and Selection means (e.g., example Search Section 
5 shown in FIG. 1) for calculating the degree of similarity 
between the input Sentence and each of the examples Stored 
in the example Storage means and for Selecting the example 
corresponding to the highest degree of Similarity. 
Specifically, the Selection means calculates the degree of 
Similarity by weighting Some of the example one of which 
is to be next Selected. This weighting is performed on the 
basis of a context according to at least one of the examples 
previously Selected. 
A natural language processing method as Set forth in 

claim 6 is a method using a natural language processing 
apparatus which has example storage means (e.g., example 
database 8 shown in FIG. 1) having a plurality of examples 



5,991,721 
S 

of the actual use of the language Stored therein, and which 
processes an input Sentence by using one of the examples 
most Similar to the input Sentence. The method comprises 
the Steps of calculating the degree of Similarity between the 
input Sentence and each of the examples Stored in the 
example Storage means, and Selecting the example corre 
sponding to the highest degree of Similarity. Specifically, to 
Select the example corresponding to the highest degree of 
Similarity, the degree of Similarity is calculated by perform 
ing weighting on the basis of a context according to at least 
one of the examples previously Selected. 
A Speech recognition apparatus as Set forth in claim 7 is 

an apparatus for performing Sentence Speech recognition 
comprising extraction means (e.g., analysis Section 3 shown 
in FIG. 5) for extracting at least one feature parameter of a 
Speech in a language by acoustically analyzing the Speech, 
probable recognition result calculation means (e.g., recog 
nition section 14 shown in FIG. 5) for obtaining a plurality 
of probable recognition results and the likelihood of each of 
the probable recognition result by recognizing the Speech on 
the basis of the feature parameter output from the extraction 
means, example Storage means (e.g., example data base 8 
shown in FIG. 5) for storing a plurality of examples of the 
actual use of the language, linguistic Similarity calculation 
means (e.g., processing step S12 of a program shown in FIG. 
6) for calculating the degree of linguistic similarity between 
each of the plurality of probable recognition results and each 
of the examples Stored in the example Storage means, 
integrated similarity calculation means (e.g., processing Step 
S13 of a program shown in FIG. 6) for calculating the degree 
of integrated Similarity between each of the plurality of 
probable recognition results and each of the examples Stored 
in the example Storage means on the basis of the degree of 
linguistic similarity and the likelihood, Selection means 
(e.g., processing step S14 of a program shown in FIG. 6) for 
Selecting one of the examples corresponding to the highest 
degree of integrated Similarity, and recognition result cal 
culation means (e.g., example Search Section 15 shown in 
FIG. 15) for obtaining a result of recognition of the speech 
on the basis of the example Selected by the Selection means. 
A Speech recognition method as Set forth in claim 10 is a 

method using a Speech recognition apparatus which has 
example storage means (e.g., example database 8 shown in 
FIG. 5) for storing a plurality of examples of the actual use 
of a language and which performs Sentence Speech recog 
nition. The method comprises the Steps of extracting at least 
one feature parameter of a speech by acoustically analyzing 
the Speech, obtaining a plurality of probable recognition 
results and the likelihood of each of the probable recognition 
result by recognizing the Speech on the basis of the feature 
parameter, calculating the degree of linguistic Similarity 
between each of the plurality of probable recognition results 
and each of the examples Stored in the example Storage 
means, calculating the degree of integrated Similarity 
between each of the plurality of probable recognition results 
and each of the examples Stored in the example Storage 
means on the basis of the degree of linguistic Similarity and 
the likelihood, Selecting one of the examples corresponding 
to the highest degree of integrated Similarity and obtaining 
a result of recognition of the Speech on the basis of the 
example Selected. 

Needless to Say, this description is not intended to limit 
the means of the present invention to those described above. 

FIG. 1 shows the construction of a speech translation 
apparatus to which the present invention is applied. This 
Speech translation apparatus is mainly constituted by a 
Speech recognition unit 10 for recognizing speech and a 
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6 
translation unit 20 for translating the result of Speech rec 
ognition into a predetermined language. For example, the 
Speech recognition unit 10 is arranged So as to be capable of 
recognizing Speech in each of Japanese and English 
(conversational Speech recognition or Speech 
understanding). Also, the translation unit 20 is arranged So 
as to be capable of translating an expression input in 
Japanese into an expression in English and also capable of 
translating an expression input in English into an expression 
in Japanese. Accordingly, this speech translation apparatus is 
capable of both translating an expression input in Japanese 
into an expression in English and translating an expression 
input in English into an expression in Japanese. 
A speech input Section 1 has a device for transforming a 

Speech, i.e., Waves of air, into a Speech Signal, i.e., electrical 
waves, e.g., a microphone, and an amplifier for amplifying 
the Speech Signal output from the microphone. An A/D 
converter Section 2 is arranged to convert an analog speech 
Signal output from the Speech input Section 1 into a digital 
speech Signal (digital data) by quantizing the signal by 
Sampling at predetermined clock times. 
An analysis Section 3 is arranged to extract feature 

parameters of a Speech represented by a speech Signal output 
from the A/D converter Section 2, e.g., the power of the 
Speech Sound in each of predetermined ranges, linear pre 
diction coefficients (LPC) and cepstrum coefficients by 
acoustically analyzing the Speech Signal. That is, the analy 
sis Section 3 filters the Speech Signal output with respect to 
each of the predetermined ranges by, for example, a filter 
bank, and rectifies and Smooths the result of filtering to 
obtain the power of the Speech Sound in each predetermined 
range, or processes the Speech input by, for example, linear 
predictive coding to obtain linear prediction coefficients and 
obtains cepstrum coefficients from the linear prediction 
coefficients. 

The feature parameters obtained by the analysis Section 3 
are output to a recognition Section 4 directly or after under 
going vector quantization in the analysis Section 3. 
The recognition Section 4 performs, for example, Sentence 

Speech recognition on the basis of the feature parameters 
supplied from the analysis section 3 (or symbols obtained by 
vector-quantizing the feature parameters) and in accordance 
with a speech recognition algorithm of, for example, a 
dynamic programming (DP) matching method, a hidden 
Markov model (HMM) or the like by referring to a language 
model Storage Section 6 and a dictionary 7 described below. 
The recognition Section 4 thereby obtains a plurality of 
probable speech recognition results in the form of unit 
Sentences (hereinafter referred to as probable sentences as 
occasion demands), and outputs these recognition results to 
an example Search Section 5. 
The example Search Section 5 is arranged to convert each 

of a plurality of probable Sentences Supplied from the 
recognition Section 4 into a word Series consisting of inde 
pendent words alone by, for example, eliminating postposi 
tional words (“joshi' in Japanese grammar) or the like from 
the Sentence. The example Search Section 5 calculates the 
degree of similarity between each of the word series of the 
plurality of probable sentences (hereinafter referred to as 
input word Series as occasion demands) and each of 
examples of the actual use of language Stored in an example 
data base 8 described below. The example search section 5 
Selects one of the examples corresponding to the highest 
degree of Similarity. On the basis of the example Selected in 
this manner, a recognition result (Sentence) of the speech 
input to the Speech input Section 1 is determined. 
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The calculation of the degree of Similarity in the example 
Search Section 5 is performed by using a thesaurus Stored in 
a thesaurus Storage Section 9 and by weighting necessary 
values on the basis of the context of Some example of the 
actual use of language previously Selected, as described 
below. 

The language model Storage Section 6 has a Statistical 
language model, e.g., a bigram, a trigram or the like Stored 
therein. The recognition Section 4 imposes loose linguistic 
restrictions on the above-mentioned speech recognition pro 
cessing with the language model Stored in the language 
model Storage Section 6 and performs the recognition pro 
cessing by Suitably disbranching the processing object by 
beam Searching using, for example, a Viterbi algorithm 
under Such restrictions. The recognition Section 4 thereby 
Selects a plurality of probable Sentences as probable speech 
recognition results and outputs the Sentences to the example 
Search Section 5. 

In the dictionary 7 are stored (registered) indexes for 
words as objects of speech recognition (e.g., an index 
“invention” with respect to a word “invention”) and pho 
neme (reading) information of the words and, if necessary, 
information designating parts of Speech and the like. Also in 
the dictionary 7, at least the words constituting examples 
stored in the example database 8 described below are stored. 
The recognition Section 4 performs Speech recognition with 
respect to the words stored in the dictionary 7. 
A plurality of examples of the actual use of language are 

Stored (registered) in the example data base 8. These 
examples are made, for instance, on the basis of Sentences 
appearing in newspapers, Sentences in Scripts read by 
announcers. The thesaurus Storage Section 9 Stores at least 
the words registered in the dictionary 7 by sorting them with 
respect to concepts. In this embodiment, the thesaurus 
Storage Section 9 Stores a thesaurus in which words are 
hierarchized in a tree Structure on the basis of their concepts, 
as described below with reference to FIG. 2. 

The speech recognition unit 10 is formed of the above 
described blocks. 

On the other hand, the translation unit 20 has a translation 
Section 11 and an original-translation dictionary 12 having 
original words and translated words related to each other. 
The translation Section 11 translates the language of the 
Speech recognition result output from the Speech recognition 
unit 10 (example Search Section 5) into a different language 
with reference to the original-translation dictionary 12. For 
example, the translation Section 11 has an internal Speech 
Synthesizer (not shown) which generates and outputs Syn 
thesized Sound corresponding to a translation result. The 
original-translation dictionary 12 has, for example, Japanese 
words and English words (or Series of English words) 
translated from the Japanese words, which are Stored while 
being related to each other. 

For example, data relating to both Japanese words and 
English words is Stored in the language model Storage 
section 6, the dictionary 7, the example data base 8 and the 
thesaurus Storage Section 9, thereby enabling the Speech 
recognition unit 10 to recognize Speech in each of Japanese 
and English in the above-described manner. When a speech 
recognition result in Japanese or English is input to the 
translation Section 11, it is translated into English or Japa 
CSC. 

In the Speech translation apparatus constructed as 
described above, a Speech input to the Speech input Section 
1 undergoes processing in the A/D converter Section 2 and 
the analysis Section3 to be converted into feature parameters 

15 

25 

35 

40 

45 

50 

55 

60 

65 

8 
(or Symbols) which are output to the recognition Section 4. 
In the recognition Section 4, Speech recognition processing 
is performed by using the output from the analysis Section 3 
in accordance with a hidden Markov model (HMM), for 
example. 
A hidden Markov model will be described briefly. A 

hidden Markov model is defined as a non-deterministic finite 
State automaton and is constituted of Several States and paths 
representing transitions between the States. Learning for 
forming Such a model is Such that a State transition process 
from each State is a Markov process and that one Symbol is 
output when a transition from each State occurs. If the model 
has N states and if the number of kinds of symbols output 
from the model (States) is K, this learning is performed by 
using a multiplicity of learning data items to obtain the 
probability aij of transition from a state i to State j (State 
transition probability) and the probability bij (yk) of out 
putting a symbol yk at the time of this transition (output 
symbol probability) (0<i, j<N+1, 0<k<K+1). 
HMM parameters include the probability Iti of being 

initially in the state i. However, a left-to-right model in 
which the State has only a transition to itself or to a point on 
the right-hand Side is ordinarily used for Speech recognition, 
and the initial State is Set as the leftmost State in Such a model 
(the probability of initially being in the leftmost state is set 
to 1 while the probability of initially being in one of the other 
states is set to 0). Ordinarily, therefore, there is no need for 
obtaining the initial State probability in learning. 
On the other hand, at the time of recognition, the prob 

ability with which symbol series output from the analysis 
section 3 are observed (occur) (the probability of 
occurrence) is calculated by using the State transition prob 
abilities and output symbol probabilities obtained by learn 
ing. Those with high probabilities are obtained as probable 
recognition results (or simply as recognition results). 

In this embodiment, models of units corresponding to 
phonemes (phoneme models) previously obtained by 
learning, for example, are Stored in the recognition Section 
4. The recognition Section 4 connects phoneme models to 
form models of the words registered in the dictionary 7 by 
referring to word phoneme information registered in the 
dictionary 7. The recognition Section 4 calculates the prob 
ability of occurrence by using these models as described 
above and obtains words having high probabilities. 

Alternatively, in the recognition Section 4, models of units 
corresponding to words may be Stored and continuous 
Speech recognition may be made by directly using Such 
models. 

Further, the recognition Section 4 performs the above 
described processing by imposing loose linguistic restric 
tions with a bigram or a trigram Stored in the language model 
Storage Section 6 and by Suitably disbranching Symbol Series 
by beam Searching using, for example, a Viterbialgorithm 
under the restrictions. In this case, the Search Space in the 
recognition Section 4 before obtaining probable Sentences is 
reduced, So that the amount of calculation in the Speech 
recognition processing of the Speech recognition unit 10 
and, hence, the Speed of processing can be reduced. 

Since the restrictions imposed with the language model in 
the recognition Section 4 are loose, it is possible that 
probable Sentences obtained by the recognition Section 4 
include Some erroneous Sentences as well as those correct in 
terms of meaning. However, the probability with which one 
of Such erroneous Sentences becomes a final Speech recog 
nition result is very low because the degree of likelihood of 
Such Sentences calculated in the Subsequent example Search 
Section 5 is low. 



5,991,721 
9 

Abigram or trigram is, for example, a model of a first- or 
Second-order Markov process obtained by learning the prob 
ability of chaining of phonemes, Syllables and words on the 
basis of a large-amount text data base and is known as a 
model capable of precisely approximating local character 
istics of a natural language. 

Alternatively, linguistic restrictions may be imposed by 
using, for example, a finite State network instead of a 
language model. 

Under Such linguistic restrictions, a plurality of probable 
Sentences obtained are output to the example Search Section 
5 to be converted into word series, as mentioned above. In 
the example Search Section 5, the degree of Similarity 
between each of the plurality of word series (input word 
Series) and each of the examples of the actual use of 
language Stored in the example database 8 is calculated and 
one of the examples corresponding to the highest degree of 
Similarity is Selected. 

In this embodiment, the degree of Similarity is calculated 
using a thesaurus, Such as the one disclosed in the above 
mentioned Japanese Patent Laid-Open Publication No. 
2763.67/1991, in which words are hierarchized as elements 
of a tree structure on the basis of the similarity of their 
meanings (concepts). That is, if a concept class in which a 
word constituting an input word Series and a word consti 
tuting an example of the actual use of language and corre 
sponding to the input word are thought to belong to one 
category is the kth class, the degree of word Similarity 
representing a conceptual Similarity between these words is 
Set as (k-1)/n (n: the number of classes in the thesaurus) and 
the degree of word Similarity is integrated with respect to the 
words constituting the input word Series and the words 
constituting the example. The result of this integration is Set 
as the degree of Similarity between the input word Series and 
the example. 
More specifically, if a thesaurus Such as that shown in 

FIG. 2 is Stored in the thesaurus Storage Section 9, the degree 
of similarity is calculated as described below. 

In FIG. 2, terms in rectangular figures represent concepts 
while terms in elliptical figures represent thesaurus words. 
In the thesaurus shown in FIG. 2, a concept belonging to the 
uppermost class (the fourth class) is divided into concepts 
“property”, “change”, “personality”, “society”, “article' and 
So on. Of these concepts, the concept “change', for example, 
is divided into concepts “increase or decrease”, “progress' 
and So on. Further, the concepts “progress is divided into 
concepts included therein, i.e., "progress”, “arrival” and So 
on. For example, to the concept “arrival”, a word “Houmon 
Suru (Visit) and the like in the corresponding category 
belong. 

In the thesaurus shown in FIG. 2, the lowermost concept 
class is Set as a first class, and the Second concept class from 
the bottom is Set as a Second class. Similarly, the third 
concept class from the bottom and the uppermost concept 
class are Set as third and fourth classes, respectively. Since 
the thesaurus shown in FIG. 2 is formed of four classes (of 
concepts), the degree of word similarity between words 
which become equal to each other in concept by Stepping 
upward to the first class in the thesaurus is 0 (=(1-1)/4) and 
the degree of word similarity between words which become 
equal to each other in concept by Stepping upward to the 
Second class in the thesaurus is 4 (=(2-1)/4). Also, the 
degree of word similarity between words which become 
equal to each other in concept by Stepping upward to the 
third or fourth class in the thesaurus is /2 or %. 

For example, a probable sentence “Watashi wa Gakkou e 
Iku (I go to School)” is output from the recognition section 
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10 
4 to the example Search Section 5 and is changed into input 
word series (“Watashi” (I), “Gakkou' (school), “Iku' (go)) 
by being Separated at postpositional words, as mentioned 
above. In this case, the degree of word Similarity between 
this input word series (“Watashi” (I), “Gakkou' (school), 
“Iku' (go)) and an example “Kare wa Kaisha wo Houmon 
Suru (He visits a company)”, for instance, is calculated as 
described below. 

That is, the degree of word similarity between each of the 
words “Watashi” (I), “Gakkou' (school) and “Iku' (go) 
constituting the input ward series (“Watashi” (I), “Gakkou.” 
(School), "Iku' (go)) and the corresponding one of the words 
“Kare (he)”, “kaisha (company)” and “Houmon-Suru (visit) 
constituting the example “Kare wa Kaisha Wo Houmon-Suru 
(He visits a company)" and corresponding to “Watashi” (I), 
“Gakkou' (school) and “Iku' (go) is first calculated. 

It is assumed here that the degree of word Similarity 
between words X and Y is d (X, Y). The words “Watashi (I)” 
and “Kare (he) become equal to each other in the concept 
"perSon' by Stepping upward to the Second class. Then the 
degree of word similarity d(“Watashi (I)”, “Kare (he)") is 4. 
The degree of word similarity d (“Gakkou (school)”, “Kai 
sha (company)) is also 4 since the words "Gakkou 
(School)” and "Kaisha (company) become equal to each 
other in the concept "facility’ by Stepping upward to the 
second class. Further, the degree of word similarity d (“Iku 
(go)”, “Houmon-suru (visit)") is also 4 since the words “Iku 
(go)” and "Houmon-Suru (Visit) become equal to each other 
in the concept "progress' by Stepping upward to the Second 
class. 

These degrees of word Similarities are added up to obtain 
an added value of% (=4+4+%) as the degree of similarity 
between the input word series (“Watashi" (I), “Gakkou.” 
(school), “Iku' (go)) and the example “Kare wa Kaisha wo 
Houmon-Suru (He visits a company)”. 
The degree of similarity between the input word series 

(“Watashi” (I), “Gakkou' (school), “Iku' (go)) and an 
example “Kore wa Kide Dekiteiru (this is made of wood)" 
is calculated as described below. 

That is, the degrees of word similarity d (“Watashi (I)”, 
“Kore (this)"), d (“Gakkou (school)”, “Ki (wood)") and d 
(“Iku (go)", “Dekiru (be mode)”) between the words 
“Watashi” (I), “Gakkou' (school) and “Iku' (go) constitut 
ing the input ward series (“Watashi” (I), “Gakkou' (school), 
“Iku' (go)) and the words “Kore (this)”, “Ki (wood)" and 
“Dekiru (be made)" (substituted for “Dekiteiru (be made)') 
constituting the example “Kore wa Ki de Dekiteiru (this is 
made of wood)" and corresponding to “Watashi” (I), 
“Gakkou' (school) and “Iku' (go) are calculated in the 
above-described manner to be determined as %, 34, and 2/4, 
respectively. From these values, the degree of Similarity 
between the input word series (“Watashi” (I), “Gakkou.” 
(school), “Iku' (go)) and the example “Kore wa Ki de 
Dekiteiru (this is made of wood)" is obtained as % (34+%+ 
%). 

Thus, the degree of similarity between each of all the 
examples Stored in the example data base and each of a 
plurality of probable sentences (input word Series) is calcu 
lated. 

Thereafter, in the example Search Section 5, the pair of the 
example and the input word Series having the highest degree 
of Similarity is selected. (The Selected example of input 
word series will hereinafter be referred to as “selected 
example” or “selected word series”). 

Then, in the example Search Section 5, a Sentence is 
formed by Substituting the words constituting the Selected 
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word Series respectively for the words constituting the 
Selected example and corresponding to the words constitut 
ing the Selected word Series. This Sentence is output as a 
Sentence Speech recognition result. 

That is, this operation will be described briefly with 
respect to a simple situation where “Kare wa Kaisha wo 
Houmon-suru (he visits a company)” and “Kore wa Ki de 
Dekiteiru (This is made of wood)" are stored as examples of 
the actual use of language in the example data base 8, and 
where (“Watashi” (I), “Gakkou' (school), “Iku' (go)) is 
obtained as an input word Series. In this situation, the degree 
of similarity between the input word series (“Watashi” (I), 
“Gakkou' (school), “Iku' (go)) and the example “Kare wa 
Kaisha wo Houmon-suru (He visits a company)” or “Kore 
wa Ki de Dekiteiru (This is made of wood)" is 34 or 9/4, as 
described above. In this embodiment, a smaller value 
obtained as the degree of Similarity Signifies a higher degree 
of similarity. (This is because the concept classes forming 
the thesaurus shown in FIG. 2 are set so that the order of the 
first class, the Second class . . . starts from the lowermost 
class. Conversely, if the concept classes forming the thesau 
rus are Set So that the order of the first class, the Second class 
. . . starts from the uppermost class, a larger value obtained 
as the degree of Similarity corresponds to a higher degree of 
Similarity.) Accordingly, in the example search Section 5, the 
input word series (“Watashi” (I), “Gakkou' (school), “Iku” 
(go)) and the example “Kare wa Kaisha wo Houmon-Suru 
(he Visits a company) are selected. 

Also, in the example Search Section 5, the words consti 
tuting the Selected example “Kare wa Kaisha Wo Houmon 
Suru (he Visits a company)' and corresponding to the words 
constituting the selected word series (“Watashi” (I), 
“Gakkou' (school), “Iku' (go)), i.e., “Kare (he)”, “kaisha 
(company)' and “Houmon-Suru (visit) corresponding to 
words “Watashi” (I), “Gakkou' (school) and “Iku' (go) 
constituting the Selected word Series, are replaced with the 
words “Watashi” (I), “Gakkou' (school) and “Iku' (go), 
respectively. Further, the postpositional words are changed 
if necessary. As a result, "Watashiwa Gakkou e Iku (I go to 
School)” is obtained and output as a sentence speech recog 
nition result. 

This Sentence speech recognition result is Supplied to the 
translation Section 11. In the translation Section 11, the 
Sentence Speech recognition result “Watashi wa Gakkou e 
Iku (I go to school)” from the example search section 5 is 
translated into, for example, an English Sentence "I go to 
School' by referring to the original-translation dictionary 12. 
Also, a Synthesized Sound corresponding to this English 
version “I go to School' is generated and output. 

The case where speech is input in Japanese has been 
described. However, if speech “I go to school”, for example, 
is input in English, Speech recognition and translation are 
performed in the same manner in the Speech recognition unit 
10 and the translation unit 20. A result “Watashi wa Gakkou 
e Iku (I go to school)” thereby obtained is output as 
Synthesized Sound. 

The example Search Section 5 is also arranged for weight 
ing in the above-described calculation of the degree of 
Similarity on the basis of the context of Some example 
previously Selected. That is, prediction information is Stored 
in the example data base 8 along with the above-described 
examples of the actual use of language. For example, the 
prediction information is used to predict, from the example 
presently Selected, Some of the examples each of which is 
likely to be used for the next speech recognition processing. 
In the example Search Section 5, the degree of Similarity is 
weighted on the basis of the prediction information. 
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More Specifically, in the example database 8, information 

which relates one example used for Speech recognition 
processing to Some other examples likely to be used for the 
next speech recognition processing (selected in the next 
speech recognition processing) is stored as prediction infor 
mation. In the example Search Section 5, the degree of 
Similarity is weighted So that the degree of Similarity of the 
examples related to the example used in the preceding 
Speech recognition processing is higher or the degree of 
Similarity of the examples not related to the example used in 
the preceding Speech recognition processing is lower. 

In the example database 8, a table Such as that shown in 
FIG. 3 is stored, in which one example used for speech 
recognition processing is related to Some other examples 
likely to be used for the next speech recognition processing. 
According to this table, with respect to one example and 
another example read along the direction from a left table 
cell to a right table cell, the contextual relationship between 
the two examples can appear in utterance or dialogue 
between persons. The direction from a left cell to a right cell 
of the table of FIG. 3 can therefore be said to represent the 
flow or utterance or dialogue. Each of combinations of 
examples shown in the left and right table cells, which 
expresses the flow of utterance or dialogue, will hereinafter 
be referred to as a “Script' as occasion demands. 

For example, referring to FIG. 3, “Okyaku-sama no 
Oname wo Douzo (May I have your name, please?)", 
“Goyoyaku wa Sarete-imaska (Is your reservation made?)” 
and “Kono Youshini Gokinyuu wo Onegai-shimasu (Please 
fill in this form.)” are registered as examples fairly likely to 
be used Subsequently to an example “Chekku-in wo Onegai 
Shimasu (I'd like to check in, please). Also, “GoZai-masu 
(Yes, we do.)”, “Gozai-masen (No, we don't.)” and 
“Manshitu-desu (We are fully booked.)” are registered as 
examples fairly likely to be used Subsequently to an example 
“Heya wa Ari-masuka (Do you have a room available 2)”. 
A case will be described in which, if the table of FIG. 3 

is registered in the example database 8, a user of the Speech 
translation apparatus utters “Chekku-in wo Onegai-Shimasu 
(I'd like to check in, please.)” in Japanese at the front desk 
of a hotel in the United States of America, and in which the 
input speech "Chekku-in wo Onegai-Shimasu (I'd like to 
check in, please.)” is recognized in the speech recognition 
unit 10 by using the example “Chekku-in wo Onegai 
Shimasu (I'd like to check in, please.)”. In this case, 
“Chekku-in wo Onegai-shimasu (I'd like to check in, 
please.)” is output as a speech recognition result from the 
Speech recognition unit 10. This output is translated into 
English in the translation Section 11 to output, for instance, 
“I’d like to check in, please.” in the form of synthesized 
Sound. 
A front desk clerk who hears this synthesized sound 

utters, for example, "May I have your name, please' in 
English. With respect to speech input to the Speech recog 
nition unit 10, one of the examples corresponding to the 
highest degree of Similarity is Selected and obtained as a 
Speech recognition result in the Speech recognition unit 10, 
as described above. In this case, the degree of Similarity is 
weighted by referring to the Script So that the degrees of 
Similarity of the examples ("Okyaku-sama no Onamae wo 
Douzo (May I have your name, please?)", “Goyoyaku wa 
Sarete-imasuka (Is your reservation made?)" and “Kono 
Youshi ni Gokinyuu wo Onegai-shimasu (Please fill in this 
form.)” in the example of prediction information shown in 
FIG. 3) related to the example “Chekku-in wo Onegai 
Shimasu (I'd like to check in, please.) used for the preced 
ing Speech recognition processing become higher. 
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That is, in this case, the operation of the example Search 
section 5 of the speech recognition unit 10 is as shown in the 
flowchart of FIG. 4. First, in step S1, the examples (script) 
“Okyaku-sama no Onamae wo Douzo (May I have your 
name, please'?)”, “Goyoyaku wa Sarete-imaSuka (Is your 
reservation made?)" and “Kono Youshi ni Gokinyuu wo 
Onegai-shimasu (Please fill in this form.)” related to the 
example “Chekku-in wo Onegai-shimasu (I'd like to check 
in, please.)” used in the preceding speech recognition pro 
cessing are Selected. In Step S2, the degree of Similarity 
between the plurality of probable sentences output from the 
recognition Section 4 and the plurality of examples Stored in 
the example database 8 is calculated by using the thesaurus, 
as described above. 

The process advances to Step S3 to increase the degrees of 
Similarity corresponding to the examples (Script) Selected in 
Step S1 and then advances to Step S4 to Select the example 
and the probable Sentence having the highest degree of 
similarity, followed by the above-described processing for 
obtaining a final Speech recognition result. 

Therefore, even if the degree of similarity of the example 
“Chekku-in wo Onegai-shimasu (I'd like to check in, 
please.)” is not highest in Step S2, it is increased by the 
processing in Step S3. AS a result, the degree of Similarity of 
the example “Chekku-in wo Onegai-shimasu (I'd like to 
check in, please.)” can become highest. 
AS described above, the degree of Similarity is obtained 

by considering the flow of dialogue (or utterance) on the 
basis of the context of the example used previously as well 
as the Similarity of the meanings of words on the thesaurus. 
Thus, the present invention makes it possible to obtain 
examples more Suitable for Speech recognition processing in 
comparison with the conventional art, thus improving the 
accuracy of Speech recognition, i.e., the Speech recognition 
rate. 

Actually, the examples shown in the right cells in FIG. 3 
are expressed in English Since they are anticipated examples 
of utterance of the hotel front desk clerk in the above 
mentioned situation. (For example, "Okyaku-sama no 
Onamae wo Douzo (May I have your name, please?)" is 
expressed as “May I have your name, please?). 

In the above-described case, the degree of Similarity is 
weighted So that the degree of Similarity of the examples 
related to the example used in the preceding speech recog 
nition processing is higher. Alternatively, the degree of 
Similarity may be weighted So that the degree of Similarity 
of the examples not related to the example used in the 
preceding Speech recognition processing is lower. 

Further, while in the above-described case the degree of 
Similarity is weighted So that the degree of Similarity of the 
examples related to the example used in the preceding 
Speech recognition processing is higher. Also, the degree of 
Similarity may be weighted on the basis of other previously 
used examples as well as the one used immediately before. 
For example, if the guest has already given his or her name 
and if the example for recognition of Such a speech, weight 
ing may be Such that the degree of similarity of examples for 
recognition of speech uttered to ask a guest's name (e.g., 
“Okyaku-sama no Oname wo Douzo (May I have your 
name, please?)" shown in FIG. 3) is reduced. 
The arrangement may also be Such that in the example 

data base 8 the contents of the table (scripts) of FIG. 3 are 
Stored as examples used with respect to predetermined 
places, e.g., a hotel, a restaurant, an airport and So on while 
the example Search Section 5 is arranged to perform pro 
cessing by using the table (Scripts) according to the place 
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14 
where the Speech translation apparatus of FIG. 1 is used. In 
Such a case, the number of Scripts used for Speech recogni 
tion processing is limited, So that the Speech recognition 
performance can be improved and the amount of calculation 
can be reduced. An operating unit (not shown) may be 
operated to enable the Speech translation apparatus to rec 
ognize the kind of place where the apparatus is used. It is 
also possible to make the apparatus to recognize the kind of 
place where the apparatus is used from the content of 
utterance. For example, if speech "Heya wa Ari-masuka (Do 
you have a room available?)" or the like is input, a table 
reflecting the flow of utterance or dialogue at a hotel is used. 
If speech “Show me the menu.” or the like is input, a table 
reflecting the flow of utterance or dialogue in a restaurant is 
used. The example Search Section 5 performs processing 
using Such a table. 

Further, examples likely to be used in the next processing 
may be obtained by learning and Stored in the example data 
base 8. In Such a case, a large amount of learning data may 
be used at the time of learning to obtain the probability of 
use of each example, and weighting for changing the degree 
of Similarity may be controlled according to the probability, 
thereby enabling Selection of examples more Suitable for 
Speech recognition processing. 
The method of translation in the translation section 11 has 

not particularly be mentioned. However, translation in the 
translation Section 11 may be performed by a translation 
method disclosed in the above-mentioned Japanese Patent 
Laid-Open No. 276367/1991. In this case, the example data 
base 8 can be used in common for the example Search 
Section 5 and the translation section 11. Further, in the 
translation Section, weighting in the process of calculating 
the degree of similarity can be performed on the basis of the 
context of examples previously Selected the translation 
Section 11, as is the weighting in the example Search Section 
5. If this weighting is done, the accuracy of translation can 
be improved. The method of translation in the translation 
Section 11 is not limited to the method disclosed in Japanese 
Patent Laid-Open No. 276367/1991. 

FIG. 5 shows another embodiment of the speech transla 
tion apparatus to which the present invention is applied. In 
FIG. 5, the sections corresponding to those shown in FIG. 1 
are indicated by the same reference characters. That is, this 
Speech translation apparatus is arranged in the same manner 
as the Speech translation apparatus of FIG. 1 except that a 
recognition Section 14 and an example Search Section 15 are 
provided in place of the recognition Section 4 and the 
example Search Section 5, respectively. 
The recognition Section 14 is arranged to perform Speech 

recognition, for example, in the same manner as the recog 
nition section 4 of FIG. 4 and to output a plurality of 
probable sentences to the example search section 15. The 
recognition Section 14 is also arranged to output, along with 
a plurality of probable sentences, the likelihood of each of 
the probable sentences (and the above-mentioned probabil 
ity of occurrence if, for example, a hidden Markov model). 
The example Search Section 15 is arranged to convert each 

of a plurality of probable Sentences Supplied from the 
recognition Section 14 into an input word Series and to 
calculate the degree of Similarity between the input word 
Series and each of examples Stored in the example database 
8 to Select the example corresponding to the highest degree 
of similarity, as is the example search section 5 of FIG. 1. 
The example Search Section 15 is also arranged to determine 
a result (Sentence) of recognition of the speech input to the 
Speech input Section 1. Also, the calculation of the degree of 
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Similarity in the example Search Section 15 is performed by 
considering the likelihood of each of the plurality of prob 
able Sentences Supplied from the recognition Section 14. 
When a speech is input to the Speech translation apparatus 

thus arranged, the same processing as that in the Speech 
translation apparatus of FIG. 1 is performed in the Speech 
input Section 1, the A/D converter Section 2, the analysis 
Section 3 and the recognition Section 14. A plurality of 
probable Sentences are thereby output from the recognition 
section 14 to the example search section 15. The likelihood 
of each of the plurality of probable Sentences is also output 
from the recognition Section 14 to the example Search 
Section 15. 

The operation of the example Search Section 15 is as 
shown in the flowchart of FIG. 6. First, in step S11, the 
plurality of probable sentences (speech recognition objects) 
and the likelihood of each probable sentence from the 
recognition Section 14 are received and converted into input 
word series. In step S12, the degree of similarity between 
each of the plurality of probable Sentences and each of the 
examples Stored in the example database 8 is calculated by 
using a thesaurus and Scripts Selected according to one's 
need. (It is not necessary to use Scripts but the accuracy of 
the degree of Similarity can be improved if Scripts are used.) 

The degree of Similarity obtained in Step S12 represents 
the correctness in terms of grammatical use and meaning, 
that is, linguistic correctness. This correctness will herein 
after be referred to as the degree of lingustic Similarity. On 
the other hand, the likelihood output from the recognition 
Section 14 represents the correctness of each of the plurality 
of probable Sentences obtained as a result of acoustic 
processing. This correctness will hereinafter be referred to as 
the degree of acoustic similarity. 

In Step S13, the degree of integrated Similarity of each of 
the plurality of probable recognition results and each of the 
plurality of examples Stored in the example data base 8 is 
calculated on the basis of the degree of linguistic Similarity 
and the degree of acoustic Similarity. 

For example, the degree of integrated Similarity is calcu 
lated by a polynomial expressed by using the degree of 
linguistic Similarity and the degree of acoustic Similarity. 
That is, the degree of integrated Similarity is calculated by 
adding the degree of linguistic Similarity and the degree of 
acoustic Similarity in a predetermined ratio. More 
Specifically, if the degree of integrated Similarity, the degree 
of linguistic Similarity and the degree of acoustic Similarity 
are Sg, S1 and SS, respectively, the degree of integrated 
Similarity Sg is calculated by the following equation: 

where C. is a real number Satisfying 0<C.<1. 
After calculating the degree of integrated Similarity by 

equation (1), the process advances to step S14 to Select the 
example and the probable Sentence having the highest 
degree of integrated Similarity. Subsequently, the Same pro 
cessing as that in the apparatus shown in FIG. 1 is performed 
to obtain a translation result. 

The calculation of the degree of integrated Similarity by 
equation (1) may be performed only with respect to the 
example corresponding to each of the plurality of probable 
Sentences with the highest degree of linguistic Similarity. 
Preferably, the calculation of the degree of integrated Simi 
larity is performed after normalizing the degree of linguistic 
Similarity and the degree of acoustic Similarity. 
AS described above, when an example used for obtaining 

a final Speech recognition result is Selected, the acoustic 
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16 
Similarity (likelihood) obtained in the recognition Section 4 
is taken into consideration as well as the linguistic Similarity. 
AS a result, the Speech recognition rate can be improved. 

That is, conversely Speaking, a final Speech recognition 
result is obtained by using not only the acoustic Similarity 
but also the linguistic Similarity, So that, even if the degree 
of acoustic similarity of the proper one of the probable 
Sentences is reduced by Some cause (e.g., noise or the like), 
the degree of integrated Similarity of the proper Sentence can 
be Sufficiently increased by taking the linguistic Similarity 
into consideration. Thus, the proper Sentence can be pre 
vented from recognized as an improper one. 
The value C. in equation (1) that determines the ratio in 

which the degree of linguistic similarity and the degree of 
acoustic Similarity are added to each other can be dynami 
cally changed. That is, if the level of noise in an environment 
in which the Speech translation apparatus is used is high, it 
is possible that the reliability of the degree of acoustic 
Similarity is considerably low. In Such a situation, the value 
C. is increased to reduce the percentage of contribution of the 
degree of acoustic Similarity of the degree of integrated 
Similarity while increasing the percentage of contribution of 
the degree of linguistic similarity. If the noise level is low, 
the value C. is reset to the ordinary value. In this manner, the 
reliability of the apparatus under environmental changes can 
be improved. 
AS described above, when the degree of Similarity 

(integrated Similarity) is calculated, the context of examples 
previously used and the degree of acoustic Similarity are 
taken into consideration as well as the degree of Similarity 
according to the thesaurus, thereby improving the accuracy 
of Selection of examples and, hence, the accuracy of Speech 
processing (natural language processing). 
The invention has been described with respect to the case 

of application to a speech translation apparatus. The present 
invention, however, can also be applied to any other appa 
ratuses requiring natural language processing, e.g., a Speech 
recognition apparatus or a machine translation apparatus. 

In the above-described embodiments, Japanese Sentences 
translated into English Sentences. However, it is also pos 
Sible to translate languages other than Japanese and to 
translate a language into another language other than 
English. 

In the above-described embodiments, probable sentences 
are obtained under the restriction using a language model in 
the recognition Section (also in the recognition Section 14) 
and each of the probable Sentence is separated into a Series 
of words in the example search Section 5 (also in the 
example Search Section 15. Alternatively, the arrangement 
may be Such that, for example, continuous speech recogni 
tion is performed in the recognition Section 4 without being 
restricted by a language model, and words thereby obtained 
are combined to form a word Series in the example Search 
Section 5. 

In the above-described embodiments, postpositional 
words are not included in input word Series. Alternatively, 
the example Search Section 5 may be arranged to process 
input word Series containing postpositional words. 

Further, while a translation result is output in the form of 
Synthesized Sound in the above-described embodiments, it 
may also be displayed as image information. 

In the apparatus and the method for processing a natural 
language in accordance with the present invention, when the 
degree of Similarity between each of examples Stored in the 
example Storage means and an input Sentence is calculated 
to Select one of the examples corresponding to the highest 
degree of Similarity, the degree of Similarity is calculated by 
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being weighted according to the context of at least one 
example previously Selected. The accuracy of the degree of 
Similarity is thereby improved, So that an example more 
Suitable for processing can be Selected. 

In another aspect, in the apparatus and the method for 
processing a natural language in accordance with the present 
invention, a plurality of probable recognition results and the 
likelihood of each probable recognition result are obtained 
and the degree of linguistic Similarity between each of the 
probable recognition results and each of examples Stored in 
the example Storage means is calculated. Further, the degree 
of integrated Similarity between each of the plurality of 
probable recognition results and each of the examples Stored 
in the example Storage means is calculated by combining the 
degree of linguistic similarity and the likelihood. One of the 
examples corresponding to the highest degree of integrated 
Similarity is Selected and a speech recognition result is 
obtained on the basis of the Selected example. Consequently, 
the Speech recognition rate can be improved. 
What is claimed is: 
1. An apparatus for processing a natural language in 

which an input Sentence is processed by using an example of 
an actual use of a language most Similar to the input 
Sentence, Said apparatus comprising: 

input means for inputting an input Sentence; 
conversion means for converting Said input Sentence into 

input Sentence data; 
example Storage means for Storing a plurality of examples 

of actual uses of a language; and 
Selection means for calculating a degree of Similarity 

between the input Sentence data and each of the 
examples Stored in Said example Storage means and for 
Selecting an example corresponding to a highest degree 
of Similarity, 

wherein Said Selection means is further configured to 
calculate the degree of Similarity by weighting Some of 
the examples, Said weighting being performed based on 
a context according to at least one of the examples 
previously Selected, and 

wherein at least one of Said plurality of examples com 
prises more than one word. 

2. An apparatus according to claim 1, wherein Said 
example Storage means is further configured to Store pre 
diction information for predicting Some of the examples 
likely to be used for a next processing, and 

wherein Said Selection means is further configured to 
perform Said weighting based on the prediction infor 
mation. 

3. An apparatus according to claim 2, wherein Said 
example Storage means is further configured to Store as the 
prediction information a group of information in which the 
example presently used for processing is related to Some of 
the examples likely to be used for the next processing, and 

wherein Said Selection means is further configured to 
perform weighting So that the degree of Similarity of 
Some of the examples related the example used in a 
preceding processing increases or the degree of Simi 
larity of Some of the examples not related the example 
used in a preceding processing decreases. 

4. An apparatus according to claim 2, wherein Said 
example Storage means is further configured to Store a group 
of information in which some of the examples likely to be 
used for the next processing are related to one of the 
examples presently used, the group of information being 
obtained by learning. 

5. An apparatus according to claim 2, wherein Said 
example Storage means is further configured to Store the 
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18 
prediction information by Sorting the examples in the pre 
diction information into groups of examples used in corre 
spondence with predetermined places, and 

wherein Said Selection means is further configured to use 
the prediction information according to each of the 
predetermined places. 

6. A method of processing a natural language using a 
natural language processing apparatus which has example 
Storage means having a plurality of examples of an actual 
use of a language Stored therein, and which processes an 
input Sentence by using one of the examples most similar to 
the input Sentence, Said method comprising the Steps of: 

inputting an input Sentence; 
converting Said input Sentence into input Sentence data; 
calculating a degree of Similarity between the input Sen 

tence data and each of the examples Stored in Said 
example Storage means, and 

Selecting an example corresponding to the highest degree 
of Similarity, 

wherein in Said calculation Step the degree of Similarity is 
calculated by performing weighting based on a context 
according to at least one of the examples previously 
Selected, and 

wherein at least one of Said plurality of examples com 
prises more than one word. 

7. A speech recognition apparatus for performing Sentence 
Speech recognition, Said apparatus comprising: 

extraction means for extracting at least one feature param 
eter of a Speech in a language by acoustically analyzing 
the Speech; 

probable recognition result calculation means for obtain 
ing a plurality of probable recognition results and a 
likelihood of each of the probable recognition results 
by recognizing the Speech based on the feature param 
eter output from Said extraction means, 

example Storage means for Storing a plurality of examples 
of an actual use of the language, 

linguistic Similarity calculation means for calculating a 
degree of linguistic Similarity between each of the 
plurality of probable recognition results and each of the 
examples Stored in the example Storage means, 

integrated Similarity calculation means for calculating a 
degree of integrated Similarity between each of the 
plurality of probable recognition results and each of the 
examples Stored in the example Storage means based on 
the degree of linguistic similarity and the likelihood; 

Selection means for Selecting one of the examples corre 
sponding to a highest degree of integrated Similarity; 
and 

recognition result calculation means for obtaining a result 
of recognition of the Speech based on the example 
Selected by Said Selection means. 

8. An apparatus according to claim 7, wherein Said 
integrated Similarity calculation means calculates the degree 
of integrated Similarity by adding the degree of linguistic 
Similarity and the likelihood in a predetermined ratio. 

9. An apparatus according to claim 8, wherein Said 
integrated Similarity calculation means dynamically changes 
the ratio in which the degree of linguistic similarity and the 
likelihood are added. 

10. A speech recognition method using a speech recog 
nition apparatus which has example Storage means for 
Storing a plurality of examples of an actual use of a language 
and which performs Sentence Speech recognition, Said 
method comprising the Steps of 
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extracting at least one feature parameter of a speech by 
acoustically analyzing the Speech; 

obtaining a plurality of probable recognition results and a 
likelihood of each of the probable recognition results 
by recognizing the Speech based on the feature param 
eter, 

calculating a degree of linguistic Similarity between each 
of the plurality of probable recognition results and each 
of the examples Stored in the example Storage means, 

calculating a degree of integrated Similarity between each 
of the plurality of probable recognition results and each 
of the examples Stored in the example Storage means 
based on the degree of linguistic Similarity and the 
likelihood; and 

Selecting one of the examples corresponding to a highest 
degree of integrated Similarity and obtaining a result of 
recognition of the Speech based on the example 
Selected. 

11. An apparatus for processing a natural language in 
which an input Sentence is processed by using an example of 
an actual use of a language most Similar to the input 
Sentence, Said apparatus comprising: 

example Storage means for Storing a plurality of examples 
of actual uses of a language; 

Selection means for calculating a degree of Similarity 
between the input Sentence and each of the examples 
Stored in Said example Storage means and for Selecting 
an example corresponding to a highest degree of Simi 
larity; and 

output means for generating an output Sound correspond 
ing to the Selected example, 

wherein Said Selection means is further configured to 
calculate the degree of Similarity by weighting Some of 
the examples, Said weighting being performed based on 
a context according to at least one of the examples 
previously Selected, and 

wherein at least one of Said plurality of examples com 
prises more than one word. 

12. An apparatus according to claim 11, wherein Said 
example Storage means is further configured to Store pre 
diction information for predicting Some of the examples 
likely to be used for a next processing, and 

wherein Said Selection means is further configured to 
perform Said weighting based on the prediction infor 
mation. 

13. An apparatus according to claim 12, wherein Said 
example Storage means is further configured to Store as the 
prediction information a group of information in which the 
example presently used for processing is related to Some of 
the examples likely to be used for the next processing, and 

wherein Said Selection means is further configured to 
perform weighting So that the degree of Similarity of 
Some of the examples related the example used in a 
preceding processing increases or the degree of Simi 
larity of Some of the examples not related the example 
used in a preceding processing decreases. 

14. An apparatus according to claim 12, wherein Said 
example Storage means is further configured to Store a group 
of information in which some of the examples likely to be 
used for the next processing are related to one of the 
examples presently used, the group of information being 
obtained by learning. 

15. An apparatus according to claim 12, wherein Said 
example Storage means is further configured to Store the 
prediction information by Sorting the examples in the pre 
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diction information into groups of examples used in corre 
spondence with predetermined places, and 

wherein Said Selection means is further configured to use 
the prediction information according to each of the 
predetermined places. 

16. A method of processing a natural language using a 
natural language processing apparatus which has example 
Storage means having a plurality of examples of an actual 
use of a language Stored therein, and which processes an 
input Sentence by using one of the examples most similar to 
the input Sentence, Said method comprising the Steps of: 

calculating a degree of Similarity between the input Sen 
tence and each of the examples Stored in Said example 
Storage means, and 

Selecting an example corresponding to the highest degree 
of Similarity; and 

generating an output Sound corresponding to the Selected 
example, 

wherein in Said calculation Step the degree of Similarity is 
calculated by performing weighting based on a context 
according to at least one of the examples previously 
Selected, and 

wherein at least one of Said plurality of examples com 
prises more than one word. 

17. An apparatus for processing a natural language in 
which an input Sentence is processed by using an example of 
an actual use of a language most Similar to the input 
Sentence, Said apparatus comprising: 

a microphone configured to input an input Sentence; 
an A/D converter Section configured to convert Said input 

Sentence into input Sentence data; 
an example data base configured to Store a plurality of 

examples of actual uses of a language; and 
an example Search Section configured to calculate a 

degree of Similarity between the input Sentence data 
and each of the examples Stored in Said example data 
base and to Select an example corresponding to a 
highest degree of Similarity, 

wherein Said example Search Section is further configured 
to calculate the degree of Similarity by weighting Some 
of the examples, Said weighting being performed based 
on a context according to at least one of the examples 
previously Selected, and 

wherein at least one of Said plurality of examples com 
prises more than one word. 

18. An apparatus according to claim 17, wherein Said 
example data base is further configured to Store prediction 
information for predicting Some of the examples likely to be 
used for a next processing, and 

wherein Said example Search Section is further configured 
to perform Said weighting based on the prediction 
information. 

19. An apparatus according to claim 18, wherein Said 
example data base is further configured to Store as the 
prediction information a group of information in which the 
example presently used for processing is related to Some of 
the examples likely to be used for the next processing, and 

wherein Said example Search Section is further configured 
to perform weighting So that the degree of Similarity of 
Some of the examples related the example used in a 
preceding processing increases or the degree of Simi 
larity of Some of the examples not related the example 
used in a preceding processing decreases. 

20. An apparatus according to claim 18, wherein Said 
example data base is further configured to Store a group of 



5,991,721 
21 

information in which Some of the examples likely to be used 
for the next processing are related to one of the examples 
presently used, the group of information being obtained by 
learning. 

21. An apparatus according to claim 18, wherein Said 
example data base is further configured to Store the predic 
tion information by Sorting the examples in the prediction 
information into groups of examples used in correspondence 
with predetermined places, and 

wherein Said example Search Section is further configured 
to use the prediction information according to each of 
the predetermined places. 

22. A speech recognition apparatus for performing Sen 
tence Speech recognition, Said apparatus comprising: 

an analysis Section configured to extract at least one 
feature parameter of a Speech in a language by acous 
tically analyzing the Speech; 

a recognition Section configured to obtain a plurality of 
probable recognition results and a likelihood of each of 
the probable recognition results by recognizing the 
Speech based on the feature parameter output from Said 
analysis Section; 

an example data base configured to Store a plurality of 
examples of an actual use of the language; and 

an example Search Section configured to calculate a 
degree of linguistic Similarity between each of the 
plurality of probable recognition results and each of the 
examples Stored in the example data base, 

Said example Search Section being further configured to 
calculate a degree of integrated Similarity between each 
of the plurality of probable recognition results and each 
of the examples stored in the example data base based 
on the degree of linguistic Similarity and the likelihood, 

Said example Search Section being further configured to 
Select one of the examples corresponding to a highest 
degree of integrated Similarity, and 

Said example Search Section being further configured to 
obtain a result of recognition of the Speech based on the 
example Selected corresponding to the highest degree 
of integrated Similarity. 

23. An apparatus according to claim 22, wherein Said 
example Search Section is further configured to calculate the 
degree of integrated Similarity by adding the degree of 
linguistic Similarity and the likelihood in a predetermined 
ratio. 

24. An apparatus according to claim 23, wherein Said 
example Search Section is further configured to dynamically 
change a ratio in which the degree of linguistic Similarity 
and the likelihood are added. 

25. An apparatus for processing a natural language in 
which an input Sentence is processed by using an example of 
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an actual use of a language most Similar to the input 
Sentence, Said apparatus comprising: 

an example data base configured to Store a plurality of 
examples of actual uses of a language; 

an example Search Section configured to calculate a 
degree of Similarity between the input Sentence and 
each of the examples Stored in Said example database 
and to Select an example corresponding to a highest 
degree of Similarity; and 

a Speech Synthesizer configured to generate an output 
Sound corresponding to the Selected example, 

wherein Said example Search Section is further configured 
to calculate the degree of Similarity by weighting Some 
of the examples, Said weighting being performed based 
on a context according to at least one of the examples 
previously Selected, and 

wherein at least one of Said plurality of examples com 
prises more than one word. 

26. An apparatus according to claim 25, wherein Said 
example data base is further configured to Store prediction 
information for predicting Some of the examples likely to be 
used for a next processing, and 

wherein Said example Search Section is further configured 
to perform Said weighting based on the prediction 
information. 

27. An apparatus according to claim 26, wherein Said 
example data base is further configured to Store as the 
prediction information a group of information in which the 
example presently used for processing is related to Some of 
the examples likely to be used for the next processing, and 

wherein Said example Search Section is further configured 
to perform weighting So that the degree of Similarity of 
Some of the examples related the example used in a 
preceding processing increases or the degree of Simi 
larity of Some of the examples not related the example 
used in a preceding processing decreases. 

28. An apparatus according to claim 26, wherein Said 
example data base is further configured to Store a group of 
information in which Some of the examples likely to be used 
for the next processing are related to one of the examples 
presently used, the group of information being obtained by 
learning. 

29. An apparatus according to claim 26, wherein Said 
example data base is further configured to Store the predic 
tion information by Sorting the examples in the prediction 
information into groups of examples used in correspondence 
with predetermined places, and 

wherein Said example Search Section is further configured 
to use the prediction information according to each of 
the predetermined places. 
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