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AUTOMATIC WHITE BALANCING FOR
PHOTOGRAPHY

CLAIM OF PRIORITY

This application claims priority to the provisional patent
application entitled, “Automatic White Balance for Photo-
graph,” filed Oct. 27, 2009, application Ser. No. 61/255,346.

BACKGROUND

When an imaging device such as a camera takes pictures
under one or more sources of light, the image will have a color
bias depending on the color and temperature of the specific
source(s) of light. For example, under light generated from a
tungsten source, un-modified pictures will have an overall
yellowish-orange cast. Under natural lighting during twilight
however, images will often have a very bluish cast. In order to
mitigate the potentially heavy color biasing that occurs under
varying light conditions, adjustments are typically performed
either internally within the device or during the processing
phase to balance the light so that the resulting images appear
relatively normalized to the human eye.

According to contemporary photographic techniques, each
pixel in a scene or image can be represented as a vector with
one dimension for each of a multitude of color channels. For
example, in a three color image, each pixel can be represented
as a three dimensional vector (e.g., typically the vector [R,G,
B]). This vector can be projected down to a lower dimensional
space, such as by transforming it to a luminance/chrominance
color space such as YUV coordinates. The YUV pixel can
then be represented by just its color terms as a two dimen-
sional vector [u,v]. In a two dimensional space, the color of
common illuminants will have a distribution that falls mostly
along a curve in color space. Plankian illuminants (ideal
blackbody radiators) have a color of light that vary with one
dimension, the temperature color. The temperature colors
form a smooth curve in color space. Many common lamps
radiate colors that are similar to Plankian illuminants, so they
tend to fall along this curve. The curve ranges from blue (high
temperatures) to red (low temperatures).

There exist several approaches to automatic white balanc-
ing. In several conventional approaches, characteristics of an
image (e.g., attributes of the pixels comprising the image) are
used to estimate the color of the illumination. This illumina-
tion, represented as a value, is subsequently factored out of
the pixel colors. A popular method is known as the “Gray
World” approach. According to the Gray World method, the
color values corresponding to pixels of an image are averaged
and the average color of the image is used as the estimated
color of the illuminant (and thus, removed). Factors of scale
on each color channel are chosen so that the average color,
after scaling is performed, results in a neutral color value.

Unfortunately, the estimated illuminant color derived from
the average of the pixel values is sub-optimal for the purposes
of normalization. In certain circumstances, the estimated illu-
minant color can be a highly unlikely color for an illuminant
and factoring the illuminant color out of the image will result
in images with distorted coloring. For example, in scenes with
mostly green foliage, the average color value will be a value
that approximates some shade of green. According to the
Gray World model, the illuminant will be estimated as a green
light and will be subsequently factored out of the image, thus
resulting in foliage that appears neutral, i.e., gray, adversely
affecting the appearance of the image.

Another problem with the Gray World method is that large
colored surfaces can bias the estimate for the entire scene or
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image. For example, in scenes that are comprised by large
portions of blue sky, the gray world technique will over bias
the illuminant color as blue. After the blue illumination is
factored out, the sky will turn gray (neutral) and the other
image areas will look yellow. Previous attempts to solve this
problem have included removing pixels that were too similar
to adjacent pixels, so that a large colored area would be
reduced to a smaller, representative patch. Unfortunately, this
method is inaccurate and ineffective. With fewer samples, the
estimate becomes less stable and less reliable. Also, in many
cases, a color can fill a large part of a scene, but the color is not
continuous, and therefore would not be affected. Also, there
are often pixels that are colored by random sensor noise.
These pixels can be awarded two much weight during the
illuminant determination and bias the estimate after the other,
more common colors have been reduced.

SUMMARY

This Summary is provided to introduce a selection of con-
cepts in a simplified form that is further described below in
the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed sub-
ject matter, nor is it intended to be used to limit the scope of
the claimed subject matter.

Embodiments of the claimed subject matter are directed to
methods for automatically balancing light in an image-cap-
ture device. In one embodiment, given an estimated illumi-
nant color (e.g., derived from the Gray World method), amore
optimal illuminant color can be found by projecting this point
to a plot of common illuminants. For example, if the initial
color estimate for the color of the light source is cyan, the
closest point of the plot of common illuminants is derived,
most likely somewhere at the blue end of the spectrum. The
light will be estimated as twilight blue, for instance. In this
case, the scene will be modeled as a green surface illuminated
with bluish light, instead of as a gray surface illuminated with
cyan light (as would result under the Gray World method).

Once the closest point of the plot of common illuminants is
derived, the actual image (e.g., pixel) data of the scene is
adjusted by the value of the closest point on the plot of
common illuminants so that the light is “normalized” for the
scene. In some embodiments, adjusting the actual image data
consists of multiplying the color values obtained from the
image data and multiplying those color values by the recip-
rocal of the value of the closest point on the plot of common
illuminants for each color channel (e.g., Red, Green and
Blue). The resultant image will have been balanced subject to
better performing environmental-estimation techniques, thus
advantageously providing an image having superior quality
over conventional techniques of light balancing.

According to another aspect, a system configured to per-
form automatic light balancing is provided. In one embodi-
ment, the process for automatically balancing light of a cap-
tured scene is performed in, for example, the processing unit
of an exemplary image-capture device. In further embodi-
ments, the process is supplemented with greater specificity
with respect to selecting particular plots of common illumi-
nants depending on the intensity of the light in an image or
scene. In such embodiments, the system may further include
one or more sensors capable of determining the intensity of
the light in the image or scene.

In still further embodiments, a method for performing
automatic light balancing on captured images for image-
specific light intensities is provided. In one embodiment, the
method comprises: recording a scene in an image capture
device; determining the light intensity of the captured image;
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selecting a plot of common illuminants corresponding to the
determined light intensity; obtaining pixel data of the
recorded image; plotting the pixel data on the selected plot of
common illuminants; aggregating the pixel data into a figure
such as a centroid; projecting the centroid or figure on to the
selected plot of illuminants; deriving the corresponding bal-
anced color values from the point of incidence of the cen-
troid’s projection; and adjusting the image data by the derived
balanced color values. In some embodiments, the method is
entirely performed within and by the image capture device,
thus enabling the production of superior quality color-ad-
justed images from recorded scenes automatically, thus
reducing the incidence of poorly-adjusted images and/or
reducing the amount of user interaction and deliberation
required, thereby improving user experience.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and form a part of this specification, illustrate embodiments
of the invention and, together with the description, serve to
explain the principles of the invention:

FIG. 1 depicts a flowchart of an exemplary process for
automatically balancing white color in an image recorded by
an image capture device, in accordance with various embodi-
ments of the present invention.

FIG. 2 depicts a flowchart of a process for automatically
balancing light in an image capture device for specific light
intensities, in accordance with various embodiments of the
present invention.

FIG. 3 depicts a curved-line plot of common illuminants in
an exemplary color space, in accordance with various
embodiments of the present invention.

FIG. 4 depicts a straight-line plot of common illuminants in
an exemplary color space, in accordance with various
embodiments of the present invention.

FIG. 5 depicts projecting a plurality of pixels of a scene to
a straight-line plot of common illuminants in an exemplary
color space, in accordance with various embodiments of the
present invention.

FIG. 6 depicts projecting a plurality of pixels of a scene to
a curved-line plot of common illuminants in an exemplary
color space, in accordance with various embodiments of the
present invention.

FIG. 7 depicts projecting a plurality of pixels of a scene to
a straight-line plot of common illuminants exhibiting a
clamping function in an exemplary color space, inaccordance
with various embodiments of the present invention.

FIG. 8 depicts projecting a plurality of pixels of a scene to
a multi-dimensional plot of common illuminants in an exem-
plary color space, in accordance with various embodiments of
the present invention.

FIG. 9 depicts an exemplary operating environment in
which various embodiments of the present invention may be
performed.

DETAILED DESCRIPTION

Reference will now be made in detail to several embodi-
ments. While the subject matter will be described in conjunc-
tion with the alternative embodiments, it will be understood
that they are not intended to limit the claimed subject matter
to these embodiments. On the contrary, the claimed subject
matter is intended to cover alternative, modifications, and
equivalents, which may be included within the spirit and
scope of the claimed subject matter as defined by the
appended claims.
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Furthermore, in the following detailed description, numer-
ous specific details are set forth in order to provide a thorough
understanding of the claimed subject matter. However, it will
be recognized by one skilled in the art that embodiments may
be practiced without these specific details or with equivalents
thereof. In other instances, well-known processes, proce-
dures, components, and circuits have not been described in
detail as not to unnecessarily obscure aspects and features of
the subject matter.

Portions of the detailed description that follow are pre-
sented and discussed in terms of a process. Although steps
and sequencing thereof are disclosed in figures herein
describing the operations of this process, such steps and
sequencing are exemplary. Embodiments are well suited to
performing various other steps or variations of the steps
recited in the flowchart of the figure herein, and in a sequence
other than that depicted and described herein.

Some portions of the detailed description are presented in
terms of procedures, steps, logic blocks, processing, and
other symbolic representations of operations on data bits that
can be performed on computer memory. These descriptions
and representations are the means used by those skilled in the
data processing arts to most effectively convey the substance
of their work to others skilled in the art. A procedure, com-
puter-executed step, logic block, process, etc., is here, and
generally, conceived to be a self-consistent sequence of steps
or instructions leading to a desired result. The steps are those
requiring physical manipulations of physical quantities. Usu-
ally, though not necessarily, these quantities take the form of
electrical or magnetic signals capable of being stored, trans-
ferred, combined, compared, and otherwise manipulated in a
computer system. It has proven convenient at times, princi-
pally for reasons of common usage, to refer to these signals as
bits, values, elements, symbols, characters, terms, numbers,
or the like.

It should be borne in mind, however, that all of these and
similar terms are to be associated with the appropriate physi-
cal quantities and are merely convenient labels applied to
these quantities. Unless specifically stated otherwise as
apparent from the following discussions, it is appreciated that
throughout, discussions utilizing terms such as “accessing,”

“writing,” “including,” “storing,” “transmitting,” “travers-

ing,” “associating,” “identifying” or the like, refer to the
action and processes of a computer system, or similar elec-
tronic computing device, that manipulates and transforms
data represented as physical (electronic) quantities within the
computer system’s registers and memories into other data
similarly represented as physical quantities within the com-
puter system memories or registers or other such information
storage, transmission or display devices.
Automatic Light Balancing

Embodiments of the claimed subject matter are directed to
methods for balancing white color in an image recorded from
an image-capture device. FIG. 1 depicts a flowchart 100 of an
exemplary process for automatically balancing white color in
an image recorded by an image capture device, in accordance
with various embodiments of the present invention. In one
embodiment, the process is performed in an image-capture
device. In alternate embodiments, the process may be per-
formed by, for example, an image production and/or replica-
tion device. Steps 101-111 describe exemplary steps of the
flowchart 100 in accordance with the various embodiments
herein described.

As depicted in flowchart 100, image data corresponding to
a captured image or recorded scene is received at step 101.
Image data may comprise, for example, data corresponding to
the pixels comprising the image or scene. This pixel data may
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further include values such as digitized color values for a
plurality of color channels (e.g., red, green, and blue). In
alternate embodiments, pixel data may comprise luminance
and chrominance values and a color vector. In some embodi-
ments, image data is received in a central processing unit or
other microprocessor of an image-capture device from a com-
municatively coupled optical sensor of the image-capture
device, via a data communication bus, for instance (see FIG.
9). In further embodiments, the image data of an image is
received and processed (e.g., steps 101-111 of flowchart 100
are performed) proximately after the image is captured within
the same image-capture device. In still further embodiments,
the pre-captured image data may be transferred from an exter-
nal source (e.g., an image-capture device) to a computing
device with image processing capability where the process of
flowchart 100 is then performed. According to some embodi-
ments, the image data may be stored in a computer readable
memory device.

At step 103, the image data received step 101 is plotted in
one or more color spaces. In one embodiment, each of the
pixels comprising the image data of a scene comprises values
corresponding to a plurality of color channels (e.g., an RGB
color space). According to these embodiments, the color val-
ues of the pixels may be plotted in two or three dimensional
spaces for two or more color channels. In alternate embodi-
ments, the image data may comprise values in a luminance/
chrominance color space (YUV color space) with a two
dimensional color vector. According to these embodiments,
the vector may be plotted in a two dimensional space for the
given luminance and chrominance values.

At step 105, an initial estimate of the color values corre-
sponding to the pixels comprising the image data is formed by
averaging the color values to determine a first estimated illu-
minant color (e.g., a single point in a color space) comprising
a value for each color channel. Once the initial color estimate
is derived at step 105 a more optimal illuminant color can be
found by projecting the estimated color values to a plot of
likely illuminants at step 107, according to pre-stored data.
Alternatively, each individual pixel may be initially projected
to a plot of likely illuminants, and then the central position of
the distribution along the plot may be determined as the first
estimated illuminant color. For example, if the color of the
light source is estimated to be cyan, the closest point on the
plot of common illuminants is derived. In a color space where
the color blue comprises an axis, the point on the plot of
common illuminants would most likely be somewhere at the
blue end of the spectrum. The resultant “balanced” light will
be estimated as twilight blue, for instance. In this case, the
scene may be modeled as a green surface illuminated with
bluish light, instead of as a gray surface illuminated with cyan
light (as would originally be the result under the Gray World
method).

The plot of common illuminants may be implemented in a
variety of manners such as (but not limited to) a curved line;
a straight line; or a multi-dimensional figure (e.g., a bar).
Thus, projecting an average value to a plot may comprise (for
straight line plots) deriving the shortest perpendicular from
the point in color space corresponding to the estimated aver-
age color to the plot of common illuminants. Likewise, pro-
jecting an average value to a plot may also comprise deriving
the shortest perpendicular from the point in color space cor-
responding to the estimate average color to a tangent of the
plot of common illuminants for curved line plots. In embodi-
ments where the plot of common illuminants comprises a
multi-dimensional figure such as a bar, an average color esti-
mate disposed outside the bounded area of the bar in the color
space may be projected to the closest point on the bar (e.g.,
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shortest perpendicular to a point on the outline of the bar). In
such embodiments, average color estimates disposed within
the bounded area of the bar may not be projected at all.

In varying embodiments, the projection can be full or par-
tial. If the light source is far from the curve (e.g., above a
pre-specified threshold), it can be moved closer to the curve
by, for example, averaging its position with the projected
position on the curve. If the color is at the limits of the plot, it
can be shifted to a more centered position on the plot by
modifying the color values. This can be accomplished by, for
example, performing a clamping zone function which may be
used as an alternative method to avoid excessive outliers or
unlikely color values. For example, If the illuminant is pro-
jected to have color values that translate to being bluer than
daylight (very unlikely), one or more of the color values of the
illuminant can be shifted back towards the values for normal
daylight by replacing the illuminant color projected in step
107 with the values for normal daylight. This mitigates the
problem of Gray World being biased by large areas of blue
sky. Likewise, a light which is projected to be more “orange”
(in terms of color values) than tungsten light, may have the
underlying color values modified to approximate the color
values more consistent with typical tungsten-illuminant color
values. Performing this adjustment prevents large areas of
orange becoming overly de-saturated through the perfor-
mance of the Gray World method.

In some instances, particularly excessive outliers and/or
overrepresented colors may disproportionately skew the aver-
age color values for a scene. In some embodiments, it may be
desirable to remove such outliers from any calculation of
average. Removing such outliers may be performed by, for
example, forming a color histogram, and removing (filtering)
histogram bins with too many representatives (e.g., above a
threshold). A lower threshold can also be used to remove very
uncommon colors, which may be due to sensor noise. The
lower threshold can be dynamically set or pre-determined by
a scale factor that depends on the noise level. Thus, outlying
pixels which may exceed the “threshold” are not included in
the calculation for the first estimated illuminant color.

Alternatively, scenes or images may comprise large areas
of single colors or portions of highly saturated colors to the
extent that mitigating the saturation in a calculation of the
average color values may be beneficial to avoid over-correc-
tion during a subsequent color adjustment (see below with
reference to step 111). Mitigation of saturated colors may be
performed by aggregating the plot of average color values
into a centroid (or other bounded figure) with pre-specified
boundaries prior to averaging the color values of the compris-
ing pixels. Thus, certain color values may be specifically and
presciently prohibited from consideration of a scene’s aver-
age color value.

According to further embodiments, instead of using an
average estimated illuminant point, the estimated point may
be projected to aline of likely illuminants. When each color is
projected to a curve, it can be described by a single dimen-
sion. By reducing the dimensionality, a one dimensional his-
togram may be used (rather than multi-dimensional histo-
grams), thus reducing the complexity of remaining
calculations required to perform the method.

According to still further embodiments, in addition to a
plot of probable illuminants, a multidimensional probability
field can be used to estimate the initial value of the illuminant.
Thus, instead of a simple estimate of illuminant color, a
multidimensional probability field can be used as a factor in
the initial illuminant estimation. For example, the Gray World
technique may be performed to derive an initial estimate of
the color of the light (e.g., cyan), but if the scene had very few
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colors, the probability that the derived color is the optimal
(e.g., most accurate) color is typically low. In such cases, the
illuminant may be compared to a probability field, with a
maximum probability at the cyan point and a derived buffer
distance away from this point. Likewise, for every illuminant
color, there may be a likelihood of that illuminant happening
in any scene. With probability summation between the prob-
ability fields of the illuminant likelihoods and the illuminant
estimate, the maximally probable light source may be deter-
mined with greater degrees of accuracy.

At step 109, color values are derived corresponding to the
intersection of the plot of common illuminants and the pro-
jection of the estimated color values performed at step 107.
The color values may, for example, comprise a plurality of
coordinates (in multi-dimensional space) corresponding to a
plurality of color channels. For example, for a typical RGB
color space, color values corresponding to the red, green, and
blue value, respectively, of the point at the intersection may be
derived. In a typical YUV color space, the coordinates of the
point in the color space may be derived. These color values
thus represent the balanced white color used to adjust the
image data of the pixels in step 111 described below.

Atstep 111, the image data received at step 101 is adjusted
by the balanced white color derived at step 109. In embodi-
ments comprising RGB color spaces, adjusting the image
data may comprise, for example, adjusting the color value of
each pixel of the scene or image by the reciprocal of the color
value for the corresponding color channel. Thus, for any
given pixel in the image or scene, the value of the red color
channel is adjusted by being multiplied by the reciprocal of
the value of the red color channel of the balanced white color
derived in step 109. For embodiments featuring a YUV color
space, the color values for each pixel in the image or scene
may be multiplied by the reciprocals of the associated derived
balanced coordinates.

By adjusting the color values of the pixels of any given
image of a scene by the illuminant color value of a naturally
occurring illuminant which most approximates the average
color values of the image, a more accurate balancing of the
color values with respect to the illuminant may be performed,
thus resulting in images exhibiting color values that corre-
spond with greater accuracy to the color values of the actual
scene that was captured.

Automatic White Balancing for Specific Light Intensities

FIG. 2 depicts a flowchart 200 of a process for automati-
cally balancing light in an image capture device for specific
light intensities, in accordance with various embodiments of
the present invention. In one embodiment, the process is
performed in an image-capture device. Steps 201-217
describe exemplary steps of the flowchart 200 in accordance
with the various embodiments herein described.

At step 201, an image or scene is captured and/or recorded
on an image-capture device or video recording device.
According to some embodiments, the image or scene may be
captured by one or more optical sensors. According to further
embodiments, the image or scene may be captured by the one
or more optical sensors in conjunction with one or more lens.
Such embodiments may be implemented as a digital camera,
such as the system 900 described below with reference to
FIG. 9.

At step 203, the captured scene or image may be processed
and analyzed to obtain image data. In some embodiments, the
digital image data may be rendered by a central processing
unit or processor in the image capture device used to capture
or record the scene or image. Image data may comprise, for
example, color and/or luminance values for each pixel com-
prising the scene or image. In one embodiment, image data
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may also comprise the detected brightness or intensity of the
illuminants in the scene or image.

At step 205, the intensit(y/ies) (e.g., brightness) of the
illuminant(s) present in the image or scene captured in step
201 is/are determined. According to some embodiments, the
image-capture or video recording device may determine the
brightness of illuminants present in an image via additional
optical sensors with specialized light-intensity sensing capa-
bility. In alternate embodiments, determining the intensity of
any illuminants may not require additional optical sensors. In
some embodiments, the intensity of the illuminants may be
determined concurrently with the capturing of the image or
scene. Alternately, the intensity of the illuminants may be
determined once the image has been captured via an analysis
of the captured image data.

According to still further embodiments, rather than using a
single plot as described above with reference to step 103 of
FIG. 1, a higher dimensional surface may be used as a plot of
common illuminants to project the illuminant color value at
step 207. For example, a plot that varies as a function of
overall scene brightness or light intensity may be used in
some embodiments. Brightly lit scenes are usually lit with
natural light, and dimly lit scenes are usually lit with artificial
light. For a given scene brightness, the plot of illuminants that
are most common at that brightness level is used. Thus the
plot of common illuminants may further be one of a plurality
(e.g., alibrary) of plots, where each plot may be specific fora
given attribute of a scene or image. In some embodiments,
image data received in step 101 includes a detected illuminant
intensity value. The plot of common illuminants is thus
selected to correspond to the detected illuminant intensity. In
some embodiments, one or more plots of common illumi-
nants may be pre-programmed. In further embodiments, one
or more plots of common illuminants may be empirically
derived by the user on an ad hoc basis.

In one embodiment, a family of plots that varies with
brightness can be implemented as a two-dimensional surface.
Likewise, higher dimensional surfaces can be used as well.
For example, given the time of day, the brightness of the
scene, and the current temperature, a set of lights may have
different probabilities. For example, during conditions which
are dark and low temperature, it is much more likely that an
illuminant could be very orange (such as low pressure sodium
vapor street light). Conversely, if it is hot and bright during the
day, direct sunlight is much more likely. Given any data
parameters, a different plot or probability field can be used.
Useful parameters could include but are not limited to: time,
latitude, longitude, temperature, compass heading, and
whether an imaging device’s flash setting is toggled on or off.

Once aplot of illuminants has been selected at step 207, the
image data obtained at step 203 is plotted in a color space with
the plot of illuminants at step 209. Step 209 may be performed
as described above with reference to step 103. Steps 211, 213,
215 and 217 may be performed as described above with
reference to steps 105, 107, 109 and 111 of FIG. 1, respec-
tively. Thus, by adjusting the color values of the pixels of any
given image of a scene by the illuminant color value of a
naturally occurring illuminant which most approximates the
average color values of the image and specific to the deter-
mined brightness of the scene captured, an even more accu-
rate balancing of the color values with respect to the illumi-
nant may be performed, thus resulting in images exhibiting
color values that correspond with greater accuracy to the
color and luminance values of the actual scene that was cap-
tured.
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Exemplary Plot of [lluminants

FIG. 3 depicts a curved-line plot of common illuminants in
an exemplary color space 300, in accordance with various
embodiments of the present invention. As depicted, color
space 300 displays two of three color channels (Red and Blue)
of'an RGB color space. Color space 300 may also comprise a
typical two dimensional color space of a YUV color space.

As presented in FIG. 3, color space comprises a vertical
axis 301 and a horizontal axis 303. As depicted, the vertical
axis 301 corresponds to the blue aspect of an RGB color
space. Likewise, the horizontal axis 303 corresponds to the
red aspect of an RGB color space. Color space 300 includes
positions 307 in the color space 300 corresponding to a plu-
rality of neutral colored surfaces under specific lighting
sources consisting of pre-stored illuminant information.
According to some embodiments, this data may also be
empirically provided by a user on an ad hoc basis. According
to various embodiments, the positions in the color space 300
may be arranged as a plot. As presented in FIG. 3, the plot is
implemented as a curve 305 of best fit.

According to various embodiments, in a process for auto-
matic white balancing, once an initial illuminant estimate is
determined, the initial illuminant estimate is projected to a
plotofilluminants (e.g., plot 305). The intersection of the plot
and the projection may subsequently be used to adjust image
data to balance the effect of the illuminant in the scene in
processes such as those described with reference to flowchart
100 and 200 described above.

FIG. 4 depicts a straight-line plot of common illuminants in
an exemplary color space 400, in accordance with various
embodiments of the present invention. Certain elements of
FIG. 4, unless otherwise noted, correspond with, and are
enumerated similarly to, like elements of FIG. 3 (e.g., 301
corresponds to 401, 303 corresponds to 403, etc.). As pre-
sented, color space 400 displays two of three color channels
(Red and Blue) of an RGB color space. Color space 400 may
also comprise a typical two dimensional color spaceofaYUV
color space.

Vertical axis 401, a horizontal axis 403 and pre-stored color
values 407 correspond to similarly enumerated counterparts
301, 303 and 307 of FIG. 3. Likewise, the pre-stored color
values 407 in the color space 400 may be arranged as a plot.
As presented in FIG. 4, the plot is implemented as a straight
line 405 of best fit.

According to various embodiments, in a process for auto-
matic illuminant balancing, once an initial illuminant esti-
mate is determined, the initial illuminant estimate is projected
to a plot of illuminants (e.g., plot 405). The intersection of the
plot and the projection may subsequently be used to adjust
image data to balance the effect of the illuminant in the scene
in processes such as those described with reference to flow-
chart 100 and 200 described above.

Exemplary Initial Estimate Projections

FIG. 5 depicts projecting a plurality of pixels of a scene to
a straight-line plot of common illuminants in an exemplary
color space 500, in accordance with various embodiments of
the present invention. Color space 500, as presented in FIG. 5,
includes similar features with color spaces 300 and 400 of
FIGS. 3 and 4 (respectively) described above. Specifically,
vertical axis 501, horizontal axis 503 and plot 505 correspond
to the vertical axis (401), horizontal axis (403) and straight
line plot (405) as described above with reference to FIG. 4.

In a typical embodiment, image data corresponding to a
captured scene may comprise a plurality of pixels, each hav-
ing a corresponding color value in a color space (e.g., color
space 500). As presented, color space 500 includes a plurality
ofpoints (e.g., point 507(a), 509(a)), each point comprising a
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unique color in a color space 500. In one embodiment, the
plurality of points (point 507(a), 509(a)) may comprise the
average color for all (or significantly all) pixels comprising an
image of a scene. For example, points 507(a) and 509(a) may
comprise, for example, the initial illuminant estimate for two
separate images, as derived in step 105 of flowchart 100 and
step 211 of flowchart 200, described above. Once an initial
illuminant estimate for an image is derived, a better (e.g.,
more accurate) color may be used to adjust an image for white
balancing by projecting the initial estimate to the plot of
illuminants 505.

As depicted, initial estimate 507(a) may be projected to
plot 505 to a “balanced” point (e.g., point 507()). Likewise,
initial estimate 509(a) may be projected to plot 505 at 509(b).
Projection may depend on the type of plot used. In embodi-
ments featuring a straight-line plot, projection may comprise
taking the intersection of the shortest perpendicular (e.g.,
perpendicular 511, 513) from the respective corresponding
initial estimate and the plot.

FIG. 6 depicts projecting a plurality of pixels of a scene to
a curved-line plot of common illuminants in an exemplary
color space 600, in accordance with various embodiments of
the present invention. Color space 600, as presented in F1G. 6,
includes similar features with various color spaces (e.g., color
space 500 of FIG. 5) described above. Accordingly, unless
otherwise noted, features of similarly identified features are
herein described to correspond to like numbered features
described above.

As presented, color space 600 includes a point (e.g., point
607(a)) comprising a unique color in a color space 600 which
may also comprise the average color for all (or significantly
all) pixels comprising an image of a scene. Thus point 607(a)
may comprise the initial illuminant estimate for two separate
images, as derived in step 105 of flowchart 100 and step 211
of flowchart 200, described above. Once an initial illuminant
estimate for an image is derived, a better (e.g., more accurate)
color may be used to adjust an image for white balancing by
projecting the initial estimate to the plot of illuminants 605.

As depicted, initial estimate 607(a) may be projected to
plot 605 to a “balanced” point (e.g., point 607(5)). In embodi-
ments featuring a curved-line plot, projection may comprise
taking the intersection of the perpendicular (611) from the
initial estimate and the tangent of the closest point on the plot.

According to some embodiments, overly saturated scenes
may produce images which may, even after adjustment, pro-
duce undesirable results. In such instances, clamping extreme
points to avoid excessive outliers or unlikely color values may
be desirable to achieve superior results. FIG. 7 depicts pro-
jecting a plurality of pixels of a scene to a straight-line plot of
common illuminants exhibiting a clamping function in an
exemplary color space 700, in accordance with various
embodiments of the present invention. Color space 700, as
presented in FIG. 7, includes similar features with various
color spaces (e.g., color space 500 of FIG. 5) described above.
Accordingly, unless otherwise noted, features of similarly
identified features are herein described to correspond to like
numbered features described above.

As depicted in FIG. 7, color space 700 includes vertical
limit 711. Vertical limit 711 thus represents the color value of
a color channel (in this case, blue) above which may be the
result of over-saturation. Thus, for color values having a blue
value above the vertical limit 711, rather than having the
initial estimated illuminant (707(a)) be projected to the short-
est perpendicular (707(b)) to the plot of illuminants 705,
instead, the initial estimated illuminant 707(a)) is projected to
the intersection with the shortest perpendicular (707(c)) of
vertical limit 711. In some embodiments, once the projection
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to the vertical limit 711 is performed, the resultant color
values may be used to adjust an image for white balancing.

According to various embodiments, the plot of common
illuminants may be implemented as a multi-dimensional fig-
ure such as a bar. FIG. 8 depicts projecting a plurality of pixels
of'asceneto abar plot of common illuminants in a color space
800, in accordance with various embodiments of the present
invention. Color space 800, as presented in FIG. 8, includes
similar features with various color spaces (e.g., color space
500 of FIG. 5) described above. Accordingly, unless other-
wise noted, features of similarly identified features are herein
described to correspond to like numbered features described
above.

As depicted in FIG. 8, color space 700 includes bounding
bar 813. In such embodiments, an average color estimate
(e.g., point 807(a)) disposed outside the bounded area of the
bar in the color space may be projected to the closest point on
the bar (e.g., 807(5)). Projection may be derived by finding
the shortest perpendicular (811) to a point on the outline of the
bar, rather than to the plot of common illuminants. According
to some embodiments, average color estimates disposed
within the bounded area of the bar (809) may not be projected
at all.

Exemplary Operating Environment

FIG. 9 shows an exemplary operating environment in
accordance with one embodiment of the present invention.
Digital system 900 depicts the components of a basic system
in accordance with embodiments of the present invention
providing the execution platform for certain hardware-based
and software-based functionality. Although specific compo-
nents are disclosed in system 900 it should be appreciated that
such components are examples. That is, embodiments of the
present invention are well suited to having various other com-
ponents or variations of the components recited in system
900. It is appreciated that the components in system 900 may
operate with other components other than those presented,
and that not all of the components of system 900 may be
required to achieve the goals of system 900.

In a typical embodiment, System 900 includes sensor 903,
image signal processor (ISP) 905, memory 907, input module
909, central processing unit (CPU) 911, display 913, com-
munications bus 915, and power source 916. Power source
916 supplies power to system 900 and may, for example, be a
DC or AC power source. CPU 911 and the ISP 905 can also be
integrated into a single integrated circuit die and CPU 911 and
ISP 905 may share various resources, such as instruction
logic, buffers, functional units and so on, or separate
resources may be provided for image processing and general-
purpose operations. System 900 can be implemented as, for
example, a digital camera, cell phone camera, portable device
(e.g., audio device, entertainment device, handheld device),
webcam, video device (e.g., camcorder) and the like.

Sensor 903 receives light via a lens 901 and converts the
light received into a signal (e.g., digital or analog). According
to some embodiments, lens 901 may be permanently attached
to the system 900. Alternatively, lens 901 may be detachable
and interchangeable with lens of other properties. These
properties may include, for example, focal lengths, apertures
and classifications. In typical embodiments, lens 901 may be
constructed of glass, though alternate materials such as quartz
or molded plastics may also be used. Sensor 903 may be any
of a variety of optical sensors including, but not limited to,
complementary metal-oxide-semiconductor (CMOS) or
charge-coupled device (CCD) sensors. Sensor 903 is coupled
to communications bus 915 and may provide image data
received over communications bus 915. In further embodi-
ments, sensor 903 includes light intensity sensing capability,
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and the image data received may include data corresponding
to the determined intensity of the light in a scene or image.

Image signal processor (ISP) 905 is coupled to communi-
cations bus 915 and processes the data generated by sensor
903. More specifically, image signal processor 905 processes
data from sensor 902 for storing in memory 907. For example,
image signal processor 905 may compress and determine a
file format for an image to be stored in within memory 907.

The input module 909 allows the entry of user-input into
system 900 which may then, among other things, control the
sampling of data by sensor 903 and subsequent processing by
ISP 905. Input module 909 may include, but it not limited to,
navigation pads, keyboards (e.g., QWERTY), buttons, touch
screen controls (e.g., via display 913) and the like.

The central processing unit (CPU) 911 receives commands
via input module 909 and may control a variety of operations
including, but not limited to, sampling and configuration of
sensor 903, processing by ISP 905, and management (e.g., the
addition, transfer, and removal) of images and/or video from
memory 907.

Although the subject matter has been described in lan-
guage specific to structural features and/or processological
acts, it is to be understood that the subject matter defined in
the appended claims is not necessarily limited to the specific
features or acts described above. Rather, the specific features
and acts described above are disclosed as example forms of
implementing the claims.

What is claimed is:

1. A method for automatic white balancing in an imaging
device, the method comprising:

accessing image data corresponding to a captured scene,

said image data comprising a plurality of pixels, said
plurality of pixels comprising a plurality of color values
corresponding to a plurality of color channels;

plotting said plurality of pixels in a color space comprising

a plurality axes corresponding to said plurality of color
channels;

calculating an average color value for said plurality of

pixels;
projecting, in said color space, said average color value to
a plot of common illuminants;

deriving, on said plot of common illuminants, a set of
balanced color values comprising a plurality of color
values corresponding to a closest approximation on said
plot of common illuminants to said average color value;
and

adjusting said plurality of color values of said plurality of

pixels by said set of balanced color values to arrive at a
plurality of adjusted pixels,

wherein said plot of common illuminants comprises a plot

of common illuminants specifically corresponding to an
attribute of said captured scene.

2. The method according to claim 1, wherein said calcu-
lating said average color value comprises:

determining a selection of said plurality of pixels to aggre-

gate into a centroid;

aggregating said selection into a centroid; and

averaging, for each of said plurality of color channels, a

plurality of color values comprised by said plurality of
pixels comprising said selection.

3. The method according to claim 2, wherein said deter-
mining a selection comprises establishing, in said color
space, a bounded area encompassing said plot of common
illuminants, wherein pixels of said plurality of pixels which
are disposed outside of said boundary are excluded from said
aggregating of said centroid.
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4. The method according to claim 1, wherein said plot of
common illuminants comprises a line.

5. The method according to claim 1, wherein said plot of
common illuminants comprises a curved line.

6. The method according to claim 1, wherein said plot of
common illuminants comprises a multi-dimensional figure.

7. The method according to claim 1, wherein said deriving
said set of color values comprises determining a single point
on said plot of common illuminants most proximate to said
average color value.

8. The method according to claim 1, wherein said adjusting
comprises:

for each color channel of said plurality of color channels,

adjusting a color value corresponding to a color channel
of a pixel of said plurality of pixels by multiplying the
color value corresponding to a color channel by a recip-
rocal of a color value of the set of color values corre-
sponding to the same color channel.

9. The method according to claim 1, further comprising:

determining a first light intensity corresponding to said

scene, said first light intensity comprised within a range
of light intensities, wherein said plot of common illumi-
nants is specific to said first light intensity.

10. The method according to claim 1, wherein said color
space comprises a horizontal axis and a vertical axis, and
wherein further a pixel of said plurality of pixels comprises a
plurality of values corresponding to a horizontal coordinate
and a vertical coordinate in said color space.

11. The method according to claim 10, further

instituting, on said plot of common illuminants, a first

limit, said first limit comprising a first vertical coordi-
nate corresponding to said vertical axis of said color
space and a second limit, said second limit comprising a
first horizontal coordinate corresponding to said hori-
zontal axis of said color space;

determining whether a pixel of said plurality of pixels

comprises a second vertical coordinate greater than said
first vertical coordinate and whether a pixel of said plu-
rality of pixels comprises a second horizontal coordinate
greater than said first horizontal coordinate;

in response to said determining, clamping said second

vertical coordinate of said pixel to said first vertical
coordinate when said second vertical coordinate of said
pixel is greater than said first vertical coordinate and
clamping said second horizontal coordinate of said pixel
to said first horizontal coordinate when said second hori-
zontal coordinate of said pixel is greater than said first
horizontal coordinate, wherein said instituting and said
determining are performed prior to said clamping.

12. The method according to claim 1, wherein said plot of
common illuminants comprises a multidimensional probabil-
ity field, wherein said plot of common illuminants comprises
atleast one axis corresponding to a likelihood of an illuminant
in a scene.

13. The method according to claim 1, wherein said color
space is a red, green blue (RGB) color space.

14. The method according to claim 1, wherein said color
space is a luminance chrominance color space.

15. A system for automatic white balancing for photogra-
phy, said system comprising:

an image capture device comprising a lens, said image

capture device configured to perform a method auto-
matic light balancing, the method of automatic light
balancing comprising:
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accessing image data corresponding to an imaged scene,
said image data comprising a plurality of pixels, said
plurality of pixels comprising a plurality of color val-
ues corresponding to a plurality of color channels;

plotting said plurality of pixels in a color space compris-
ing a plurality axes corresponding to said plurality of
color channels;

aggregating, in said color space, a centroid from said
plurality of pixels;

projecting, in said color space, said centroid to a plot of
common illuminants;

deriving, on said plot of common illuminants, a set of
balanced color values, said set of balanced color val-
ues comprising a plurality of color values correspond-
ing to a closest approximation on said plot of common
illuminants to said plurality of color values comprised
by said centroid; and

adjusting said plurality of color values of said plurality
of pixels by said set of balanced color values to arrive
at a plurality of adjusted pixels,

wherein said plot of common illuminants comprises a
plot of common illuminants specifically correspond-
ing to an attribute of said captured scene.

16. The system according to claim 15, wherein said image
data comprises a photograph.

17. The system according to claim 15, wherein said image
data comprises an image from a video.

18. The system according to claim 15, wherein said plot of
common illuminants comprises a plot of a plurality of com-
mon illuminants specific to a derived light intensity.

19. The system according to claim 15, wherein a pixel
comprised in said plurality of pixels beyond pre-determined
constraints is excluded from said aggregating.

20. A method for automatic white balancing for photogra-
phy in an image capture device, the method comprising:

capturing a scene in an image capture device;
obtaining pixel data corresponding to said scene, said pixel
data comprising a plurality of color values correspond-
ing to a plurality of color channels and a light intensity;

determining said light intensity of said scene from said
pixel data;

selecting a plot of common illuminants from a plurality of

plots of common illuminants, said plot of common illu-
minants being selected to corresponding to said light
intensity of said scene;

plotting said pixel data in a color space comprising a plu-

rality of axes corresponding to said plurality of color
channels;

aggregating a plurality of discrete data points comprised in

said pixel data into a centroid;

projecting said centroid to said plot of common illumi-

nants, wherein said projecting is performed by deriving
a perpendicular line to a point on said plot of common
illuminants;

deriving a balanced set of color values, said balanced set of

color values comprising a plurality of color values cor-
responding to said point on said plot of common illumi-
nants; and

adjusting said pixel data by said balanced set of color

values to arrive at a plurality of digital pixels,

wherein said plot of common illuminants comprises a plot

of common illuminants specifically corresponding to an
attribute of said captured scene.
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