Title: FRAMEWORK DEVICE OF MOBILE TERMINAL AND METHOD FOR PROVIDING INTEROPERABILITY BETWEEN COMPONENTS

Abstract: The present invention relates to a framework device of a mobile terminal and a component interoperability guaranteeing method, and is configured by a hardware component generated by a developer and hardware middleware to be linked by a software (or another hardware) component. Therefore, in the exemplary embodiment of the present invention, hardware dependent parts in the hardware component are provided to the hardware middleware through setting parameters so that the hardware middleware is linked with the corresponding hardware component. The hardware middleware receives a request message according to the general inter-ORB protocol (GIOP) transmission system used for the basic communication system of the framework, parses the request message, and converts and transmits data to the corresponding hardware component. The hardware component (hardware logic) to which the request message is transmitted uses data to perform its unique function, and the result is configured as a response message by the hardware middleware and is then transmitted to the software component.
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Description

FRAMEWORK DEVICE OF MOBILE TERMINAL AND
METHOD FOR PROVIDING INTEROPERABILITY BETWEEN
COMPONENTS

Technical Field

[1] The present invention relates to a framework device of a mobile terminal and a method for guaranteeing interoperability between components. Particularly, the present invention relates to a framework device of a mobile terminal and a method for guaranteeing interoperability of components for guaranteeing interoperability between a hardware component and a software component by a framework of a mobile terminal.

[2] This work was supported by the IT R&D program of MIC/IITA [2005-S-404-33, Research and Development Mobile Terminal Technology based on 3G Evolution].

Background Art

[3] The software communication architecture (SCA), which is a mobile terminal framework, was proposed by the joint tactical radio system (JTRS) and the joint program executive office (JPEO), and it is a software system for communication for providing software portability and guaranteeing software reconfiguration performance. The software communication architecture (SCA) is based on the common object request broker architecture (CORBA), which is the industrial standard for the distributed object models. The CORBA represents middleware for providing independence for the communication system, development language, and operating system during the component development process.

[4] Currently, general purpose processors (GPP) are being substantially developed, and many components in a mobile terminal are realized with field programmable devices (FPD) such as a field programmable gate array (FPGA) or a complex programmable logic device (CPLD). The FPD allows real-time processing, and processes a plurality of complicated algorithms in parallel. However, in the mobile terminal framework such as the software communication architecture (SCA), the hardware component is realized depending on chips or boards for individual vendors, and it is difficult for the software component of the general purpose processor (GPP) to be individually and directly interoperable with the hardware components of the FPD. This is because the mobile terminal's hardware environments are diversified, and linking methods with the hardware components are respectively different. Therefore, interoperability for the mobile terminal is not allowed and the re-use rate is substantially reduced.

[5] The above information disclosed in this Background section is only for enhancement of understanding of the background of the invention and therefore it may contain in-
formation that does not form the prior art that is already known in this country to a
person of ordinary skill in the art.

Disclosure of Invention

Technical Problem

[6] The present invention has been made in an effort to provide a framework device of a
mobile terminal for guaranteeing interoperability between components, and a method
for guaranteeing interoperability of components.

Technical Solution

[7] An aspect of the present invention provides a framework device including a software
component, an object request broker, a plurality of hardware components, and
hardware middleware. The software component realizes an application, the object
request broker provides a logic communication path to the software component, the
hardware components include a plurality of hardware logics for performing input data,
and the hardware middleware supports the object request broker and a standard
transmission system to receive a request message from the software component, selects
a first hardware logic for performing data included in the request message from among
the plurality of hardware logics of the plurality of hardware components, and converts
the data included in the request message into first data to transmit the first data to the
first hardware logic, and the hardware middleware is connected through the plurality of
hardware components and a common bus structure.

[8] Another aspect of the present invention provides a method for guaranteeing interoperability of components in a framework device of a mobile terminal including a
plurality of hardware components including a plurality of hardware logics and a
plurality of software components. The method includes: receiving a request message
including an object identifier and an operation title from the software component;
selecting a hardware component corresponding to the object identifier from among the
plurality of hardware components; selecting a first hardware logic corresponding to the
operation title from among the plurality of hardware logics of the selected hardware
component; converting the data into first data, and transmitting the first data to the first
hardware logic through a common bus structure connected to the plurality of hardware
components; and performing the first data to the first hardware logic.

Advantageous Effects

[9] In the exemplary embodiment of the present invention, hardware component's
hardware dependent part is realized into hardware middleware so that interoperability
between the hardware component and the software component is guaranteed irrespective of the location of the components, and real-time processing and QoS im-
provement effects, which are utilization targets of the hardware component, are
increased. Also, a hardware dependent part is solved through the hardware middleware, and hence reuse of the hardware component is increased.

**Brief Description of the Drawings**

[10] FIG. 1 shows a framework device of a mobile terminal according to an exemplary embodiment of the present invention.

[11] FIG. 2 shows a hardware middleware development flowchart according to an exemplary embodiment of the present invention.

[12] FIG. 3 shows a schematic diagram of hardware middleware according to an exemplary embodiment of the present invention.

[13] FIG. 4 shows a configuration diagram of a logic apply signal used for a common bus structure according to an exemplary embodiment of the present invention.

[14] FIG. 5 shows a schematic diagram of a hardware component according to an exemplary embodiment of the present invention.

[15] FIG. 6 and FIG. 7 show a method for realizing the attributes shown in Table 1.

**Mode for the Invention**

In the following detailed description, only certain exemplary embodiments of the present invention have been shown and described, simply by way of illustration. As those skilled in the art would realize, the described embodiments may be modified in various different ways, all without departing from the spirit or scope of the present invention. Accordingly, the drawings and description are to be regarded as illustrative in nature and not restrictive. Like reference numerals designate like elements throughout the specification.

Through the specification, unless explicitly described to the contrary, the word "comprise" and variations such as "comprises" or "comprising" will be understood to imply the inclusion of stated elements but not the exclusion of any other elements. In addition, the terms "-er", "-or" and "module" described in the specification mean units for processing at least one function and operation, and can be implemented by hardware components or software components and combinations thereof.

[18] A framework device of a mobile terminal and an interoperability guaranteeing method of components according to an exemplary embodiment of the present invention will be described with reference to the accompanying drawings.

[19] FIG. 1 shows a framework device of a mobile terminal according to an exemplary embodiment of the present invention.

[20] As shown in FIG. 1, the framework 1000 of a mobile terminal includes a plurality of general purpose processors (GPP) (100, 100-1), a field programmable device (FPD) 200, and a system bus 300 for connecting the general purpose processors (100, 100-1) and the FPD 200.
The general purpose processor 100 includes a plurality of software components, and for ease of description, a client 110 and a server 120 will be exemplified from among the software components. The FPD 200 includes a plurality of hardware components, and for convenience, two hardware components (210, 210-1) will be exemplified. The hardware component 210 includes a plurality of hardware logics (i.e., hardware logic + developer logic (HL+DL), and for convenience of description, two hardware logics 211 and 212 will be described.

The general purpose processor 100 includes a client 110, a server 120, an object request broker (ORB) 130, a stub 140, and a skeleton 150.

The client 110 is a typical software component for realizing an application by using a service of the server 120. The server 120 is a software component corresponding to service realization for processing a request by the client 110.

The object request broker 130 provides a software bus 131 that is a logical communication path to the client 110 and the servers 120 that are provided in the same general purpose processor 100 or another general purpose processor 100-1. A physical communication path for the software bus 131 in the single general purpose processor 100 is realized by a socket or a shared memory method between processors. A physical communication path for the software bus 131 between the different general purpose processors (100, 100-1) is realized by an inter-processor transfer system (e.g., Ethernet or a shared memory between processors).

The stub 140 and the skeleton 150 provide an interface for linkage between the software components 110 and 120 through the software bus 131. In detail, they include a byte order (data endian), an address alignment (address align), and transmission message composition/analysis.

The FPD 200 includes hardware components (210, 210-1), hardware-based middleware 220, a common bus structure 230, and a local bus structure 240.

The hardware component 210 includes a set of hardware logic (HL+DL) 211 and 212 having realized the algorithm to be performed in the FPD 200. The hardware logics 211 and 212 are directly used by a mobile terminal for the purpose of real-time processing, various utilization of hardware resources, and QoS improvement, and they are coded by the hardware description language (HDL) such as the VHSIC hardware description language (VHDL). In this instance, the hardware logics 211 and 212 are identified by the hardware middleware 220, and perform their function by using the received message. In the viewpoint of the mobile terminal framework, the hardware logics 211 and 212 are those generated by realizing operation of the software components in the framework.

The hardware middleware 220 transmits/receives a message with the external unit of the FPD 200 through the general inter-ORB protocol (GIOP) that is the standard
common object request broker architecture (CORBA) communication protocol. In this instance, the hardware middleware 220 parses the received GIOP_request message to identify the hardware components (210, 210-1) for performing the request. The hardware middleware 220 converts the parameter data included in the received GIOP_request message if necessary, and transmits it to the hardware components (210, 210-1).

The hardware middleware 220 is reconfigurable according to setting parameters, and is developed as shown in FIG. 2.

FIG. 2 shows a hardware middleware development flowchart according to an exemplary embodiment of the present invention.

A software developing person and a hardware developing person define the interface based on the request and response irrespective whether the software components 110 and 120 are provided to the general purpose processor 100 or the FPD 200 (S1). Definition of the interface uses the standard interface definition language (IDL). The software developing person and the hardware developing person parse the interface definition language (IDL) through an additional interface parser (not shown) (S2). The interface parser extracts a hardware dependent parameter from the component and a parameter to be linked with the hardware logic 211 of the individual hardware component 210 from the hardware middleware 220 (S3). The hardware middleware is reconfigured according to the parameters (setting parameters) extracted by the interface parser (S4).

The common bus structure 230 connects the hardware middleware 220 and the hardware components (210, 210-1). The local bus structure 240 connects the individual hardware logics 211 and 212 in the hardware components (210, 210-1), and includes a common bus structure 230. When there are data to be shared with another hardware logic in the hardware component 210, the data are added to the common bus structure 230. The local bus structure 240 is redefined as a proper local bus structure 240 of the individual hardware logics 211 and 212. The developing person developing the hardware logics 211 and 212 directly determines the extension range according to the context to be performed by the hardware logics 211 and 212.

The hardware logics 211 and 212 convert the interface definition language (IDL) into the VHDL as shown in Table 1 in order to perform the actual service.

(Table 1)
The "Interface" in the interface definition defined during the development process of the hardware middleware 220 is converted into the "entity" of the VHDL, and is included in the hardware component 210. The "operation" is converted into a sub-"entity" and is converted into one or two sub-"entities" according to the input/output formats (in, out, in-out) of the parameter, and the converted entities are respectively included in the hardware logics 211 and 212. The "attribute" is converted into a sub-"entity" for controlling a register in the "entity" or an independent memory block. The converted hardware description language is compiled and synthesized by a tool of synthesizing the hardware description language, and is then downloaded to the FPD 200.

FIG. 3 shows a schematic diagram of hardware middleware 220 according to an exemplary embodiment of the present invention.

The hardware middleware 220 applies (enables) the hardware logics 211 and 212 for performing the message according to the GIOP_request massage of the client 110 input through the system bus 300, and controls the whole process for a response. The hardware middleware 220 receives a request message from the external object request broker 130 through the GIOP transmission system. Since the received request message is transmitted through the system bus 300, all the request messages are buffered into an external storage unit (generally a RAM shared by the general purpose processor). The hardware middleware 220 extracts a request message from the external storage unit according to the first-in first-out (FIFO) rule. In this instance, parameters including the size of the system bus 300, address allocation, external storage unit information, and a number of required hardware middleware are provided to the hardware middleware 220. The hardware component does not depend on the condition change of the parameters.

The configuration of the request message input to the hardware middleware 220 is expressed in Table 2.

<table>
<thead>
<tr>
<th>IDL</th>
<th>VHDL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interface</td>
<td>Entity (A)</td>
</tr>
<tr>
<td>Attribute</td>
<td>Register or Entity (Sub-entity of A)</td>
</tr>
<tr>
<td>Operation</td>
<td>Entity (Sub-entity of A)</td>
</tr>
</tbody>
</table>

[36] The "Interface" in the interface definition defined during the development process of the hardware middleware 220 is converted into the "entity" of the VHDL, and is included in the hardware component 210. The "operation" is converted into a sub-"entity" and is converted into one or two sub-"entities" according to the input/output formats (in, out, in-out) of the parameter, and the converted entities are respectively included in the hardware logics 211 and 212. The "attribute" is converted into a sub-"entity" for controlling a register in the "entity" or an independent memory block. The converted hardware description language is compiled and synthesized by a tool of synthesizing the hardware description language, and is then downloaded to the FPD 200.

[37] FIG. 3 shows a schematic diagram of hardware middleware 220 according to an exemplary embodiment of the present invention.

[38] The hardware middleware 220 applies (enables) the hardware logics 211 and 212 for performing the message according to the GIOP_request message of the client 110 input through the system bus 300, and controls the whole process for a response. The hardware middleware 220 receives a request message from the external object request broker 130 through the GIOP transmission system. Since the received request message is transmitted through the system bus 300, all the request messages are buffered into an external storage unit (generally a RAM shared by the general purpose processor). The hardware middleware 220 extracts a request message from the external storage unit according to the first-in first-out (FIFO) rule. In this instance, parameters including the size of the system bus 300, address allocation, external storage unit information, and a number of required hardware middleware are provided to the hardware middleware 220. The hardware component does not depend on the condition change of the parameters.

[39] The configuration of the request message input to the hardware middleware 220 is expressed in Table 2.

[40] (Table 2)

[41]
Referring to Table 2, the "object identifier" in the request message is used to identify the hardware component 210, and the "operation title" (title of "operation" in Table 1) is used to specify specific hardware logics 211 and 212 in the hardware component 210. The "data" are data required for performing the hardware logics 211 and 212 (parameters to be used by the "operation" in Table 1). The "request identifier" is used to identify the response message when the hardware middleware 220 transmits a result in response to the request message. The "response state" is used to indicate whether to request a response to the request message or not.

The interoperable object reference (IOR) is an identifier for identifying all connectable software components 110 and 120. The client 110 acquires an "object identifier" from the IOR of the server 120 to be requested. However, since the hardware middleware 220 in the FPD 200 can detect the generation state/number of hardware components (210, 210-1), the object identifier between the hardware middleware 220 and the hardware components (210, 210-1) are configured as Table 3.

The "interface identifier" is configured by a bit sequence having the number of the entire hardware components (210, 210-1) activated for the FPD 200 as a range, and the "instance identifier" is configured by a bit sequence having the maximum repeated number of the hardware components (210, 210-1) as a range. The size and the generation rule of the minimized object identifier are provided as parameters to the hardware middleware 220. For example, when two repeated generations of the 8 "interfaces" are allowed in the definition of the interface, the object identifier of Table 3 is set to have 5 bits. In this instance, when no repeated generation is allowed to the "interface", the object identifier of Table 3 is set to have 4 bits. Accordingly, the hardware middleware 220 configures the object identifier according to the number of hardware components (210, 210-1) to thus optimize the common bus structure 230 for connecting the hardware components (210, 210-1) and the hardware middleware 220.

As shown in FIG. 3, the hardware middleware 220 includes a message interpreter.
221, a message acquirer 222, a logic selector (LS) 223, a data converter (DC) 224, and
a message generator 225.

The message interpreter 221 determines the request message provided from the
outside as shown in Table 2. In this instance, the "data" are byte aligned (Endian) and
address aligned by common data representation (CDR). The message acquirer 222 de-
termines the "length" from among the message header of the request message and
divides the request message according to a predetermined length to acquire it.

The logic selector 223 identifies the hardware components (210, 210-1) according to
the "object identifier" included in the request message, and determines the hardware logics 211 and 212 for realizing the real "operation" function by using the "operation title" included in the request message. In further detail, the logic selector 223 generates
a numerical "operation identifier" from the "operation title", combines the "operation identifier" and the "object identifier", and generates an "apply signal". In this instance, the apply signal determines the hardware logics 211 and 212 for realizing the real
target service. The parameters including the size of the apply signal and the size of the
maximum operation title are generated by the interface parser, and provided to the
hardware middleware 220 so as to be optimized.

The set logic identifier 21 selects the corresponding hardware logic, designated by
the operation title in the request message from among a plurality of hardware logics
211 and 212, as a set logic, and transmits an apply signal by using the set logic to thus
apply a set logic. The apply signal will be assumed to determine the first hardware logic 211 as a set logic for convenience of description. When the apply signal de-
termines the first hardware logic 211 as a logic, the data converter 224 extracts the
parameter required by the first hardware logic 211 from among the data in the request message. The data aligned by the message interpreter 221 include a plurality of
padding data, and a process for removing the padding data is needed. Therefore, when
the apply signal determines the first hardware logic 211 as a set logic, the set data
converter 23 of the data converter 224 reduces the data input by the message in-
terpreter 221 to be the minimum size of parameter data. This process is required so as
to minimize the usage amount for the restricted resource (bus and multiplexor) of the
FPD 200. The reduced parameter data are transmitted to the first hardware logic 211
through the common bus structure 230. In this instance, the data or the signal
transmitted through the common bus structure used by the first hardware logic 211 is
expressed in Table 4.

(Table 4)
Referring to Table 4, the "object identifier" and the "operation identifier" are based on the bits, and are common to all "logic apply signals". The "reduced parameter data" are the sum of the entire parameters based on the bytes, and the reducing process is performed by the set data converter 224. In this instance, the parameters such as the "reduced parameter data" are parsed by the interface parser and are then provided to the hardware middleware 220.

When a request message requesting a response is input, an extracted logic identifier 22 selects the hardware logic corresponding to the operation title of the request message as an extracted logic from among a plurality of hardware logics 211 and 212, transmits an apply signal by using the extracted logic, and applies the extracted logic. For convenience of description, the apply signal will be assumed to determine the second hardware logic 212 to be an extracted logic. When the apply signal determines the second hardware logic 212 as an extracted logic, the data converter 224 receives the data prepared by the extracted logic through the common bus structure 230. In this instance, the data or signal transmitted through the common bus structure used by the extracted logic is expressed in Table 5.

(Table 5)

<table>
<thead>
<tr>
<th>contents</th>
<th>size</th>
</tr>
</thead>
<tbody>
<tr>
<td>logic apply signal</td>
<td>object identifier+operation identifier (bit unit)</td>
</tr>
<tr>
<td>reduced parameter data</td>
<td>size sum of parameter (bytes)</td>
</tr>
</tbody>
</table>

The "logic apply signal" in Table 5 corresponds to that in Table 4. The "receiving allowed signal" is a control signal for notifying the case when the extracted logic is prepared to transmit data. An extracted data converter 24 of the data converter 224 extensively converts the "data to be received" into data following the common data representation (CDR). The data converted by the extracted data converter 24 are transmitted to the message generator 225. In this instance, the parameters such as the
size of the common bus structure 230 to be used for transmitting the "data to be transmitted" are provided to the hardware middleware 220 by the interface parser.

The message generator 225 includes the data input by the data converter 224 in the response message to generate a response message appropriate for the GIOP transmission system. The generated response message is transmitted to the external object request broker 130 through the system bus 300. In this instance, the "request identifier" shown in Table 2 is added.

FIG. 4 shows a configuration diagram of a logic apply signal used for a common bus structure 230 according to an exemplary embodiment of the present invention.

When power is supplied to the FPD 200, the hardware components (210, 210-1) and the hardware logics 211 and 212 are simultaneously activated. However, in the FPD 200, the hardware logics 211 and 212 having received an apply signal from the logic selector 223 of the hardware middleware 220 is performed. In this instance, a unique apply signal number is respectively assigned to the hardware logics 211 and 212 of the FPD 200 by the interface parser. Further, the hardware logics 211 and 212 following the inheritance hierarchy can be overridden according to inheritance of the interface definition language (IDL). For this, an apply signal 500 of the hardware logics 211 and 212 is specified by division of an interface division area 510, an instance division area 520, and a logic division area 530. The interface division area 510 is used to divide the interface 511 from the interface definition language (IDL). The instance division area 520 is used to divide the hardware components (210, 210-1) when repeating and processing them in parallel. The logic division area 530 divides the operation title 531 in the inheritance hierarchy. The above-noted areas are provided to the hardware middleware 220 by the interface parser. The interface S 511 and the interface T 611 have an inheritance relation, and the interface S 511 is an upper interface of the interface T 611, and the interface T 611 can accept the characteristic of the interface S 511. In the drawing, the apply signal 500 and the apply signal 600 indicate the same operation (here, o()). The apply signal 500 and the apply signal 600 have different signal values, and indicate the same hardware logic in consideration of the inheritance hierarchy. Recognition thereof and selection of the hardware logic to be applied are performed by the logic selector 223. The hardware logics 211 and 212 generate a single logic division identifier to the hardware logic that is overridden in the inheritance relation, and provide it as a parameter to the hardware middleware 220.

FIG. 5 shows a schematic diagram of a hardware component according to an exemplary embodiment of the present invention.

The hardware component 210 includes a plurality of hardware logics 211 and 212, and a register/memory 40.

The register/memory 40 controls a plurality of hardware logics 211 and 212 to share
the "attribute" in the hardware component 210, and if necessary, it generates a template logic for using the register/memory 40.

[64]    The hardware component 210 has the hardware logics 211 and 212 corresponding to the operations declared in the interface as lower components (described with reference to Table 1). The data that are received through the common bus structure 230 are reduced by bytes (described with reference to Table X).

[65]    The hardware logic 211 includes a preprocessor 31, a data processor 32, and a post-processor 33.

[66]    The preprocessor 31 converts the byte-based data (described with reference to Table 2) input through the local bus structure 240 into signal data to be processed by the data processor 32. The data processor 32 is performed together with the input signal data. When the performance of the data processor 32 is finished, the postprocessor 33 converts the signal data into data that is appropriate for the common bus structure 230. In this instance, the data processor 32 represents realization of a service from the viewpoint of the hardware described by a hardware developing person.

[67]    FIG. 6 and FIG. 7 show a method for realizing the attributes shown in Table 1.

[68]    FIG. 6 shows a method used for simplifying realization with a lesser size of the "attribute". The "attribute" in this case is converted into a register 41 in the hardware component 210, that is, an entity for the "interface". The hardware logic 211 that is an operation entity using the register 41 in the hardware component 210 is redefined by adding the register 41 to a local bus 240-1.

[69]    FIG. 7 shows a method for representing the "attribute" as a shared memory 42 and positioning its process on the user-defined developer logic (UDL) 211-1. The hardware logic 211 that is an "operation" entity for sharing the "attribute" additionally has a user defined bus 240-2 for connection with the UDL 211-1. When the HC 210 has no register 41 as shown in FIG. 7, the hardware logic 211 is directly connected to the common bus structure 230.

[70]    Accordingly, the exemplary embodiment of the present invention is configured by the hardware component generated by the developing person and hardware middleware to be linked as a software (or another hardware) component. Therefore, in the exemplary embodiment of the present invention, hardware dependent parts in the hardware component are provided to the hardware middleware through the setting pre-determined parameters, and hence, the hardware middleware can be linked with the corresponding hardware component.

[71]    The hardware middleware receives the request message according to the GIOP transmission system used in the basic communication system of the framework, parses the request message, and transmits converted data to the corresponding hardware component. The hardware component (hardware logic) to which the request message is
transmitted performs appropriate functions by using the data, the corresponding result is configured to be a response message by the hardware middleware, and the response message is transmitted to the software component.

In the exemplary embodiment of the present invention, the hardware possessed by the hardware component and the mobile terminal framework dependent parts are configured as hardware middleware to thus eliminate the dependency on the hardware component or the mobile terminal framework. As a result, data communication between the hardware component and the software component is allowable and the communication system is provided without depending on the hardware or mobile terminal framework. Therefore, interoperability between the hardware component and the software component is guaranteed. Further, reuse of the hardware component is increased since the hardware dependent parts in the framework of the mobile terminal are solved through the hardware middleware.

The above-described embodiments can be realized through a program for realizing functions corresponding to the configuration of the embodiments or a recording medium for recording the program in addition to through the above-described device and/or method, which is easily realized by a person skilled in the art.

While this invention has been described in connection with what is presently considered to be practical exemplary embodiments, it is to be understood that the invention is not limited to the disclosed embodiments, but, on the contrary, is intended to cover various modifications and equivalent arrangements included within the spirit and scope of the appended claims.
Claim

[1] A framework device comprising:
 a software component for realizing an application;
 an object request broker for providing a logic communication path to the
 software component;
 a plurality of hardware components including a plurality of hardware logics for
 performing input data; and
 hardware middleware for supporting the object request broker and a standard
 transmission system to receive a request message from the software component,
 selecting a first hardware logic for performing data included in the request
 message from among the plurality of hardware logics of the plurality of hardware
 components, and converting the data included in the request message into first
 data to transmit the first data to the first hardware logic, the hardware
 middleware being connected through the plurality of hardware components and a
 common bus structure.

[2] The framework device of claim 1, wherein
 the request message includes:
 an object identifier for identifying a selected hardware component;
 an operation title specifying the first hardware logic;
 data to be performed in the first hardware logic; and
 a request identifier for identifying the response message.

[3] The framework device of claim 2, wherein
 the object identifier includes:
 an interface identifier having a bit sequence having a number of the plurality of
 hardware components as a range; and
 an instance identifier having a bit sequence having the maximum repeated
 number of the plurality of hardware components as a range.

[4] The framework device of claim 2, wherein
 the hardware middleware includes:
 a message interpreter for determining the request message;
 a logic selector for generating a first apply signal for identifying the hardware
 component according to the object identifier included in the request message,
 generating an operation identifier from the operation title, combining the
 operation identifier and the object identifier, and determining the first hardware
 logic; and
 a data converter for extracting a parameter used for performing the first hardware
 logic from the request message, converting the parameter into first data, and
transmitting the first data to the first hardware logic through the common bus structure.

[5] The framework device of claim 4, wherein
the data converter includes a set data converter for reducing the parameter into
the first data that is the minimum-sized parameter, and transmitting the first data
to the first hardware logic through the common bus structure.

[6] The framework device of claim 4, wherein
when a response to the request message is needed, the logic selector generates a
second apply signal for determining a second hardware logic as an extract logic
from among the plurality of hardware logics.

[7] The framework device of claim 6, wherein
the data converter further includes an extracted data converter for converting the
second data received from the second hardware logic through the common bus
structure, and
the hardware middleware further includes a message generator for generating a
response message from the converted second data, and transmitting the response
message to the software component through the object request broker.

[8] The framework device of claim 6, wherein
when a response to the request message is needed, the second apply signal,
which is a logic apply signal for notifying the case in which data transmission is
prepared in the second hardware logic, and the second data received from the
second hardware logic, are transmitted through the common bus.

[9] The framework device of claim 1, wherein
the hardware component further includes a local bus structure for individually
connecting the plurality of hardware logics.

[10] The framework device of claim 1, wherein
the hardware logic includes:
a preprocessor for receiving the first data from the hardware middleware, and
converting the first data into signal data performed by the hardware logic;
a data processor for processing the signal data; and
a postprocessor for converting the signal data processed by the data processor
into data appropriate for the common bus structure.

the hardware logic further includes a register/memory for sharing attributes so
that the plurality of hardware logics may share the attributes.

of a mobile terminal including a plurality of hardware components including a
plurality of hardware logics and a plurality of software components, the method
comprising:
receiving a request message including an object identifier and an operation title from the software component;
selecting a hardware component corresponding to the object identifier from among the plurality of hardware components;
selecting a first hardware logic corresponding to the operation title from among the plurality of hardware logics of the selected hardware component;
converting the data into first data, and transmitting the first data to the first hardware logic through a common bus structure connected to the plurality of hardware components; and
performing the first data to the first hardware logic.

[13] The method of claim 12, wherein
the selecting of the first hardware logic includes:
generating an operation identifier from the operation title, combining the operation identifier and the object identifier, and generating a first apply signal for determining the first hardware logic as a set logic; and
applying the first apply signal to the first hardware logic.

[14] The method of claim 12, wherein
the transmitting of the first data includes:
extracting a parameter used for performing the first hardware logic from the request message; and
reducing the parameter into the first data.

[15] The method of claim 12, wherein
the performing includes:
converting the first data into signal data performed in the first hardware logic;
performing the signal data in the first hardware logic; and
converting the performed signal data into data that is appropriate for the common bus structure.

[16] The method of claim 12, further comprising:
when a response to the request message is needed, generating a second apply signal for determining a second hardware logic from among the plurality of hardware logics as an extract logic;
receiving second data from the second hardware logic through the common bus structure; and
generating a response message to be transmitted to the software component by converting the second data.
[Fig. 3]

[Fig. 4]

Interface S {
O();
}

Interface T : S {
}
**A. CLASSIFICATION OF SUBJECT MATTER**

**G06F 9/06(2006.01)**

According to International Patent Classification (IPC) or to both national classification and IPC

**B. FIELDS SEARCHED**

Minimum documentation searched (classification system followed by classification symbols)

IPC 8 G06F

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Korean Utility models and applications for Utility models since 1975

Japanese Utility models and applications for Utility models since 1975

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

eKIPASS(KIPO internal) "Keywords software component, hardware component, interoperability, hardware dependency and similar terms"

**C. DOCUMENTS CONSIDERED TO BE RELEVANT**

<table>
<thead>
<tr>
<th>Category</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>See the abstract, figures 1-2, and page 3 lines 10-26 and page 5 line 18 - page 7 line 10</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>KR 10-2006-0066031 A (ELECTRONICS AND TELECOMMUNICATIONS RESEARCH INSTITUTE) 15 June 2006</td>
<td>1-16</td>
</tr>
<tr>
<td></td>
<td>See the abstract, figures 3-6, and pages 2-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>See the abstract, figure 1. and paragraphs [0046]-[0054]</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>US 2005-0193366 A1 (BOLAND et al.) 1 September 2005</td>
<td>1-16</td>
</tr>
<tr>
<td></td>
<td>See the abstract, figures 1-3, and paragraphs [0012] and [0035] - [0051]</td>
<td></td>
</tr>
</tbody>
</table>

[ ] Further documents are listed in the continuation of Box C

[ ] See patent family annex

* Special categories of cited documents
  *"A" document defining the general state of the art which is not considered to be of particular relevance
  *"E" earlier application or patent but published on or after the international filing date
  *"L" document which may throw doubts on priority claim(s) or which is cited to establish the publication date of citation or other special reason (as specified)
  *"O" document referring to an oral disclosure, use, exhibition or other means
  *"P" document published prior to the international filing date but later than the priority date claimed

"T" later document published after the international filing date or priority date and not in conflict with the application but cited to understand the principle or theory underlying the invention

"X" document of particular relevance, the claimed invention cannot be considered novel or cannot be considered to involve an inventive step when the document is taken alone

"Y" document of particular relevance, the claimed invention cannot be considered to involve an inventive step when the document is combined with one or more other such documents, such combination being obvious to a person skilled in the art

"&" document member of the same patent family

Date of the actual completion of the international search

*27 FEBRUARY 2009 (27 02 2009)*

Date of mailing of the international search report

*27 FEBRUARY 2009 (27.02.2009)*

Name and mailing address of the ISA/KR

Korean Intellectual Property Office
Government Complex-Daejeon, 139 Seonsa-ro, Seogu, Daejeon 302-701, Republic of Korea

Facsimile No 82-42-472-7140

Authorized officer

NHO, Ji Myong

Telephone No 82-42-481-8528

Form PCT/ISA/210 (second sheet) (July 2008)
<table>
<thead>
<tr>
<th>Patent document cited in search report</th>
<th>Publication date</th>
<th>Patent family member(s)</th>
<th>Publication date</th>
</tr>
</thead>
<tbody>
<tr>
<td>WO 2003-069472 A2</td>
<td>21.08.2003</td>
<td>AT 362270 T</td>
<td>15.06.2007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AU 2003-21026 1 A1</td>
<td>04.09.2003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AU 2003-26640 1 A1</td>
<td>08.04.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AU 2003-270235 A1</td>
<td>08.04.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AU 2003-27788 1 A1</td>
<td>08.04.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CN 1290006 C</td>
<td>13.12.2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CN 1633640 A</td>
<td>29.06.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CN 1633641 A</td>
<td>29.06.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CN 1633642 A</td>
<td>29.06.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CN 1685693 A</td>
<td>19.10.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CN 1685751 A</td>
<td>19.10.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CN 17 14339 A</td>
<td>28.12.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CN 1802633 A</td>
<td>12.07.2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DE 603 13787 D1</td>
<td>21.06.2007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 1476809 A2</td>
<td>17.11.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 1485793 A2</td>
<td>15.12.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 1485799 A2</td>
<td>15.12.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 1486081 A2</td>
<td>15.12.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 1504344 A2</td>
<td>09.02.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 1547351 A1</td>
<td>29.06.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 1547351 B1</td>
<td>09.05.2007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 1550332 A1</td>
<td>06.07.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 2005-5180 15 A</td>
<td>16.06.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 2005-526308 A</td>
<td>02.09.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 2006-500649 A</td>
<td>05.01.2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 2006-508424 A</td>
<td>09.03.2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 2006-51 1100 A</td>
<td>30.03.2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KR 10-2004-0086330 A</td>
<td>08.10.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KR 10-2004-0086333 A</td>
<td>08.10.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KR 10-2005-00562 14 A</td>
<td>14.06.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KR 10-2005-005755 1 A</td>
<td>16.06.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KR 10-2005-0059185 A</td>
<td>17.06.2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 7415270 B2</td>
<td>19.08.2008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 2004-0127 190 A1</td>
<td>01.07.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 7286823 B2</td>
<td>23.10.2007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2003-069464 A3</td>
<td>11.11.2004</td>
</tr>
<tr>
<td>Patent document cited in search report</td>
<td>Publication date</td>
<td>Patent family member(s)</td>
<td>Publication date</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-----------------</td>
<td>-------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>WO 2003-069472 A3</td>
<td>15.04.2004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WO 2003-069922 A3</td>
<td>07.10.2004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WO 2004-027603 A2</td>
<td>01.04.2004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WO 2004-027603 A3</td>
<td>23.03.2006</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WO 2004-028125 A1</td>
<td>01.04.2004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WO 2004-028182 A1</td>
<td>01.04.2004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KR 10-2006-0066031 A</td>
<td>15.06.2006</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>AU 2001-90044 A1</td>
<td>02.04.2002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DE 60100128 D1</td>
<td>24.04.2003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 1191437 A1</td>
<td>27.03.2002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 1191437 B1</td>
<td>19.03.2003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FR 2814257 B1</td>
<td>06.12.2002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 02-25437 A1</td>
<td>28.03.2002</td>
</tr>
<tr>
<td>US 2005-0193366 A1</td>
<td>01.09.2005</td>
<td>None</td>
<td></td>
</tr>
</tbody>
</table>