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IMAGE PROCESSINGAPPARATUS, IMAGE 
PROCESSING METHOD, AND STORAGE 

MEDIUM 

BACKGROUND OF THE INVENTION 

0001 1. Field of the Invention 
0002 The present invention generally relates to image 
processing and, more particularly, to an image processing 
apparatus, an image processing method, and a storage 
medium. 
0003 2. Description of the Related Art 
0004 Conventionally, an image processing apparatus 
such as a multifunctional peripheral (MFP) can execute scal 
ing processing to enlarge or reduce an image. In the scaling 
processing, the user can manually set an enlargement or 
reduction rate. The image processing apparatus can also 
execute scaling of an image only in a horizontal direction, i.e., 
X-direction, or only in a vertical direction, i.e., Y-direction 
(X/Y independent Scaling). 
0005 Meanwhile, a touch panel is widely used in recent 
years, and the image processing apparatus includes a touch 
panel as a user interface (UI). Development of touch panels 
has actively been conducted, including development of a 
multi-touch panel capable of detecting touches at multiple 
points on a screen, a double-surface touch panel including a 
touch screen on each of front and rear Surfaces of a display 
unit to enable a user to operate from both surfaces, and the 
like. 
0006 With the development of touch panels, new opera 
tion methods have been discussed other than the conventional 
touch operations. Japanese Patent Application Laid-Open 
No. 5-100809 discusses an input method by which sliding of 
a finger on a screen that is called a Swipe or flick is detected. 
Japanese Patent Application Laid-Open No. 5-100809 also 
discusses an input method by which fingers are placed at two 
points on a screen, which is called a pinch operation, and a 
change in the distance between the two points is detected. The 
swipe or flick is often used to forward or scroll a page. The 
pinch operation is often used to perform an enlargement or 
reduction operation. 
0007. However, the pinch operation is an operation corre 
sponding to two-dimensional scaling processing toward both 
X and Y directions. Hence, there have been demands for an 
operation method for one-dimensional scaling processing 
Such as X/Y independent Scaling processing on a touch panel 
that is different from the pinch operation. 
0008. As to a method of inputting a command for X/Y 
independent Scaling processing, a method in which a magni 
fication is directly input is known. Desirably, a command for 
independent Scaling can be input through a simple and intui 
tive user operation on a touch panel. 

SUMMARY OF THE INVENTION 

0009. The present disclosure is directed to providing an 
arrangement by which a command for one-dimensional scal 
ing processing can be received through a simple and intuitive 
user operation. 
0010. According to an aspect of the present disclosure, an 
image processing apparatus includes a determination unit 
configured to determine, if touch input has been performed on 
a first touch screen provided on a front Surface of a display 
screen, whether a touch position at which the touch input has 
been performed is within a designated area on a displayed 
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image displayed on the display Screen wherein a datum of the 
designated area is a boundary position of the displayed image, 
a direction specifying unit configured to specify, if the touch 
position is a position within the designated area, a one-dimen 
sional scaling direction based on the touch position, and an 
image processing unit configured to execute Scaling process 
ing on the displayed image toward the one-dimensional scal 
ing direction if a user performs a Swipe operation toward the 
one-dimensional Scaling direction. 
0011 Further features of the present disclosure will 
become apparent from the following description of exem 
plary embodiments with reference to the attached drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

(0012 FIG. 1 illustrates a configuration of a MFP. 
0013 FIG. 2 illustrates a configuration of an operation unit 
and an operation control unit. 
0014 FIG. 3 is a flowchart illustrating processing 
executed by the MFP. 
0015 FIGS. 4A, 4B, 4C, and 4D illustrate a scaling opera 
tion. 

(0016 FIG. 5, composed of FIGS. 5A and 5B, is a flow 
chart illustrating edit processing. 
0017 FIG. 6 illustrates determination processing. 
0018 FIG.7 illustrates a configuration of an operation unit 
and an operation control unit. 
(0019 FIGS. 8A, 8B, and 8C illustrate a scaling operation. 
(0020 FIG. 9, composed of FIGS. 9A and 9B, is a flow 
chart illustrating edit processing. 
(0021 FIGS. 10A, 10B, and 10C illustrate a scaling opera 
tion. 

DESCRIPTION OF THE EMBODIMENTS 

0022 Various exemplary embodiments, features, and 
aspects of the disclosure will be described in detail below 
with reference to the drawings. 
0023 FIG. 1 illustrates a configuration of a MFP (digital 
multifunctional peripheral) 100 according to a first exem 
plary embodiment. The MFP 100 is an example of an image 
processing apparatus. The MFP 100 includes a scanner 118 
and a printer engine 117. The Scanner 118 is an image input 
device, and the printer engine 117 is an image output device. 
0024. The MFP 100 controls the scanner 118 and the 
printer engine 117 to read and print output image data. The 
MFP 100 is connected to a local area network (LAN) 115 and 
a public telephone line 116 and to control to input and output 
device information and image data. 
(0025. The MFP 100 further includes a central processing 
unit (CPU) 101, an operation unit 102, an operation control 
unit 103, a network interface (network I/F) 104, a modem 
105, a storage 106, a read-only memory (ROM) 107, and a 
device I/F 108. The MFP 100 further includes an edit image 
processing unit 109, a print image processing unit 110, a 
scanned image processing unit 111, a raster image processor 
(RIP) 112, a memory controller 113, and a random access 
memory (RAM) 114. As used herein, the term “unit' gener 
ally refers to any combination of software, firmware, hard 
ware, or other component that is used to effectuate a purpose. 
0026. The CPU 101 is a central processing unit configured 
to control the MFP 100. The CPU 101 controls a power source 
of the MFP 100 and determines whether to supply power to a 
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component. The CPU 101 also executes clock control on the 
MFP 100 to control an operation clock frequency supplied to 
a component. 
0027. The operation unit 102 receives an operation com 
mand from a user and displays an operation result. The opera 
tion unit 102 includes a display Screen and a touch panel 
Superimposed on the display Screen. The user can designate 
via the operation unit 102 various types of image processing 
to be executed on a preview image displayed on the touch 
panel. 
0028. The operation control unit 103 converts an input 
signal input via the operation unit 102 into a form that is 
executable by the MFP 100, and sends it to the CPU 101. The 
operation control unit 103 also displays image data stored in 
a drawing buffer on the display screen included in the opera 
tion unit 102. The drawing buffer can be included in the RAM 
114 or can separately be included in the operation control unit 
103. 
0029. The network I/F 104 can be realized by, for example, 
a LAN card or the like. The network I/F 104 is connected to 
the LAN 115 to input/output device information or image 
data to/from an external device. The modem 105 is connected 
to the public telephone line 116 to input/output control infor 
mation or image data to/from an external device. 
0030 The storage 106 is a high-capacity storage device. 
Typical examples include a hard disk drive and the like. The 
storage 106 stores system software for various types of pro 
cessing, input image data, and the like. The ROM 107 is a boot 
ROM which stores a system boot program. The device I/F108 
is connected to the scanner 118 and the printer engine 117 and 
executes transfer processing of the image data. 
0031. The edit image processing unit 109 executes various 
types of image processing Such as rotation of image data, 
Scaling, color processing, trimming/masking, binarization 
conversion, multivalued conversion, and blank sheet determi 
nation. The print image processing unit 110 executes image 
processing Such as correction according to the printer engine 
117 on image data that is to be print output. 
0032. The scanned image processing unit 111 executes 
various types of processing such as correction, processing, 
and editing on image data read by the scanner 118. The RIP 
112 develops page description language (PDL) codes into 
image data. 
0033. The memory controller 113 converts, for example, a 
memory access command from the CPU 101 or the image 
processing units into a command that can be interpreted by 
the RAM 114, and accesses the RAM 114. 
0034. The RAM 114 is a system work memory for 
enabling the CPU 101 to operate. The RAM 114 temporarily 
stores input image data. The RAM 114 is also an image 
memory configured to store image data to be edited. The 
RAM 114 also stores settings data and the like used in print 
jobs. Examples of parameters stored in the RAM 114 include 
an enlargement rate, color/monochrome settings information, 
Staple, two-sided print settings, and the like. As another 
example, the RAM 114 can function as an image drawing 
buffer for displaying an image on the operation unit 102. The 
foregoing units are provided on a system bus 119. 
0035. The CPU 101 reads a program stored in the ROM 
107 or the storage 106 and executes the program to realize the 
functions and processing of the MFP 100 described below. 
0036 FIG. 2 illustrates a configuration of the operation 
unit 102 and the operation control unit 103. The operation 
unit 102 includes a display screen 202 and a touchscreen 203. 
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The touch screen 203 is superimposed on a surface of the 
display screen 202. The display screen 202 displays a UI 
screen, a preview image, and the like. The touch screen 203 
receives input of a touch operation by the user. 
0037. The display screen 202 is a display device. Typical 
examples include a liquid crystal display and the like. The 
display screen 202 displays a UI for user input of various 
commands to the MFP 100. The display screen 202 also 
displays a processing result designated by the user in the form 
of a preview image or the like. 
0038. The touchscreen 203 is a device that detects a touch 
operation when a user performs the touch operation, and 
outputs input signals to various control units. The touch 
screen 203 is a device capable of simultaneously detecting 
touches at a plurality of points. The touch screen 203 is, for 
example, a projected capacitive multitouch screen or the like. 
In other words, the touch screen 203 detects two or more 
designated points and outputs detected signals indicating the 
two or more designated points thus detected. 
0039. The operation unit 102 also includes a keyboard 
204. The keyboard 204 receives user inputs of numerical 
values and the like. As another example, a function that is 
executable by the keyboard 204 can be a function of a touch 
UI. In this case, the operation unit 102 can omit to include the 
keyboard 204. 
0040. The operation control unit 103 includes an image 
buffer 205, an operation determination unit 206, and an input/ 
output I/F 207. The image buffer 205 is a temporary storage 
device configured to temporarily store content to be displayed 
on the display Screen 202. An image to be displayed on the 
display Screen 202 is text, background image, and the like. 
The image to be displayed is combined in advance by the 
CPU 101 or the like. The combined image to be displayed is 
stored in the image buffer 205 and then sent to the display 
screen 202 at the drawing timing determined by the CPU 101. 
Then, the image to be displayed is displayed on the display 
screen 202. However, as described above, if the RAM 114 is 
used as an image buffer, the operation control unit 103 can 
omit to include the image buffer 205. 
0041. The operation determination unit 206 converts the 
content input to the touchscreen 203 or the keyboard 204 by 
a user into a form that can be determined by the CPU 101, and 
then transfers it to the CPU 101. The operation determination 
unit 206 according to the present exemplary embodiment 
associates the type of the input operation, the coordinates at 
which the input operation has been performed, the time when 
the input operation was performed, and the like with each 
other, and stores them as input information. If the operation 
determination unit 206 receives an input information trans 
mission request from the CPU 101, the operation determina 
tion unit 206 sends the input information to the CPU 101. 
0042. The input/output I/F 207 connects the operation 
control unit 103 to an external circuit, and sends signals from 
the operation control unit 103 to the system bus 119 as appro 
priate. The input/output I/F 207 also inputs signals from the 
system bus 119 to the operation control unit 103 as appropri 
ate. 

0043. The image buffer 205, the operation determination 
unit 206, and the input/output I/F 207 are connected to a 
system bus 208. Each module sends/receives data via the 
system bus 208 and the input/output I/F 207 to/from modules 
connected to the system bus 119. 
0044 FIG. 3 is a flowchart illustrating processing 
executed by the MFP 100. In step S301, if a scan-print job is 
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input from the operation unit 102, the CPU 101 acquires 
image data from the scanner 118. 
0045. In step S302, the CPU 101 sends the acquired image 
data to the scanned image processing unit 111. The scanned 
image processing unit 111 executes Scanner image process 
ing on the image data. 
0046. In step S303, the CPU 101 transfers to the RAM 114 
the image data having undergone the scanner image process 
ing. Accordingly, the image data is stored in the RAM 114. At 
this time, the scanned image processing unit 111 generates a 
preview image from the image data. Then, the CPU 101 
transfers the preview image to the operation control unit 103. 
The operation control unit 103 displays the preview image on 
the display screen 202. 
0047. In step S304, the CPU 101 waits for the input infor 
mation Such as an edit command from the operation unit 102. 
and if the CPU 101 receives the input information, the CPU 
101 determines content of the command indicated by the 
input information. The content of the command includes an 
edit command and a print command. The edit command is 
information that commands editing of image data. The print 
command is information that commands printing of image 
data. 
0048. In step S305, if the command determined in step 
S304 is an edit command (YES in step S305), the CPU 101 
proceeds to step S306. If the command determined in step 
S304 is not an edit command (NO in step S305), the CPU 101 
proceeds to step S309. In step S306, the CPU 101 sets edit 
parameters to the edit image processing unit 109 based on the 
edit command. The edit parameters are, for example, values 
used in editing an image. Such as an enlargement rate and an 
angle of rotation. In step S307, the CPU 101 transfers the 
image data stored in the RAM 114 to the edit image process 
ing unit 109. Based on the edit parameters set in step S306, the 
edit image processing unit 109 executes image processing for 
editing the image data received in step S307 (image process 
ing). 
0049. In step S308, the CPU 101 stores the edited image 
data in the RAM 114. At this time, the edit image processing 
unit 109 generates a preview image corresponding to the 
edited image data. Then, the CPU 101 transfers the preview 
image to the operation control unit 103. The operation control 
unit 103 displays on the display screen 202 the preview image 
corresponding to the edited image data. Then, the CPU 101 
proceeds to step S304. 
0050. On the other hand, in step S309, if the command 
determined in step S304 is a print command (YES in step 
S309), the CPU 101 proceeds to step S310. In step S310, the 
CPU 101 transfers the image data to be printed out from the 
RAM 114 to the print image processing unit 110. Then, the 
print image processing unit 110 executes image processing 
for printing on the received image data. 
0051. In step S311, the CPU 101 transfers to the printer 
engine 117 the image data having undergone the image pro 
cessing executed by the print image processing unit 110. The 
printer engine 117 generates an image based on the image 
data. Then, the process ends. 
0052. On the other hand, in step S309, if the command 
determined in step S304 is not a print command (NO in step 
S309), the CPU 101 proceeds to step S312. In step S312, if the 
operation unit 102 receives a cancellation command (YES in 
step S312), the CPU 101 cancels the job according to the 
cancellation command and ends the process. If the operation 
unit 102 does not receive a cancellation command (NO in step 
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S312), the CPU 101 proceeds to step S304. As described 
above, if the user inputs an edit command to the MFP 100 
according to the present exemplary embodiment, the MFP 
100 can display on the display screen 202 an edited preview 
image according to the edit command. 
0053. The edit image processing unit 109 of the MFP 100 
according to the present exemplary embodiment can execute 
image processing Such as Scaling processing toward X and Y 
directions (two-dimensional direction) (two-dimensional 
Scaling processing), one-dimensional scaling processing 
independently toward the X or Y direction (one-dimensional 
Scaling processing), and the like. The X-direction refers to the 
direction of horizontal sides of a displayed image (horizontal 
direction). The Y-direction refers to the direction of vertical 
sides of a displayed image (vertical direction). 
0054 Further, the user can input an edit command desig 
nating the edit processing to the MFP 100 according to the 
present exemplary embodiment by operation on the touch 
screen 203. For example, if the user performs a pinch-in or 
pinch-out operation on the touch screen 203 in an edit mode, 
the MFP 100 receives an edit command for the two-dimen 
sional scaling processing and executes the two-dimensional 
Scaling processing. 
0055. The following describes a scaling operation per 
formed on the touch screen 203 by the user to input an edit 
command for the one-dimensional Scaling processing, with 
reference to FIGS. 4A to 4D. In the following description, a 
case is described in which, as illustrated in FIG. 4A, while a 
displayed image 402 is displayed, the user inputs an edit 
command for the one-dimensional scaling processing to 
enlarge the displayed image 402 toward the X-direction. 
0056. The display screen 202 illustrated in FIG. 4A dis 
plays a preview image 401. The preview image 401 includes 
the displayed image 402 to be edited, an editable area 403, 
and various function buttons 404a, 404b, and 404c. 
0057 The user can input an edit command by a touch 
operation, a Swipe operation, a flick operation, a pinch-in/ 
pinch-out operation, or the like on the displayed image 402. 
The result of editing is immediately reflected on the display 
screen 202 through the processing illustrated in FIG. 3. The 
user can determine whether to continue or end the editing 
while looking at the preview image displayed as the editing 
result. 

0058. The editable area 403 is an area that is displayed 
when the user performs a scaling operation. The editable area 
403 shows a positional relationship between an expected print 
sheet and an image to be printed. In other words, the editable 
area 403 plays a role as a guide. 
0059. The set button 404a is a function button for confirm 
ing as a print setting an edit operation performed on the 
displayed image 402. The status button 404b is a function 
button for displaying a result of current editing in parameters. 
The edit button 404c is a function button for switching on/off 
the edit mode. 

0060 FIG. 4B illustrates a first operation performed at the 
time of giving an edit command for the one-dimensional 
Scaling processing to enlarge a displayed image toward the 
X-direction. The user first presses the edit button 404c. In 
response to the pressing, the CPU 101 switches the display 
mode from a preview mode to the edit mode. 
0061 Next, to enlarge the displayed image 402 rightward, 
the user touches two points within a designated area with the 
left edge of the displayed image 402 being its datum, as 



US 2015/0058798 A1 

illustrated in FIG. 4B. The minimum number of points to be 
touched is two. The user can touch more than two points. 
0062. The designated area is a preset area with a boundary 
position (right edge, left edge, upper edge, or lower edge) of 
the displayed image 402 being its datum. The designated area 
is stored in, for example, the RAM 114 or the like. The 
designated area is indicated by relative values with respect to 
the displayed image 402, e.g., an area up to 50% of the entire 
length of the horizontal side of the displayed image 402 from 
the left edge of the displayed image 402, an area up to 25% of 
the entire length of the horizontal side of the displayed image 
402 from the left edge of the displayed image 402, etc. 
0063. If the user performs touch input at two or more 
points, the CPU 101 determines the touch input as a scaling 
operation corresponding to the scaling processing, and speci 
fies a fixed axis. The fixed axis is a datum axis in the one 
dimensional scaling processing. In other words, the position 
of the fixed axis does not change before and after the one 
dimensional Scaling processing. If the user performs touch 
input within the designated area a datum of which is the left 
edge of the displayed image 402, the CPU 101 specifies the 
left edge of the displayed image 402 as the fixed axis. 
0064. To enlarge the displayed image 402 leftward, the 
user touches two or more points within the designated area a 
datum of which is the right edge of the displayed image 402. 
In this case, the CPU 101 specifies the right edge as the fixed 
aX1S. 

0065. To enlarge the displayed image 402 downward, the 
user touches two or more points within the designated area a 
datum of which is the upper edge of the displayed image 402. 
In this case, the CPU 101 specifies the upper edge as the fixed 
aX1S. 

0066. To enlarge the displayed image 402 upward, the user 
touches two or more points within the designated area a 
datum of which is the lower edge of the displayed image 402. 
In this case, the CPU 101 specifies the lower edge as the fixed 
aX1S. 

0067. If the user performs the touch input illustrated in 
FIG. 4B, the CPU 101 specifies the scaling direction based on 
a touch position at which the touch input has been performed. 
Then, the CPU 101 displays an arrow image 408 indicating 
the scaling direction, as illustrated in FIG. 4C. The arrow 
image 408 is an image of a right-pointing arrow indicating the 
direction of enlargement. The arrow image 408 enables the 
user to recognize a scalable direction. 
0068. While the arrow image 408 illustrated in FIG. 4C is 
an arrow indicating the direction of enlargement, as another 
example, the arrow image 408 may be an image of a two 
headed arrow indicating both the directions of reduction and 
enlargement. 
0069. The CPU 101 needs to display information that noti 
fies the user of the scaling direction, and the information is not 
limited to the arrow images. For example, the CPU 101 may 
display text such as “operable toward the right or left.” Fur 
thermore, for example, the CPU 101 may display an image 
other than an arrow that can indicate the direction. 

0070. Then, as illustrated in FIG. 4D, if the user performs 
a rightward Swipe operation on the displayed image 402, the 
CPU 101 determines a magnification corresponding to the 
distance of the scaling direction in the Swipe operation. Then, 
the CPU 101 determines that the command input by the user 
is an edit command for enlargement processing toward the 
X-direction at the determined magnification. Then, the CPU 
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101 controls the enlargement processing to enlarge the dis 
played image 402 displayed on the display screen 202. 
0071. If the user desires leftward enlargement processing, 
the user performs touch input on the designated area of the 
right edge to fix it and then performs a leftward Swipe opera 
tion. In this case, the CPU 101 determines that the command 
input by the user is an edit command for leftward enlargement 
processing of the displayed image 402. 
0072. If the user desires downward enlargement process 
ing, the user performs touch input on the designated area of 
the upper edge to fix it and then performs a downward Swipe 
operation. In this case, the CPU 101 determines that the 
command input by the user is an edit command for downward 
enlargement processing of the displayed image 402. 
0073. If the user desires upward enlargement processing, 
the user performs touch input on the designated area of the 
lower edge to fix it and then performs a upward Swipe opera 
tion. In this case, the CPU 101 determines that the command 
input by the user is an edit command for upward enlargement 
processing of the displayed image 402. 
0074 As described above, the user performs touch input 
on the MFP 100 according to the present exemplary embodi 
ment to fix one edge of the displayed image when performing 
an operation for the Scaling processing. Thus, a Swipe opera 
tion for moving the displayed image 402 toward the right and 
a scaling operation can be distinguished from each other. 
0075 Accordingly, the MFP 100 can receive as a scaling 
operation an operation that matches the user's sense of 
extending a displayed image. In other Words, the user can 
intuitively perform the Scaling operation. 
(0076 FIG. 5, composed of FIGS. 5A and 5B, is a flow 
chart illustrating edit processing executed by the MFP 100. 
The edit processing corresponds to steps S304 to S306 illus 
trated in FIG. 3. In step S501, the CPU 101 acquires input 
information from the operation control unit 103. If the user 
operates the touch screen 203, the operation control unit 103 
generates the input information in which information about 
whether the user performed a touch or a Swipe is associated 
with the coordinates and the time at which the operation was 
performed. The operation control unit 103 retains the input 
information for a predetermined time. The CPU 101 periodi 
cally accesses the operation control unit 103 to acquire the 
input information retained by the operation control unit 103. 
(0077. In step S502, based on the input information, the 
CPU 101 determines whether the user has performed touch 
input on the touch screen 203. If the user has not performed 
touch input (NO in step S502), the CPU 101 proceeds to step 
S501. If the user has performed touch input (YES in step 
S502), the CPU 101 proceeds to step S503. 
(0078. In step S503, based on the input information, the 
CPU 101 determines whether the touch input determined in 
step S502 is a set of touch inputs simultaneously performed at 
two or more points. The CPU 101 determines that the touch 
input determined in step S502 is a set of touch inputs simul 
taneously performed at two or more points if the touch inputs 
at the two or more points are performed within a first deter 
mination time. 
0079 If the touch input is a set of touch inputs simulta 
neously performed at two or more points (YES in step S503), 
the CPU 101 proceeds to step S504. If the touch input is not 
a set of touch inputs simultaneously performed at two or more 
points (NO in step S503), the CPU 101 determines that the 
touch input is not an input of an edit command, and the CPU 
101 proceeds to step S309 (in FIG. 3). 
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0080. In step S504, the CPU 101 determines whether the 
touch inputs simultaneously performed at the two or more 
points are held for a second determination time or longer 
without a change in touch positions of the touch inputs. For 
example, if the user performs a pinch operation or terminates 
the touch, the CPU 101 determines that the touch inputs at the 
two or more points are not held for the second determination 
time or longer. 
0081. If the touch inputs at the two or more points are not 
held for the second determination time or longer (NO in step 
S504), the CPU 101 proceeds to step S309. If the touch inputs 
at the two or more points are held for the second determina 
tion time or longer (YES in step S504), the CPU 101 proceeds 
to step S505. 
0082. The first and the second determination times are 
preset values and are stored in, for example, the RAM 114 or 
the like. 
0083. If the user performs touch input at two or more 
points, the CPU 101 according to the present exemplary 
embodiment determines that an edit command for the one 
dimensional Scaling processing is input, and the CPU 101 
executes step S505 and subsequent steps. In other words, the 
touch input at two or more points is an operation for inputting 
an edit command for the one-dimensional Scaling processing. 
0084. The operation for inputting an edit command for the 
one-dimensional Scaling processing is not limited to that in 
the exemplary embodiments, and can be any operation dif 
ferent from the operations for inputting the two-dimensional 
scaling processing such as a pinch-in operation and a pinch 
out operation. As another example, the CPU 101 may deter 
mine that an edit command for the one-dimensional scaling 
processing is input if the user performs touch input at a single 
point for a predetermined time or longer. 
I0085. In step S505, the CPU 101 acquires touch coordi 
nates and image coordinates at which the displayed image 
402 is displayed. The image coordinates are stored in a tem 
porary storage area such as the RAM 114, and the CPU 101 
acquires the image coordinates from the RAM 114. In step 
S506, based on the touch coordinates and the image coordi 
nates, the CPU 101 determines whether the user has per 
formed touch input on the displayed image 402. 
I0086. If the user has performed touch input on the dis 
played image 402 (YES in step S506), the CPU 101 proceeds 
to step S507. If the user has not performed touch input on the 
displayed image 402 (NO in step S506), the CPU 101 pro 
ceeds to step S309. 
I0087. In step S507, the CPU 101 determines whether the 
touch coordinates are within the designated area of the left 
edge of the displayed image 402. If the touch coordinates are 
within the designated area of the left edge of the displayed 
image 402 (YES in step S507), the CPU 101 proceeds to step 
S510. If the touch coordinates are not within the designated 
area of the left edge of the displayed image 402 (NO in step 
S507), the CPU 101 proceeds to step S508. 
I0088. In step S508, the CPU 101 determines whether the 
touch coordinates are within the designated area of the right 
edge of the displayed image 402. If the touch coordinates are 
within the designated area of the right edge of the displayed 
image 402 (YES in step S508), the CPU 101 proceeds to step 
S511. If the touch coordinates are not within the designated 
area of the right edge of the displayed image 402 (NO in step 
S508), the CPU 101 proceeds to step S509. 
I0089. In step S509, the CPU 101 determines whether the 
touch coordinates are within the designated area of the upper 
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edge of the displayed image 402. If the touch coordinates are 
within the designated area of the upper edge of the displayed 
image 402 (YES in step S509), the CPU 101 proceeds to step 
S512. If the touch coordinates are not within the designated 
area of the upper edge of the displayed image 402 (NO in step 
S509), the CPU 101 proceeds to step S513. In otherwords, the 
CPU 101 proceeds to step S513 if the touch coordinates are 
within the designated area of the lower edge of the displayed 
image 402. The processes in steps S506, S507, S508, and 
S509 are examples of determination processing. 
(0090. In step S510, the CPU 101 specifies the left edge of 
the displayed image 402 as the fixed axis and then proceeds to 
step S514. In step S511, the CPU 101 specifies the right edge 
of the displayed image 402 as the fixed axis and then proceeds 
to step S514. In step S512, the CPU 101 specifies the upper 
edge of the displayed image 402 as the fixed axis and then 
proceeds to step S514. In step S513, the CPU 101 specifies the 
lower edge of the displayed image 402 as the fixed axis and 
then proceeds to step S514. The processes in steps S510, 
S511, S512, and S513 are examples of fixed axis specifying 
processing. 
(0091. As described above, the CPU 101 can specify the 
fixed axis based on the touch positions of the touch inputs at 
two or more points. 
0092. In step S514, based on the fixed axis, i.e., the touch 
position specified in step S510, S511, S512, or S513, the CPU 
101 specifies the scaling direction toward which the scaling 
operation can be performed (scaling direction specifying pro 
cessing). Then, the CPU 101 displays the scaling direction on 
the UI screen (display screen 202) (display processing) and 
then proceeds to step S515. The arrow image 408 illustrated 
in FIG. 4C is displayed through the process of step S514. 
(0093. In step S515, the CPU 101 acquires the input infor 
mation from the operation control unit 103. In step S516, 
based on the input information acquired in step S515, the 
CPU 101 determines whether the user is still holding the 
touch inputs at the two or more points. If the user is still 
holding the touch inputs at the two or more points (YES in 
step S516), the CPU 101 proceeds to step S517. If the user is 
no longer holding the touch inputs at the two or more points 
(NO in step S516), the CPU 101 proceeds to step S309. 
0094. In step S517, based on the input information, the 
CPU 101 determines whether the user has performed a new 
swipe operation other than the touch inputs while holding the 
touch inputs at the two or more points. The CPU 101 deter 
mines that the user has not performed a Swipe operation if the 
user has not performed a new touch operation or if the user has 
performed touch input but has not shifted to a Swipe opera 
tion. 
(0095. If the user has performed a swipe operation (YES in 
step S517), the CPU 101 proceeds to step S518. If the user has 
not performed a swipe operation (NO in step S517), the CPU 
101 proceeds to step S515. 
(0096. In step S518, the CPU 101 determines whether the 
direction of the Swipe operation is the same as the scaling 
direction. The determination processing of determining 
whether the direction of the swipe operation is the same as the 
scaling direction will be described below with reference to 
FIG. 6. 
0097. If the direction of the swipe operation is the same as 
the scaling direction (YES in step S518), the CPU 101 pro 
ceeds to step S519. In step S519, the CPU 101 generates an 
edit parameter corresponding to the Swipe operation, sets the 
edit parameter to the edit image processing unit 109, and then 
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proceeds to step S307 (in FIG. 3). On the other hand, if the 
direction of the Swipe operation is not the same as the scaling 
direction (NO in step S518), the CPU 101 proceeds to step 
S515. 
0098. By the foregoing processing, if the user performs a 
swipe operation toward the right as illustrated in FIG. 4D, the 
CPU 101 specifies the left edge, i.e., left side, of the displayed 
image 402 as the fixed axis based on the set edit parameter, 
and then enlarges the displayed image 402 to extend the 
displayed image 402 toward the right. If the user performs a 
swipe operation toward the left, the CPU 101 reduces the 
displayed image 402 using the left side as the fixed axis to 
perform table compression the displayed image 402. 
0099 FIG. 6 illustrates the determination processing of 
step S518. FIG. 6 illustrates a state in which the user performs 
a swipe operation toward the right as illustrated in FIG. 4D 
during the state in which the Scaling processing for rightward 
enlargement is executable. In FIG. 6, a trail 602 indicates the 
trail of the swipe operation performed by the user. As illus 
trated in FIG. 6, although the user performs a swipe operation 
toward the horizontal direction, the trail 602 of the swipe 
operation includes vertical movements. 
0100. In view of the foregoing, the MFP 100 according to 
the present exemplary embodiment, for example, presets to 
the RAM 114 or the like an input range 610 based on the 
displayed position of the arrow image 408. When the user 
performs a swipe operation within the input range 610, the 
CPU 101 discards displacements along the Y-direction and 
detects only displacements along the X-direction. This 
enables the user to input an edit command for the scaling 
processing without being frustrated. 
0101. As another example, guiding lines 601a and 601b 
indicating the input range 610 may be displayed together with 
the arrow image 408. This enables the user to perform a swipe 
operation within the guiding lines 601a and 601b. 
0102. As described above, the MFP 100 according to the 
present exemplary embodiment can receive designation of 
the fixed axis in the one-dimensional scaling processing 
through user touch inputs at two or more points. Furthermore, 
the MFP 100 can receive designation of a magnification cor 
responding to a Swipe operation. 
(0103. In other words, the MFP 100 can receive a command 
for the one-dimensional scaling processing through a simple 
operation that matches the user's sense. Furthermore, the user 
can command the one-dimensional Scaling processing by an 
intuitive and simple operation. 
0104 Further, the scaling operation determined by the 
MFP 100 according to the present exemplary embodiment as 
the edit command for the scaling processing is different from 
a pinch operation. This enables the MFP 100 to determine the 
edit command for the one-dimensional scaling processing by 
clearly distinguishing the edit command from a command for 
the two-dimensional Scaling processing. 
0105. The scaling operation according to the present 
exemplary embodiment is also different from a mere swipe 
operation. This enables the MFP 100 to determine the edit 
command for the one-dimensional Scaling processing by 
clearly distinguishing the edit command from a command for 
processing to move an object Such as a displayed image. 
0106. As a first modification example of the present exem 
plary embodiment, the CPU 101 may execute processing of at 
least one module among the edit image processing unit 109, 
the print image processing unit 110, and the Scanned image 
processing unit 111. In this case, the MFP 100 may omit to 
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include the module to be processed by the CPU 101. For 
example, the CPU 101 may read image data stored in the 
RAM 114 in step S307 and executes image processing for 
editing based on the edit parameter. 
0107 The following describes a MFP 100 according to a 
second exemplary embodiment. The MFP 100 according to 
the second exemplary embodiment includes two touch 
screens. FIG. 7 illustrates a configuration of an operation unit 
102 and an operation control unit 103 of the MFP 100 accord 
ing to the second exemplary embodiment. In the present 
exemplary embodiment, only the points that are different 
from the operation unit 102 and the operation control unit 103 
according to the first exemplary embodiment (in FIG. 2) will 
be described. 
0108. The operation unit 102 includes a first touch screen 
701, a second touch screen 702, a display screen 703, and a 
keyboard 704. The first touchscreen 701 is superimposed on 
a front surface of the display screen 703. The second touch 
screen 702 is superimposed on a rear surface of the display 
screen 703. In other words, when a user operates the MFP 
100, the first touch screen 701 is disposed to face the user. 
01.09 Each of the first touch screen 701 and the second 
touchscreen 702 is a multi-touchscreen. Hereinafter, the first 
touch screen 701 and the second touch screen 702 are some 
times referred to as touch screens 701 and 702, respectively. 
0110 FIGS. 8A to 8C illustrate a scaling operation per 
formed by the user on the touch screens 701 and 702 accord 
ing to the second exemplary embodiment. The present exem 
plary embodiment will describe a case in which while a 
displayed image 802 is displayed as illustrated in FIG. 8A, the 
user inputs an edit command for the scaling processing to 
enlarge the displayed image 802 toward the X-direction. 
0111 FIG. 8A illustrates the first operation the user per 
forms when inputting an edit command for the Scaling pro 
cessing toward the X-direction. The user touches the dis 
played image 802 to be scaled on the first touch screen 701 
and also touches the displayed image 802 on the second touch 
screen 702. On the second touch screen 702, the user touches 
the rear surface of the displayed image 802. In this way, the 
user can designate the fixed axis by grabbing the displayed 
image 802 on the touch screens 701 and 702. 
0112 The MFP 100 according to the present exemplary 
embodiment determines that the user has input an edit com 
mand for the one-dimensional Scaling processing if the user 
has performed touch input at one or more points on the dis 
played image 802 on each of the touch screens 701 and 702. 
In this way, the user can designate the fixed axis through an 
intuitive operation. 
0113. If the user performs touch input as illustrated in FIG. 
8A, the CPU 101 determines the scaling direction based on 
the touch position. Then, as illustrated in FIG. 8B, the CPU 
101 displays an arrow image 803 indicating the scaling direc 
tion. The arrow image 803 is an image of a right-pointing 
arrow indicating the direction of enlargement. The arrow 
image 803 enables the user to recognize a scalable direction. 
0114. Then, as illustrated in FIG. 8B, the user grabs the 
displayed image 802 the touch screens 701 and 702 and 
performs a Swipe operation along the Scaling direction while 
keeping grabbing the displayed image 802. In response to the 
operation, the CPU 101 of the MFP 100 can determine that 
the user has input an edit command for the one-dimensional 
Scaling processing to enlarge the displayed image 802 toward 
the X-direction at a magnification corresponding to the dis 
tance of the Swipe operation along the Scaling direction. 
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0115. As another example, the CPU 101 may determine 
that the user has input an edit command for the one-dimen 
sional Scaling processing to enlarge the displayed image 802 
toward the X-direction if the user performs a swipe operation 
only on the first touch screen 701 as illustrated in FIG. 8C. 
0116. The designated areas for designating the fixed axis 
of the displayed image 802 are the same as the designated 
areas according to the first exemplary embodiment. Specifi 
cally, the designated areas are the four areas whose datums 
are the right, the left, the lower, and the upper edges, respec 
tively. 
0117 FIG. 9, composed of FIGS. 9A and 9B, is a flow 
chart illustrating edit processing executed by the MFP 100 
according to the second exemplary embodiment. In the 
present exemplary embodiment, processes that are different 
from those in the edit processing executed by the MFP 100 
according to the first exemplary embodiment (in FIG. 5) will 
be described. Processes that are the same as those in the edit 
processing according to the first exemplary embodiment (in 
FIG. 5) are given the same reference numerals. 
0118. In step S502, if the user performs touch input, the 
CPU 101 proceeds to step S901. In step S901, based on the 
input information, the CPU 101 determines whether the user 
has performed the touch input on each of the first touchscreen 
701 and the second touch screen 702. 
0119. If the user has performed the touch input on each of 
the two touch screens 701 and 702 (YES in step S901), the 
CPU 101 proceeds to step S902. If the user has not performed 
the touch input on each of the two touchscreens 701 and 702 
(NO in step S901), the CPU 101 proceeds to step S309 (in 
FIG.3). 
0120 In step S902, based on the input information, the 
CPU 101 determines whether the touch inputs on the two 
touchscreens 701 and 702 are performed simultaneously. The 
CPU 101 determines that the touch inputs on the two touch 
screens 701 and 702 are performed simultaneously if the 
touch inputs on the two touch screens 701 and 702 are per 
formed within a third determination time. The third determi 
nation time is stored in advance in the RAM 114 or the like. 
0121. If the touch inputs on the two touchscreens 701 and 
702 are performed within the third determination time (YES 
in step S902), the CPU 101 proceeds to step S903. If the touch 
inputs on the two touch screens 701 and 702 are not per 
formed within the third determination time (NO in step 
S902), the CPU 101 proceeds to step S309. 
0122) In step S903, the CPU 101 acquires the touch coor 
dinates of each of the touch inputs on the two touch screens 
701 and 702 and the image coordinates at which the displayed 
image 802 is displayed. Then, the CPU 101 associates the 
touch coordinates with each other such that facing positions 
of the two touch screens 701 and 702 have the same coordi 
nates. For example, the CPU 101 can convert the touch coor 
dinates on one of the touchscreens 701 and 702 into the touch 
coordinates on the other one of the touchscreens 701 and 702. 
Following the processing in step S903, the CPU 101 proceeds 
to step S507. 
(0123. As described above, the MFP 100 according to the 
second exemplary embodiment enables the user to designate 
the fixed axis for the one-dimensional scaling processing 
through touch input corresponding to an operation of grab 
bing a displayed image on the two Surfaces, the front and the 
rear surfaces, of the display screen 202. 
0124. In other words, the MFP 100 can receive a command 
for the one-dimensional scaling processing through a simple 
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operation that matches user's sense. Further, the user can 
input a command for the one-dimensional Scaling processing 
through an intuitive and simple operation. 
0.125. Other configurations and processing of the MFP 100 
according to the second exemplary embodiment are the same 
as those of the first exemplary embodiment. 
I0126. The following describes a MFP 100 according to a 
third exemplary embodiment. In a case in which a displayed 
image to be subjected to the scaling processing includes a 
plurality of objects, the MFP 100 according to the third exem 
plary embodiment can execute the one-dimensional scaling 
processing on an individual object. The term “object used 
herein refers to, for example, an individual element included 
in a displayed image such as an image or a text. 
(O127 FIGS. 10A to 10C illustrate a scaling operation for 
inputting an edit command for the one-dimensional scaling 
processing on an individual object. In the present exemplary 
embodiment, a case in which an edit command for the scaling 
processing to enlarge an object 1002 toward the X-direction is 
input will be described. 
I0128 FIG. 10A illustrates an example of a displayed 
image displayed on a preview screen. This displayed image 
1001 includes an image attribute object 1002 and a text 
attribute object 1003. 
I0129. In general, an image includes a text attribute object 
or an image attribute object located at predetermined coordi 
nates. Such an image format is called a vector format and is 
widely used in image processing apparatuses such as the MFP 
100. The displayed image 1001 illustrated in FIG. 10A is a 
vector-based image. 
I0130. As illustrated in FIG. 10B, the user performs touch 
input on a designated area of the left edge of the object 1002. 
The CPU 101 of the MFP 100 specifies the fixed axis of the 
object 1002 according to the user operation. Then, if the user 
performs a swipe operation toward the right or the left on the 
object 1002, the CPU 101 executes the one-dimensional scal 
ing processing on the object 1002 according to the user opera 
tion. In the example illustrated in FIG.10B, the user performs 
enlargement processing toward the X-direction. 
I0131 FIG. 10C illustrates a scaling operation executed by 
the MFP 100 including two touch screens such as the MFP 
100 according to the second exemplary embodiment. In this 
case, if the user performs touch input to grab the object 1002 
from both the front and the rear surface sides of the display 
screen 202, the CPU 101 specifies the fixed axis of the object 
1002. In this case, the user performs a swipe operation only on 
the first touch screen 701. As another example, the user may 
perform a swipe operation on both of the two touch screens 
701 and 702 as illustrated in FIG. 8B. 
(0132). As described above, the MFP 100 according to the 
third exemplary embodiment can receive designation of the 
fixed axis for the one-dimensional scaling processing for each 
object through user touch input. Further, the MFP 100 can 
receive designation of a scaling rate according to a Swipe 
operation at which the one-dimensional scaling processing is 
to be executed on an object. 
0133. In other words, the MFP 100 can receive a command 
for the one-dimensional scaling processing for each object 
through a simple operation that matches user's sense. Further, 
the user can input a command for the one-dimensional scaling 
processing for each object through an intuitive and simple 
operation. 
0.134 Exemplary embodiments of the present disclosure 
can also be realized by execution of the following processing. 
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Specifically, Software (program) that realizes the functions of 
the exemplary embodiments described above is supplied to a 
system or an apparatus via a network or various storage 
media. Then, a computer (or CPU. micro processing unit 
(MPU), or the like) of the system or the apparatus reads and 
executes the program. 
0135 According to each of the exemplary embodiments 
described above, a command for one-dimensional the scaling 
processing can be received through a simple operation that 
matches user's sense. 
0.136 While the foregoing describes the exemplary 
embodiments of the present disclosure in detail, it is to be 
understood that the disclosure is not limited to the specific 
exemplary embodiments and can be modified or altered in 
various ways within the spirit of the disclosure set forth in the 
following appended claims. 
0.137 For example, while the present exemplary embodi 
ments have been described using the MFPs as examples of the 
image processing apparatus, any image processing apparatus 
can be employed that includes a multi-touch panel and is 
configured to execute image processing. 
0138 According to the exemplary embodiments of the 
present disclosure, a command for the one-dimensional scal 
ing processing can be received through a simple operation 
that matches user's sense. 
0139 Embodiments of the present disclosure can also be 
realized by a computer of a system or apparatus that reads out 
and executes computer executable instructions recorded on a 
storage medium (e.g., a non-transitory computer-readable 
storage medium) to perform the functions of one or more of 
the above-described embodiment(s) of the present disclosure, 
and by a method performed by the computer of the system or 
apparatus by, for example, reading out and executing the 
computer executable instructions from the storage medium to 
perform the functions of one or more of the above-described 
embodiment(s). The computer may comprise one or more of 
a central processing unit (CPU), micro processing unit 
(MPU), or other circuitry, and may include a network of 
separate computers or separate computer processors. The 
computer executable instructions may be provided to the 
computer, for example, from a network or the storage 
medium. The storage medium may include, for example, one 
or more of a hard disk, a random-access memory (RAM), a 
read only memory (ROM), a storage of distributed computing 
systems, an optical disk (such as a compact disc (CD), digital 
versatile disc (DVD), or Blu-ray Disc (BD)TM), a flash 
memory device, a memory card, and the like. 
0140. While the present disclosure has been described 
with reference to exemplary embodiments, it is to be under 
stood that the disclosure is not limited to the disclosed exem 
plary embodiments. The scope of the following claims is to be 
accorded the broadest interpretation so as to encompass all 
Such modifications and equivalent structures and functions. 
0141. This application claims the benefit of priority from 
Japanese Patent Application No. 2013-171516 filed Aug. 21, 
2013, which is hereby incorporated by reference herein in its 
entirety. 
What is claimed is: 
1. An image processing apparatus comprising: 
a determination unit configured to determine, if touch input 

has been performed on a first touchscreen provided on a 
front Surface of a display Screen, whether a touch posi 
tion at which the touch input has been performed is 
within a designated area on a displayed image displayed 
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on the display screen wherein a datum of the designated 
area is a boundary position of the displayed image; 

a direction specifying unit configured to specify, if the 
touch position is a position within the designated area, a 
one-dimensional scaling direction based on the touch 
position; and 

an image processing unit configured to execute scaling 
processing on the displayed image toward the one-di 
mensional Scaling direction if a user has performed a 
Swipe operation toward the one-dimensional scaling 
direction. 

2. The image processing apparatus according to claim 1, 
further comprising a display unit configured to display on the 
display Screen the one-dimensional scaling direction speci 
fied by the direction specifying unit. 

3. The image processing apparatus according to claim 1, 
further comprising a fixed axis specifying unit configured to 
specify a fixed axis based on the touch position if the touch 
position is a position within the designated area, 

wherein the image processing unit executes the scaling 
processing on the displayed image toward the one-di 
mensional scaling direction by use of the fixed axis as a 
datum. 

4. The image processing apparatus according to claim 1, 
wherein the direction specifying unit specifies a horizontal 
direction or a vertical direction of the displayed image as the 
one-dimensional Scaling direction. 

5. The image processing apparatus according to claim 1, 
wherein if the displayed image includes a plurality of objects 
and the touch input has been performed on the plurality of 
objects, the determination unit determines whether the touch 
position is within the designated area wherein a datum of the 
designated area is a boundary position of the plurality of 
objects, and 

wherein the image processing unit executes the scaling 
processing on the plurality of objects toward the one 
dimensional scaling direction. 

6. The image processing apparatus according to claim 1, 
wherein if touch inputs have been performed at two or more 
points on the first touch screen, the determination unit deter 
mines whether touch positions at which the touch inputs have 
been performed are within the designated area. 

7. The image processing apparatus according to claim 1, 
wherein if the touch input has been performed at one or more 
points on each of the first touch screen and a second touch 
screen provided on a rear Surface of the display screen, the 
determination unit determines whether the touch position is 
within the designated area. 

8. An image processing method that is executed by an 
image processing apparatus, the method comprising: 

determining, if touch input has been performed on a first 
touch screen provided on a front Surface of a display 
Screen, whethera touch position at which the touch input 
has been performed is within a designated area on a 
displayed image displayed on the display Screen 
wherein a datum of the designated area is a boundary 
position of the displayed image: 

specifying, if the touch position is a position within the 
designated area, a one-dimensional scaling direction 
based on the touch position; and 

executing Scaling processing on the displayed image 
toward the one-dimensional Scaling direction if a user 
has performed a Swipe operation toward the one-dimen 
sional Scaling direction. 
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9. A storage medium storing a program for causing a com 
puter to function as: 

a determination unit configured to determine, if touch input 
has been performed on a first touchscreen provided on a 
front Surface of a display Screen, whether a touch posi 
tion at which the touch input has been performed is 
within a designated area on a displayed image displayed 
on the display screen wherein a datum of the designated 
area is a boundary position of the displayed image; 

a direction specifying unit configured to specify, if the 
touch position is a position within the designated area, a 
one-dimensional scaling direction based on the touch 
position; 

a display unit configured to display on the display Screen 
the one-dimensional scaling direction specified by the 
direction specifying unit; and 

an image processing unit configured to execute scaling 
processing on the displayed image toward the one-di 
mensional scaling direction if a user has performed a 
Swipe operation toward the one-dimensional scaling 
direction. 
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