Office de la Propriete Canadian CA 2241900 C 2002/11/05

Intellectuelle Intellectual Property
du Canada Office (11)(21) 2 241 900
g'rngL%?rri]ciesgaenada ﬁ?:luagt?;%/aﬁ;da (12) BREVET CANADIEN
CANADIAN PATENT
13) C
(86) Date de depot PCT/PCT Filing Date: 1996/12/04 (51) CL.Int.%/Int.C1.° GOBF 13/00, GOBF 11/08

(87) Date publication PCT/PCT Publication Date: 199//07/10| (72) Inventeurs/Inventors:
(45) Date de délivrance/lssue Date: 2002/11/05 ANDER, S. Dale, US;

VON SEE, Christopher, US
(85) Entrée phase nationale/National Entry: 1998/06/26 L
(73) Proprietaire/Owner:

(86) N° demande PCT/PCT Application No.: US 1996/019288 STERLING COMMERCE, INC., US

(87) N° publication PCT/PCT Publication No.: 199//024666 (74) Agent: G. RONALD BELL & ASSOCIATE
(30) Priorite/Priority: 1995/12/28 (08/580,136) US

(54) Titre : APPAREIL DE SECURITE ET PROCEDE DESTINES A UN SYSTEME DE TRAITEMENT DE DONNEES
54) Title: SECURITY APPARATUS AND METHOD FOR A DATA PROCESSING SYSTEM

10
e 18
-
| 44
3§3- 32 jS 34 48~ 30 45 52
juinin Fpmnins 1 § I ==
r X t ; % 1
; X 1 | I i
| b 1 | ) |
=HiEin e
1 K 1 28 : ¥ 1
L —JL—J L JL J

(57) Abréege/Abstract:
A data processing system (10) includes processing nodes (12, 18) and submitting nodes (14, 16, 20, 22). Each processing node

(12, 18) Includes a list of remote proxies (36, 50) and a list of local proxies (38, 52). The remote proxies (36, 50) and local
proxies (38, 52) specify access to the storage or processing capabilities of the processing nodes (12, 18) by the submitting

nodes (14, 16, 20, 22).

EORUIORIOR . o
b gy

I*I ) . Pen, B N o
C an ad a http:/opic.ge.ca + Ottawa-Hull K1A 0C9 - atip.://eipo.ge.ca OPIC 48 & 7%% 110

- SRR RO S 2 A\-‘
OPIC - CIPO 191 -




CA 02241900 1998-06-26

IJVJJD
“‘pﬂ

PCT WORLD INTELLECTUAL PROPERTY ORGANIZATION
International Bureau

INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(51) International Patent Classification © :

GOG6F 11/00, 11/08, 11/14, 11/34, 3/00,
13/00, 15/163

(11) International Publication Number: WO 97/24666

(43) International Publication Date: 10 July 1997 (10.07.97)

T —— ———

' (21) International Application Number: PCT/US96/19288 | (81) Designated States: AL, AM, AT, AU, AZ, BA, BB, BG, BR,
BY, CA, CH, CN, CU, CZ, DE, DK, EE, ES, FI, GB, GE,

(22) International Filing Date: 4 December 1996 (04.12.96) HU, IL, IS, JP, KE, KG, KP, KR, KZ, LC, LK, LR, LS,

; LT, LU, LV, MD, MG, MK, MN, MW, MX, NO, NZ, PL,
PT, RO, RU, SD, SE, SG, SI, SK, TJ, TM, TR, TT, UA,

(30) Prior ity Data: UG’ UZ, VN, ARIPO patent (KE, LS, MW’ SD, SZ, UG),
08/580,136 28 December 1995 (28.12.95) UsS | Eurasian patent (AM, AZ, BY, KG, KZ, MD, RU, TJ, TM),

European patent (AT, BE, CH, DE, DK, ES, FI], FR, GB,
GR, IE, IT, LU, MC, NL, PT, SE), OAPI patent (BF, BJ,
(71) Applicant: STERLING COMMERCE, INC. [US/US]; Suite CF, CG, CI, CM, GA, GN, ML, MR, NE, SN, TD, TG).
1200, 300 Crescent Court, Dallas, TX 75201 (US).

(72) Inventors: ANDER, S., Dale; 4098 Royal Lane, Dallas, TX | Published
75229 (US). VON SEE, Christopher; 1017 Fairhaven Drive, With international search report.
Garland, TX 75040 (US).

(74) Agent: MILLS, Jerry, W.; Baker & Botts, L.L.P., 2001 Ross
Avenue, Dallas, TX 75201-2980 (US).

(54) Title: SECURITY APPARATUS AND METHOD FOR A DATA PROCESSING SYSTEM

s
|

L--’-.-—-—J
r-mu-—---'
|

(57) Abstract

A data processing system (10) includes processing nodes (12, 18) and submitting nodes (14, 16, 20, 22). Each processing node (12,
18) includes a list of remote proxies (36, 50) and a list of local proxies (38, 52). The remote proxies (36, 50) and local proxies (38, 52)

specify access to the storage or processing capabilities of the processing nodes (12, 18) by the submitting nodes (14, 16, 20, 22).
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SECURITY APPARATUS AND METHOD
FOR A DATA PROCESSING SYSTEM
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This invention relates in general to the field of

data processing systems, and more specifically to a

gecurity apparatus and method for a data processing

system.

SACKGROUND O} H INVENT LN

Many data processing systems include a collection of

interconnected devices. The storage and processing

- capabilities of these systems may be distributed among

these interconnected devices. A usexr at a first device

in a system of this type may desire to access the storage
or processing capabilities of a second device in the
system.

As data processing systems become larger and more
complex to serve a variety of users, system
administrators may desire to restrict access to the
storage and processing capabilities of the system
devices. A known security technigque allows users
unrestricted access to system devices upon furnishing
appropriate access information, such as an identifier and
a password. However, unauthorized users may thwart this
security technique by appropriating the access
information. Furthermore, this security technigque may

not provide user-specific access designations.
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In accordance with the present invention, the
disadvantages and problems associated with security in a
data processing system have been substantially reduced or
eliminated.

In accordance with one embodiment of the present
invention, a processing system includes a submitting node
having an identifier. A processing node is coupled to
the submitting node and includes a memory that stores a
proxy associated with the submitting node. The proxy
specifies a location in the memory of the processing node
accessible by the submitting node. The processing node
recelives the identifier of the submitting node and
provides the submitting node access to the processing
node 1in accordance with the proxy.

Important technical advantages of the present
invention include maintaining at a processing node a
proxy for a submitting node desiring to access the
storage or processing capabilities of the processing

node. The proxy includes one or more access parameters

that may specify a location in the memory of the

processing node that is accessible by the submitting
node. The access parameters may be stored as a proxy
assoclated with a submitting node oxr a user of a
submitting node. Another important technical advantage
includes providing both a remote proxy and a local proxy
to specify the access parameters of the submitting node.
In one embodiment, first access parameters specified in a
remote proxy take precedence over second access
parameters specified in a local proxy. In this manner,
the local proxy establishes baseline access parameters

for a class of users and the remote proxy designates

uger-sgspeclific access parameters.
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DESCRIPTION QF 1) DRAWINGS
For a more complete understanding of the present
invention and for further features and advantages,
reference is now made to the following description taken
in conjunction with the accompanying drawings, in which:

FIGURE 1 illustrates a data processing system
constructed according to the teachings of the present
invention;

FIGURE 2 illustrates a remote proxy and a local
proxy used in a data processing system constructed
according to the teachings of the present invention; and

FTGURE 3 illustrates a flow chart of a method for
operating a data processing system constructed according

to the teachings of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

FIGURE 1 illustrates a data processing system 10
that includes a procesgsing node 12 coupled to submitting
nodes 14 and 16, and a processing node 18 coupled to
submitting nodes 20 and 22. In one embodiment,
processing nodes 12 and 18 may be two separate data
processing systems coupled by a link. Both.processing
nodes 12 and 18 and submitting nodes 14, 16, 20, and 22
are referred to generally as devices. Submitting nodes
14, 16, 20, and 22 desire to access processing nodes 12
and 18. In general, system 10 manages the allocation of
and access to the storage and processing capabilities of
processing nodes 12 and 18.

Submitting nodes 14, 16, 20, and 22 may be computers
or other devices with storage and processing
capabilities, but may also be terminals or other
input/ocutput devices without significant local storage or
processing capabilities. Submitting nodes 14, 16, 20,
and 22, although shown illustratively as separate
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devices, may also be programs or instructions operating
on procesgsing nodes 12 and 18. In general, submitting
nodes 14, 16, 20, and 22 may be any logical entity in
hardware and/or software, separate or integral to its
assoclated processing node 12 or 18, that provides access
to the storage and processing capabilities of processing
nodes 12 and 18.

Processing node 12 1s coupled to submitting nodes 14
and 16 using a first interface circuit 24. A second
interface circuit 26 couples processing node 12 to
processing node 18 using link 28. A processor 30 and a
memory 32 are coupled to first interface circuit 24 and
gecond interface circuit 26 using bus 34.

Memory 32 may be any suitable memory, such as
dynamic or static random access memory (RAM), read only
memory (ROM), magnetic media, optical media, CD-ROM, or
other suitable volatile or non-volatile storage media.

- Memory 32 stores information in fileg, directories, or

any other suitable arrangement that may be accessed by

first interface circuit 24, second interface circult 26,

-

Or processor 30. Memory 32 contains instructions for
execution by processor 30 to manage the operation of
processing node 12.

Memory 32 also contains lists of proxies that
gspecify user access to storage and processing
capablilities of processing node 12. A proxy comprises
one or more access parameters associated with a device orxr
user of a device in system 10. Access parameters may
include read and write authorizations, processing
authorizations, file or directory specifications, file
allocation limitations, processing allocation
limitations, or any other information that specifies
access to or availability of the storage and processing

capabilities of processing node 12.
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Access parameters residing in memory 32 of
processing node 12 may be arranged in a list of remote
proxies 36 and a list of local proxies 38, which are
described in more detail with reference to FIGURE 2.
Remote proxies 36 are assoclated with devices 1in system
10 that are serviced remotely by processing node 12, such
as processing node 18 and submitting nodes 20 and 22.

Local proxies 38 are assoclated with devices that are

serviced locally by processing node 12, such as
submitting nodes 14 and 16. Local proxies 38 may also be
associated with direct usexrs of processing node 12 that
do not operate a submitting node. Remote proxies 36 and
local proxies 38 may also be associated with programs and
instructions operating on processing nodes 12 and 18.
Remote proxies 36 and local proxies 38 may, in addition
to or instead of their association with a device, be
agsociated with the user of the device.

Processing node 18 is coupled to submitting nodes 20
and 22 using a first interface circuit 40. A second

interface circuit 42 couples processing node 18 tCoO

processing node 12 using link 28. A processor 44 and a
memory 46 are coupled to first interface circuit 40 and
second interface circuit 42 using a bus 48.

Memory 46 may be any suitable storage media as
discussed above with reference to memory 32 in processing
node 12. Memory 46 stores information in files,
directories, or any other suitable arrangement that may
be accessed by first interface circuit 40, second
interface circuit 42, or processor 44. Memory 46
contains instructions for execution by processor 44 to
manage the operation of processing node 18.

Memory 46 also contains a list of proxies that
specify user access to storage and processing

capabilities of processing node 18. Each proxy comprises

one or more access parameters agsocliated with a device ox
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user of a device in system 10. Accegs parameters may be
arranged in a list of remote proxies 50 and a list of
local proxies 52. Remote proxies 50 are associated with
devices that are serviced remotely by processing node 18,
such as processing node 12 and submitting nodes 14 and
16. Local proxies 52 are assoclated with devices
gerviced locally by procesgssing node 18, such as
gubmitting nodes 20 and 22. Local proxies 52 may also be
agssociated with direct users of processing node 18 that
do not operate a submitting node. Remote proxies 50 and

local proxies 52 may also be associated with programs and

instructions operating on processing nodes 12 and 18.
Remote proxies 50 and local proxies 52 may, in addition
to or instead of their association with a device, be
asgociated with the user of the device.

In operation, system 10 manages the allocation of
and access to the storage and processing capabilities of
processing nodes 12 and 18. In one embodiment,
submitting nodes 14, 16, 20, and 22 may desire to log
into or interact with processing nodes 12 and 18.
Submitting nodes 14, 16, 20, and 22 may generate
instructions to be executed by processing nodes 12 and
18. These instructions may be arranged as a procesgsg to
be executed on processing nodesg 12 and 18 or may be
generated by the user of a submitting node while
interacting with a processing node. Instructions
generated by submitting nodes 14, 16, 20, and 22 may
include commands to run a job or task, copy files, submit
additional processes, orx perform any other suitable task
at processing nodes 12 and 18.

The instructions or processes submitted include an
identifier of the submitting node or the user of the
submitting node that is specified either indirectly in
the transmission or directly by a specific i1dentification

statement. Processing nodes 12 and 18 use the identifier
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to retrieve remote proxies and local proxies associated
with the submitting node or the user of the submitting
node and utilize these proxies to restrict access to
their storage and processing capabilities.

For example, submitting node 14 may be any logical
entity in hardware and/or software, whether integral to
or separate from processing node 12, that desires to
access the storage and processing capabilities of

processing node 12. In the embodiment where submitting

node 14 is separate from processing node 12, the

identifier of submitting node 14 is communicated to first

interface circuit 24 of processing node 12. In response
to receiving the identifier, processing node 12 retrieves
a local proxy 38 stored in memory 32 that i1s associated
with submitting node 14 or the user of submitting node
14. The proxy includes access parameters specifying, for
example, a location in memory 32 of processing node 12

that may be accessed by submitting node 14. Processing

node 12 then provides submitting node 14 access to its
storage and processing capabilities i1n accordance with
the access parameters specified in local proxy 38.

In another example, submittiing node 16 having an
jdentifier desires to access processing node 18. The
identifier is communicated to first interface circuit 24
of processing node 12, which then communicates the
identifier to second intexface circuit 26 using bus 34.
If processing node 12 1s not already referenced in the
identifier received from submitting node 16, processing
node 12 may modify or supplement the identifier of
submitting node 16 to include an identification of
processing node 12. In a specific embodiment, the
identifier of submitting node 16 comprises a first
identifier associated with submitting node 16 and a
second identifier associated with processing node 12.

For example, if the name of submitting node 16 is "MIKE"
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and the name of processing node 12 is "REMOTE," then the
identifier could be "MIKE@REMOTE.™

The identifier generated by submitting node 16 and
optionally modified or supplemented by processing node 12
is then communicated over link 28 to second interface
circuit 42 of processing node 18. Upon receiving the
identifier, processing node 18 accesgses a remote proxy 50
stored in memory 46 that is assocliated with submitting
node 16 or the user of submitting node 16. In one
embodiment, processing node 18 provides submitting node
16 access to its storage and processing capabilities in
accordance with the access parameters specified in remote
proxy 50.

Submitting node 16 may provide information to
processing node 18 to override the mechanism for
determining a proxy. In this case, the remote proxy 50
at processing node 18 1is bypassed and either the local
proxy 52 at processing node 18 1is used, or no proxy at
all. The specific local proxy 52 to be used is
determined by the override information provided by
submitting node 16. 1In a specific embodiment, the
override information is specified using an "SNODEID" or
"REMOTEID" statement.

In another embodiment, remote proxy 50 associated
with submitting node 16 oxr the user of submitting node 16
includes a local identifiexr. The local identifier is
agssociated with a local proxy 52 that establishes one oxr
more baseline access parameters. Remote proxy 50 may
then supply one or more access parameters that further
specify or modify the access parameters in local proxy
52. In this manner, processing node 18 maintains a
template or baseline access parameters specified in local
proxy 52 that apply to a class of users such as remote
guests, or a class of devices such as devices serviced
locally by processing node 12. This template may be
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further customized by access parameters in remote Proxy
50 asgociated with a specific submitting node 16 or a
specific user of submitting node 16.
Both remote proxies 50 and local proxies 52 may be

5 either specific or general in their association with a
submitting node. A specific remote proxy 50 may be
associated, for example, with submitting node 16 that has
an identifier "MIKE@REMOTE." In contrast, a general
remote proxy 50 may apply to any submitting node that

10 desires access to processing node 18. In the specific
embodiment where the submitting node 16 is identified
using a first and second identifier, processing node 18
may maintain a specific proxy, either remote oxr local,
that matches both the first identifier and the second

15 identifier, a more general proxy that matches the first
identifier or the second identifier, or the most general
proxy that applies to all submitting nodes 16. In this

- manner, specific and general proxies provide flexibility

to associate groups of users with defined access
20 parameters.
Processing nodes 12 and 18 may also desire to access

the storage or processing capabilities of another device

in system 10. For example, processing node 12 having an
identifier may desire to access processing node 18. Upon
25 receiving the identifier, processing node 18 accesses a

remote proxy 50 associated with processing node 12 or a
user of processing node 12, and optionally a local proxy
52, and determines the pertinent access parameters. The
present invention contemplates both local or remote

30 access of one device by another device in system 10.

FIGURE 2 illustrates the content of remote proxy 50

and local proxy 52 stored in memory 46 on processing node
18. For purposes of discussion, remote proxy 50 and
local proxy 52 are associated with a user of submitting

35 node 16 that desires to access processing node 18. For
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example, the user of submitting node 16 may desire to log
into or interact with processing node 18. The user of
submitting node 16 may submit, either interactively or in
batch, instructions or processes for execution on
procegsing node 18. Remote proxy 50 includes an
identifier 100 that identifies the user of submitting
node 16. For example, the identifier “MIKE@REMOTE"
specifies that the user of submitting node 16 is named
"MIKE"” and processing node 12 is named “REMOTE". Remote
proxy 50 also includes a local identifier 102 that
associates the user of submitting node 16 with local
Proxy 52.

Upon receiving the identifier of the user of
submitting node 16, processing node 18 relates the user
of submitting node 16 to a local identifier 102. The
translation of a remote user “MIKE@REMOTE” to a wvalid
local user "GUEST" provides an additional level of
security since neither submitting node 16 nor processing
node 12 have access to local identifier 102 maintained at
processing node 18. Any additional security mechanism
allowed for "GUESTY" by processing node 18, such as

operating system security, may be honored to supplement

security supplied by proxy.

The accessg parameters in local proxy 52 apply to the
user of submitting node 16 due to the translation from
"‘MIKE@REMOTE” to “"GUEST". Local proxy 52 includes an
identifiexr 104 which corresponds with the local
identifier 102 of remote proxy 50. Both remote proxy 50
and local proxy 52 include functional authorizations that
define what functional authority submitting node 16 is
granted to the storage and processing capabilities of
processing node 18, as well as how that functional
authority may be exercised. For example, a functional
authority specified in remote proxy 50 or local proxy 52

may include an indication of whether submitting node 16
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can upload, download, submit, run, or perform some other
function or command at processing node 18. Additional
information, such as directory specifications, command
limitations, read/write limitations, storage or
processing limitations, and others, may be supplied to
further define how the authorized functions may be
exercised.

An upload authorization 106 i1ndicates whether the
user of submitting node 16 may store information 1in
memory 46 of processing node 18, and an upload directory
108 specifies a directory or other suitable memory
location on processing node 18 that can store information
received from the user of submitting node 16. Simllarly,
a download authorization 110 indicates whether the user
of submitting node 16 may receive information stored in
memory 46 of processing node 18, and a download directory
112 specifies a directory or other suitable memory
location on processing node 18 that may be accessed by
the user of submitting node 16 to receive information. If
upload authorization 106 indicates authorization and
upload directory 108 is not specified, then the user of
submitting node 16 may store information in any portion
of memory 46 of processing node 18 without restriction.
Similarly, if download authorization 110 indicates
authorization and download directory 112 1s not
specified, then the user of submitting node 16 may
receive information stored in any portion of memory 46 of
processing node 18 without restriction.

Local proxy 52 also includes a run directory 114
that specifies a directory or other suitable memory
location in which the user of submitting node 16 can run
programs, shell scripts, or other executables on
processing node 18. Additional security can be
maintained by prohibiting the user of submitting node 16

from issuing commands starting with a directory

AMENDED SHEET
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specifier, such as a slash (/) in a UNIX operating
environment, and restricting commands to be in run
directory 114. Furthermore, a system administrator may
establish heightened security by closely managing the
files and content of files maintained in run directory
114.

A submit directory 116 specifies the directory or
other suitable memory location at processing node 18 in
which the user of submitting node 16 can submit
instructions oxr processes to processing node 18. For
example, a set of instructions communicated from
submitting node 16 and executed on procegsing node 18 may
gspawn an additional process having instructions to be
executed on another processing node. The daisy-chain
effect of submitting instructions within instructions may
be encouraged, limited, or prevented depending on submit
directory 116 specified in local proxy 52.

In one embodiment, local proxy 52 designated as
“GUEST" applies generally to users of remote devices that
desgire access to processing node 18. If user-specific
accegs parameters are degired, remote proxy 50 includes
access parameters that take precedence over access
parameters specified in local proxy 52. For the example
illustrated in FIGURE 2, upload authorization 118 of
remote proxy 50 takes precedence over upload
authorization 106 of local proxy 52, and uploading by the

o

user of submitting node 16 is not authorized. Similarly,

download directory 120 and run directory 122 in remote
proxy 50 specify different directories that are
accessible by the user of submitting node 16. Access
parameters that are not specified in remote proxy 50 are

established by entries in local proxy 52.
Some of the access parameters 1in remote proxy 50 and

local proxy 52 specify a location in memory of the

processing node, such as a directory specification, that
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is accessible to submitting node 16. For example, if the

submitting node 16 desires to copy a file from processing
node 18, then download authorization and download
directory specifications in remote proxy 50 and local
proxy 52 will be examined before the copy is performed.

If the copy instruction specifies a directory that is not

accessible by submitting node 16, then the instruction
will not be executed. Similarly, submitting node 16 may
desire to run a program at processing node 18. If the

run instruction specifies a directory that is different

from the run directory specification in remote proxy 50
or local proxy 52, then the instruction will not be
executed. Although particular access parameters have
been specified for remote proxy 50 and local proxy 52, it
should be understood that the present invention
contemplates any suitable access parameter that may be
specified to manage the allocation of or access to the
storage or processing capabilities of processing node 18.

The hierarchical structure of remote proxy 50 and
local proxy 52 provide several technical advantages. For
example, a general local proxy 52 for a group of users
may be established to specify a baseline of access
parameters. A more or legs restrictive list of access
parameters can then be maintained on a user-by-user basgis
using remote proxy 50. Identifier 100 of remote proxy 50
may be specified by submitting node 16 or the user of
submitting node 16, thereby allowing access to processing
node 18 using different identifiers associated with
different proxies and different access parameters.

For example, the user of submitting node 16 may
attempt Lo access processging node 18 using the identifier
"JOE@REMOTE"” instead of “MIKE@REMOTE.” Since submitting

node 16 may use processing node 12 to access other

devices in system 10, the last part of identifier may be
"REMOTE" (the name of processing node 12). Identifier 100
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in remote proxy 50 may be specified indirectly in
communications between submitting node 16 and processing
node 18 or directly by an identification statement
generated at submitting node 16. Furthermore, the user
of submitting node 16 may specify an identifier that is
local to processing node 18.

Furthermore, submitted node 16 may be subject to
proxies maintained at both processing node 12 and 18.
For example, submitting node 16 may desire to access the

storage and processing capabilities of processing node

18. Submitting node 16 first accesses processing node 12
in accordance with the access parameters specified in a
local proxy 38 associated with submitting node 16. If
authorized by the access parameters specified in local
proxy 38, submitting node 16 then attempts To access
processing node 18 in accordance with one oOr a
combination of remote proxy 50 and local proxy 52.
Therefore, submitting node 16 may be subject to two
levels of access parameters established by proxy at
processing node 12 and at processing node 18. In this
manner, a submitting node that desires to access a
processing node through a number ot intervening
processing nodes may be subject to proxy gsecurity at each
of the processing nodes in the communications chain.
FIGURE 3 illustrates a flow chart of a method for

operating system 10 according to the teachings of the

present invention. Throughout this description, all
references to submitting node 16 apply equally to a user
of submitting node 16. The method begins at step 200,
where submitting node 16 attempts to access processing
node 18. As described above, this may be accomplished by
first successfully obtaining access to processing node 12

in accordance with access parameters specified by local

proxy 38.



CA 02241900 1998-06-26
WO 97/24666 PCT/US96/19288

15

If processing node 18 forces the retrieval of a
proxy for submitting node 16 at step 202, then processing

node 18 determines if submitting node 16 has provided an

identification statement at step 204. An identification
5 statement specifies an identifier and optionally a
password for submitting node 16. If an identification

statement is found in the instruction at step 204, then
processing node 18 searches for a remote proxy 50
associated with information specified in the

10 identification statement at step 206.

If a corresponding remote proxy 50 i1is found, then
processing node 18 specifies access parameters for
submitting node 16 based on local identifier 102 in

remote proxy 50 at step 208. These access parameters

. may
15 be retrieved from a local proxy 52 associated with local
identifier 102. The access parameters in local proxy 52

are then supplemented or modified by access parameters
specified in remote proxy 50 at step 210. Identification
information from the established access parameters, such

20 ags a user identifier and optionally a password, 1is
validated at step 211 using, for example, operating
system security procedures. If identification
information is validated at step 211, then submitting
node 16 is provided access to processing node 18 in

25 accordance with the established access parameters and
other security restrictions on processing node 18, such
as operating system security, at step 212. If
identification information is not wvalidated, then
gubmitting node 16 is denied access to processing node 18

30 at step 216.

If submitting node 16 does not provide an
identification statement at step 204, then processing
node 18 searches for a remote proxy 50 assoclated with
the identifier of submitting node 16 at step 214. This

35 identifier may be specified indirectly or inherently in

\
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communications between submitting node 16 and processing
node 18. If remote proxy 50 is found for the identifier,
then processing node 18 establishes the access parameters
for submitting node 16 at steps 208 and 210, and
submitting node 16 is provided access at step 212. If
remote proxy 50 is not found at steps 206 or 214, then
submitting node 16 is denied access to processing node 18
at step 216.

If processing node 18 does not force the retrieval

of a proxy for submitting node 16 at step 202, then

processing node 18 determines i1f submitting node 16 has
provided an identification statement at step 218. If no
identification statement is found, then processing node

18 searches for a remote proxy 50 associated with the

identifier of submitting node 16 at step 214, specifies
access parameters at steps 208 and 210, and provides
accesgs at step 212.

Tf an identification statement is found at step 218,
then the identifier and password in the identification
astatement are validated at step 220. ITf the identifierxr

and password in the identification statement are valid at

step 220, then access parameters are specified based on
the identifier at step 222. Altexrnatively, upon
furnishing a valid identifier and password, submitting
node 16 may be granted access to processing node 18
without specifying access parameters, as indicated by
arrow 224 . Submitting node 16 is then provided access to
processing node 18 at step 212. If the identifier and
password in the identification statement are not wvalid at
step 220, then the submitting node 16 1s denied access to
processging node 18 at step 216. It should be understood
that granting access to processing node 18 upon
submitting node 16 supplyving a valid identifiexr and
password may not be as secure as forcing access

parameters to be established by proxy.
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Although the present invention has been described
with several embodiments, a myriad of changes,
variations, alterations, transformations, and
modifications may be suggested to one sgkilled in the art,
and it is intended that the present invention encompass
such changes, variations, alterations, transformations,

and modifications as f£all within the spirit and scope of
the appended claims.
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WHAT IS CILATMED IS.
1. A data processing system, comprising:

a submitting node having an identifier;

a processing node coupled to the submitting node,
the processing node having a memory operable to store a
proxy associated with the submitting node, the proxy
speclfying a location in the memory of the processing
node accessible by the submitting node, the processing
node operable to receive the identifier of the submitting
node and to provide the submitting node access to the
processing node in accordance with the proxy; and

a remote node coupled to the submitting node and the
processing node, the remote node operable to receive the
ldentifier of the submitting node and to communicate the

identifier to the processing node.

2. (Canceled)

3. The system of Claim 1, wherein the identifier
comprises a first identifier associated with the
submitting node and a second identifier associated with

the remote node.

4 . The system of Claim 1, wherein the identifier

of the submitting node is included in a process to be

executed at the location in the memory of the processing

node specified by the proxy.

AMENDED SHEET
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5. The system of Claim 1, wherein the proxy
comprilses:

a remote proxy associated with the submitting node,
the remote proxy having first access parameters and a
local identifier for the submitting node; and

a local proxy assocliated with the local identifier,

the local proxy having second access parameters.

6. The system of Claim 1, wherein the proxy
comprises:

a remote proxy associated with the submitting node,
the remote proxy having first access parameters and a
local identifier for the submitting node;

a local proxy associated with the local identifier,
the local proxy having second access parameters; and

wherein the first access parameters from the remote

proxy take precedence over the second access parameters

- from the local proxy.

7. The system of Claim 1, wherein the proxy
comprises:
a download directory specifying a location in the

memory of the processing node operable to store files to

send to the submitting node; and

an upload directory specifying a location in the
memory of the processing node operable to store files

received f£rom the submitting node.
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8. The system of Claim 1, wherein the proxy
comprises:

a download authorization indicating that the

submitting node may receive files stored at the
processing node;

a download directory specifyving a location in the
memoxry of the processing node operable to store files to
send to the submitting node;

an upload authorization indicating that the
submitting node may store files at the processing node;

and
an upload directory speclifying a location in the

menory of the processing node operable to store files

received from the submitting node.
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9. A method for providing access to a processing

node, comprising the steps of:
communicating an identifier from a submitting

node to a remote node;

communicating the identifier from the remote node to
the processing node;

retrieving a proxy stored at the processing node
using the identifier, the proxy specifying a location 1in
a memory of the processing node accessible by the
submitting node; and

providing the submitting node access to the

processing node in accordance with the proxy.

10. The method of Claim 9, wherein the identifier
comprises a first identifier associated with the

submitting node and a second identifier associated with

the remote node.

11. The method of Claim 9, wherein the identifier
of the submitting node is included in a process to be

executed on the processing node.

12. The method of Claim 9, wherein the proxy
comprises:

a remote proxy associated with the submitting node,
the remote proxy having first access parameters and a
local identifier for the submitting node; and

a local proxy associated with the local identifier,

the local proxy having second access parameters.
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13. The method of Claim 9, wherein the proxy
comprises:

a remote proxy assocliated with the submitting node,

the remote proxy having first access parameters and a
local identifier for the submitting node;

a local proxy associated with the local identifier,
the local proxy having second access parameters; and
wherein the first access parameters from the remote

proxy take precedence over the second access parameters
from the local proxy.

14. The method of Claim 9, wherein the proxy
comprises:

a download directory specifying a location in the

memory of the processing node operable to store files to
send to the submitting node; and

an upload directory specifying a location in the

- memory of the processing node operable to store files
received from the submitting node.

15. The method of Claim 9, wherein the proxy
comprises:
a download authorization indicating that the

submitting node may receive files stored at the
processing node;

a download directory specifyving a location in the
memory ©of the processing node operable to store files to
gsend to the submitting node;

an uplcocad authorization indicating that the

submitting node may store files at the processing node;
and

an upload directory specifying a location in the

memory of the processing node operable to store files
received from the submitting node.
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16. A method for generating access parameters for a
submitting node accessing a processing node, the method

comprising the steps of:

retrieving a remote pProxy associated with the
submitting node, the remote pPIroXy having a plurality of
first access parameters and a local identifier for the
submitting node;

retrieving a local proxy associated with the local
identifier, the local proxy having a plurality of second

access parameters; and

generating access parameters for the submitting node
using the first access parameters from the remote Proxy

and the second access parameters from the local proxy.

17. The method of Claim 16, wherein the remote
proxy is retrieved 1in response to an identification

statement received from the submitting node.

18. The method of Claim 16, wherein the first
access parameters from the remote ProxXy take precedence

over the second access parameters from the local proxy.

19. The method of Claim 16, wherein the access
parameters comprilse:

a download directory specifying a location in the
memory of the processing node operable to store files to
send to the submitting node; and

an upload directory specifying a location 1in the

memory of the processing node operable to store files

received from the submitting node.

AMENDED SHEET
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20. The method of Claim 16, wherein the access
parameters comprise:

a download authorization indicating that the
submitting node may receive filesg stored at the
processging node;

a download directory specifying a memory location of
the processing node operable to store files to send to
the submitting node;

an upload authorization indicating that the
submitting node may store files at the processing node;
and

an upload directory specifyving a memory location of

the processing node operable to store files received from

the submitting node.
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