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(54) 발명의 명칭 매치를 특징화하는 규칙을 사용하는 메타데이터 소스의 매칭

(57) 요 약

메타데이터를 처리하는 것은, 데이터 기억 시스템(116) 내에, 다수의 소스(102)의 각각에 대한 명세를 기억하는

과정으로서, 명세가 대응하는 소스의 하나 이상의 데이터 요소를 식별하는 정보를 각각 포함하는, 명세를 기억하

는 과정과, 데이터 기억 시스템에 접속된 데이터 처리 시스템(104) 내에서, 소스로부터 데이터 요소를 처리하는

과정과, 기억된 명세 중의 하나에 기초하여 각각의 소스에 대한 규칙 세트를 생성(204)하는 과정과, 여러 상이한

소스의 데이터 요소를 매칭(206)하고, 제1 소스의 제1 데이터 요소와 제2 소스의 제2 데이터 요소 간의 소정의

매치를 특징화하는 품질 메트릭을, 제1 소스에 대해 생성된 규칙 세트와 제2 소스에 대해 생성된 규칙 세트에 기

초해서 판정(208)하는 과정을 포함한다

대 표 도
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명 세 서

청구범위

청구항 1 

데이터 기억 시스템(data  storage  system)  내에, 다수의 소스(source)의 각각에 대한 명세(specification)를

기억하는 단계로서, 상기 명세는 대응하는 소스의 하나 이상의 데이터 요소(data element)를 식별하는 정보를

각각 포함하는, 상기 명세를 기억하는 단계; 및

상기 데이터 기억 시스템에 접속된 데이터 처리 시스템 내에서, 상기 소스로부터 데이터 요소를 처리하는 단계

를 포함하고, 

상기 처리하는 단계는, 

제1 소스 내에서 용어 및 관련된 용어 기술(description)을 식별하는 단계;

상기 제1 소스 내의 용어와 가장 유사한 제2 소스 내의 제1 미리 정해진 수의 용어를 식별하고, 상기

제1 소스 내의 용어 기술과 가장 유사한 제2 소스 내의 제2 미리 정해진 수의 용어 기술을 식별하는 단계; 및

상기 제1 소스 내의 용어와 상기 제2 소스 내의 각각의 식별된 용어 간의 매치의 품질을 평가하기 위해

하나 이상의 규칙을 적용하는 단계를 포함하고, 

각각의  규칙은  (i)  상기  제1  소스  내의  용어와  상기  제2  소스  내의  각각의  식별된  용어  간의  유사도

(similarity) 및 (ii) 상기 제1 소스 내의 용어 기술과 상기 제2 소스 내의 각각의 식별된 용어 기술 간의 유사

도를 평가하는 것을 특징으로 하는 방법. 

청구항 2 

제1항에 있어서, 

각각의 규칙은 상기 제1 소스 내의 용어 및 관련된 용어 기술과 상기 제2 소스 내의 각 용어 및 관련된 용어 기

술 간의 매치에 등급 레벨을 할당하는, 방법.

청구항 3 

제2항에 있어서,

임계 레벨 미만의 등급 레벨을 갖는 매치를 식별하는 단계를 더 포함하는 방법.

청구항 4 

삭제

청구항 5 

삭제

청구항 6 

제1항에 있어서,

상기 제1 소스 내의 용어 및 상기 제2 소스 내의 식별된 용어를 하나 이상의 클래스(class)로 분류하는 단계;

상기 제1 소스 내의 용어 및 상기 제2 소스 내의 각각의 식별된 용어에 대해 하나 이상의 클래스 단어(class

word)를 할당하는 단계; 및

상기 제1 소스 내의 용어와 상기 제2 소스 내의 각각의 식별된 용어 간의 매치에 대한 품질을 평가하기 위해,

상기 제1 소스 내의 용어에 대한 하나 이상의 클래스 단어를 상기 제2 소스 내의 각각의 식별된 용어에 대한 하

나 이상의 클래스 단어와 비교하는 단계를 더 포함하는 방법.
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청구항 7 

삭제

청구항 8 

제1항에 있어서,

제1 규칙의 하나의 출력에 제1 등급이 할당되고, 제2 규칙의 다른 제2 출력에 제2 등급이 할당되며, 

상기 제1 등급은 상기 제2 등급에 비해 상기 매치의 품질이 더 양호한 것을 나타내는, 방법.

청구항 9 

삭제

청구항 10 

삭제

청구항 11 

제1항에 있어서,

상기 규칙 중 하나 이상의 규칙을 생성하기에 충분한 정보를 포함하는 입력을 수신하는 단계를 더 포함하는 방

법.

청구항 12 

삭제

청구항 13 

삭제

청구항 14 

제1항에 있어서,

상기 하나 이상의 규칙을 적용하는 단계는, 상기 제1 소스 내의 용어나 관련된 용어 기술에서의 단어 발견 횟수

및 상기 제2 소스 내의 식별된 용어나 용어 기술에서의 단어 발견 횟수의 측정치에 기초하여 품질 메트릭을 결

정하는 단계를 포함하는, 방법.

청구항 15 

제1항에 있어서,

상기 처리하는 단계는, 

상기 제1 또는 제2 소스 내의 제1 빈도(frequency)로 발견되는 용어나 용어 기술에 대해 제1 가중치를 부여하는

단계, 및 

상기 제1 또는 제2 소스 내의 제2 빈도로 발견되는 용어나 용어 기술에 대해 제2 가중치를 부여하는 단계를 포

함하고, 

상기 제1 가중치의 값은 상기 제2 가중치의 값보다 작은 것이며, 

상기 하나 이상의 규칙을 적용하는 단계는 상기 용어와 관련되는 가중치를 고려하여 이루어지는, 방법. 

청구항 16 

제1항에 있어서,

상기 처리하는 단계는, 
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상기 제1 소스 내의 용어나 용어 기술의 제1 빈도와 상기 제2 소스 내의 용어나 용어 기술의 제2 빈도를 계산하

는 단계, 및

상기 제1 빈도와 상기 제2 빈도의 수치 값의 곱(product)에 기초해서 품질 메트릭을 작성하는 단계를 포함하는,

방법.

청구항 17 

삭제

청구항 18 

삭제

청구항 19 

제1항에 있어서,

상기 용어의 제1 미리 정해진 수 또는 상기 용어 기술의 제2 미리 정해진 수는 사용자에 의해 특정되는, 방법.

청구항 20 

삭제

청구항 21 

삭제

청구항 22 

컴퓨터 프로그램이 저장된 컴퓨터로 판독가능한 매체에 있어서,

상기 컴퓨터 프로그램이, 상기 컴퓨터로 하여금, 

다수의 소스의 각각에 대한, 대응하는 소스의 하나 이상의 데이터 요소를 식별하는 정보를 각각 포함하는 명세

를 기억하도록 하고,

제1 소스 내에서 용어 및 관련된 용어 기술을 식별하도록 하고,

상기 제1 소스 내의 용어와 가장 유사한 제2 소스 내의 제1 미리 정해진 수의 용어를 식별하고, 상기 제1 소스

내의 용어 기술과 가장 유사한 제2 소스 내의 제2 미리 정해진 수의 용어 기술을 식별하도록 하고, 

상기 제1 소스 내의 용어와 상기 제2 소스 내의 각각의 식별된 용어 간의 매치의 품질을 평가하기 위해 하나 이

상의 규칙을 적용하도록 하기 위한 명령어를 포함하고, 

각각의 규칙은 (i) 상기 제1 소스 내의 용어와 상기 제2 소스 내의 각각의 식별된 용어 간의 유사도 및 (ii) 상

기 제1 소스 내의 용어 기술과 상기 제2 소스 내의 각각의 식별된 용어 기술 간의 유사도를 평가하는 것을 특징

으로 하는 컴퓨터로 판독가능한 매체.

청구항 23 

다수의 소스의 각각에 대한, 대응하는 소스의 하나 이상의 데이터 요소를 식별하는 정보를 각각 포함하는 명세

를 기억하는 데이터 기억 시스템; 및

상기 데이터 기억 시스템에 접속된 데이터 처리 시스템

을 포함하고,

상기 데이터 처리 시스템은, 

제1 소스 내에서 용어 및 관련된 용어 기술을 식별하고,

상기 제1 소스 내의 용어와 가장 유사한 제2 소스 내의 제1 미리 정해진 수의 용어를 식별하고, 상기

제1 소스 내의 용어 기술과 가장 유사한 제2 소스 내의 제2 미리 정해진 수의 용어 기술을 식별하고, 
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상기 제1 소스 내의 용어와 상기 제2 소스 내의 각각의 식별된 용어 간의 매치의 품질을 평가하기 위해

하나 이상의 규칙을 적용하도록 구성되고, 

각각의 규칙은 (i) 상기 제1 소스 내의 용어와 상기 제2 소스 내의 각각의 식별된 용어 간의 유사도 및 (ii) 상

기 제1 소스 내의 용어 기술과 상기 제2 소스 내의 각각의 식별된 용어 기술 간의 유사도를 평가하는 것을 특징

으로 하는 시스템.

청구항 24 

데이터 기억 시스템 내에, 다수의 소스의 각각에 대한 명세를 기억하는 수단으로서, 상기 명세는 대응하는 소스

의 하나 이상의 데이터 요소를 식별하는 정보를 각각 포함하는, 상기 명세를 기억하기 위한 수단; 및

상기 소스로부터 데이터 요소를 처리하기 위한 수단

을 포함하고, 

처리하는 것은, 

제1 소스 내에서 용어 및 관련된 용어 기술을 식별하는 것,

상기 제1 소스 내의 용어와 가장 유사한 제2 소스 내의 제1 미리 정해진 수의 용어를 식별하고, 상기

제1 소스 내의 용어 기술과 가장 유사한 제2 소스 내의 제2 미리 정해진 수의 용어 기술을 식별하는 것, 

상기 제1 소스 내의 용어와 상기 제2 소스 내의 각각의 식별된 용어 간의 매치의 품질을 평가하기 위해

하나 이상의 규칙을 적용하는 것을 포함하고, 

각각의 규칙은 (i) 상기 제1 소스 내의 용어와 상기 제2 소스 내의 각각의 식별된 용어 간의 유사도 및 (ii) 상

기 제1 소스 내의 용어 기술과 상기 제2 소스 내의 각각의 식별된 용어 기술 간의 유사도를 평가하는 것을 특징

으로 하는 시스템.

청구항 25 

제22항에 있어서, 

각각의 규칙은 상기 제1 소스 내의 용어 및 관련된 용어 기술과 상기 제2 소스 내의 각 용어 및 관련된 용어 기

술 간의 매치에 등급 레벨을 할당하는, 컴퓨터로 판독가능한 매체.

청구항 26 

제25항에 있어서,

상기 컴퓨터 프로그램이, 상기 컴퓨터로 하여금, 

임계 레벨 미만의 등급 레벨을 갖는 매치를 식별하도록 하는 명령어를 더 포함하는, 컴퓨터로 판독가능한 매체.

청구항 27 

제25항에 있어서,

상기 컴퓨터 프로그램이, 상기 컴퓨터로 하여금, 

상기 제1 소스 내의 용어 및 상기 제2 소스 내의 식별된 용어를 하나 이상의 클래스(class)로 분류하도록 하고, 

상기 제1 소스 내의 용어 및 상기 제2 소스 내의 각각의 식별된 용어에 대해 하나 이상의 클래스 단어(class

word)를 할당하도록 하고, 

상기 제1 소스 내의 용어와 상기 제2 소스 내의 각각의 식별된 용어 간의 매치에 대한 품질을 평가하기 위해,

상기 제1 소스 내의 용어에 대한 하나 이상의 클래스 단어를 상기 제2 소스 내의 각각의 식별된 용어에 대한 하

나 이상의 클래스 단어와 비교하도록 하는 명령어를 더 포함하는, 컴퓨터로 판독가능한 매체.

청구항 28 

제22항에 있어서,
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제1 규칙의 하나의 출력에 제1 등급이 할당되고, 제2 규칙의 다른 제2 출력에 제2 등급이 할당되며, 

상기 제1 등급은 상기 제2 등급에 비해 상기 매치의 품질이 더 양호한 것을 나타내는, 컴퓨터로 판독가능한 매

체.

청구항 29 

제22항에 있어서,

상기 컴퓨터 프로그램이, 상기 컴퓨터로 하여금, 

상기 규칙 중 하나 이상의 규칙을 생성하기에 충분한 정보를 포함하는 입력을 수신하도록 하는 명령어를 더 포

함하는, 컴퓨터로 판독가능한 매체.

청구항 30 

제22항에 있어서,

상기 하나 이상의 규칙을 적용하는 것은, 상기 제1 소스 내의 용어나 관련된 용어 기술에서의 단어 발견 횟수

및 상기 제2 소스 내의 식별된 용어나 용어 기술에서의 단어 발견 횟수의 측정치에 기초하여 품질 메트릭을 결

정하는 것을 포함하는, 컴퓨터로 판독가능한 매체.

청구항 31 

제22항에 있어서,

상기 컴퓨터 프로그램이, 상기 컴퓨터로 하여금, 

상기 제1 또는 제2 소스 내의 제1 빈도(frequency)로 발견되는 용어나 용어 기술에 대해 제1 가중치를 부여하도

록 하고,  

상기 제1 또는 제2 소스 내의 제2 빈도로 발견되는 용어나 용어 기술에 대해 제2 가중치를 부여하도록 하는 명

령어를 더 포함하고,  

상기 제1 가중치의 값은 상기 제2 가중치의 값보다 작은 것이며, 

상기 하나 이상의 규칙을 적용하는 것은 상기 용어와 관련되는 가중치를 고려하여 이루어지는, 컴퓨터로 판독가

능한 매체. 

청구항 32 

제22항에 있어서,

상기 컴퓨터 프로그램이, 상기 컴퓨터로 하여금, 

상기 제1 소스 내의 용어나 용어 기술의 제1 빈도와 상기 제2 소스 내의 용어나 용어 기술의 제2 빈도를 계산하

도록 하고, 

상기 제1 빈도와 상기 제2 빈도의 수치 값의 곱(product)에 기초해서 품질 메트릭을 작성하도록 하는 명령어를

더 포함하는, 컴퓨터로 판독가능한 매체. 

청구항 33 

제22항에 있어서,

상기 용어의 제1 미리 정해진 수 또는 상기 용어 기술의 제2 미리 정해진 수는 사용자에 의해 특정되는, 컴퓨터

로 판독가능한 매체.

청구항 34 

제23항에 있어서, 

각각의 규칙은 상기 제1 소스 내의 용어 및 관련된 용어 기술과 상기 제2 소스 내의 각 용어 및 관련된 용어 기

술 간의 매치에 등급 레벨을 할당하는, 시스템.
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청구항 35 

제34항에 있어서,

상기 데이터 처리 시스템이 임계 레벨 미만의 등급 레벨을 갖는 매치를 식별하도록 구성되는, 시스템.

청구항 36 

제23항에 있어서,

상기 데이터 처리 시스템이,

상기 제1 소스 내의 용어 및 상기 제2 소스 내의 식별된 용어를 하나 이상의 클래스로 분류하고, 

상기 제1 소스 내의 용어 및 상기 제2 소스 내의 각각의 식별된 용어에 대해 하나 이상의 클래스 단어를 할당하

고, 

상기 제1 소스 내의 용어와 상기 제2 소스 내의 각각의 식별된 용어 간의 매치에 대한 품질을 평가하기 위해,

상기 제1 소스 내의 용어에 대한 하나 이상의 클래스 단어를 상기 제2 소스 내의 각각의 식별된 용어에 대한 하

나 이상의 클래스 단어와 비교하도록 구성되는, 시스템.

청구항 37 

제23항에 있어서,

제1 규칙의 하나의 출력에 제1 등급이 할당되고, 제2 규칙의 다른 제2 출력에 제2 등급이 할당되며, 

상기 제1 등급은 상기 제2 등급에 비해 상기 매치의 품질이 더 양호한 것을 나타내는, 시스템.

청구항 38 

제23항에 있어서,

상기 규칙 중 하나 이상의 규칙을 생성하기에 충분한 정보를 포함하는 입력을 수신하도록 구성된 입력 장치를

더 포함하는 시스템.

청구항 39 

제23항에 있어서,

상기 하나 이상의 규칙을 적용하는 것은, 상기 제1 소스 내의 용어나 관련된 용어 기술에서의 단어 발견 횟수

및 상기 제2 소스 내의 식별된 용어나 용어 기술에서의 단어 발견 횟수의 측정치에 기초하여 품질 메트릭을 결

정하는 것을 포함하는, 시스템.

청구항 40 

제23항에 있어서,

상기 데이터 처리 시스템이,

상기  제1  또는  제2  소스  내의  제1  빈도(frequency)로  발견되는  용어나  용어  기술에  대해  제1  가중치를

부여하고,  

상기  제1  또는  제2  소스  내의  제2  빈도로  발견되는  용어나  용어  기술에  대해  제2  가중치를  부여하도록

구성되고,  

상기 제1 가중치의 값은 상기 제2 가중치의 값보다 작은 것이며, 

상기 하나 이상의 규칙을 적용하는 것은 상기 용어와 관련되는 가중치를 고려하여 이루어지는, 시스템. 

청구항 41 

제23항에 있어서,

상기 데이터 처리 시스템이,
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상기 제1 소스 내의 용어나 용어 기술의 제1 빈도와 상기 제2 소스 내의 용어나 용어 기술의 제2 빈도를 계산하

고,

상기 제1 빈도와 상기 제2 빈도의 수치 값의 곱(product)에 기초해서 품질 메트릭을 작성하도록 구성되는, 시스

템.

청구항 42 

제23항에 있어서,

상기  용어의  제1  미리  정해진  수  또는  상기  용어  기술의  제2  미리  정해진  수는  사용자에  의해  특정되는,

시스템.

청구항 43 

데이터 기억 시스템 내에, 다수의 소스의 각각에 대한 명세를 기억하는 단계로서, 상기 명세는 대응하는 소스의

하나 이상의 데이터 요소를 식별하는 정보를 각각 포함하는, 상기 명세를 기억하는 단계; 및

상기 데이터 기억 시스템과 통신하는 데이터 처리 시스템 내에서, 상기 다수의 소스 내의 각각의 요소 간의 매

치를 발견하도록 소스의 데이터 요소를 처리하는 단계

를 포함하고, 

상기 처리하는 단계는, 

제1  소스의  적어도  몇몇의  데이터  요소  내의  이름이나  기술로부터의  용어를  공통의  레포지토리

(repository)의 표준 속성의 이름이나 기술로부터의 용어에 매칭하는 단계, 

갱신된 공통의 레포지토리를 생성하도록 상기 제1 소스의 매칭되지 않은 데이터 요소로부터의 용어를

상기 공통의 레포지토리에 추가하는 단계, 및 

제2 소스의 적어도 몇몇의 데이터 요소 내의 이름이나 기술로부터의 용어를 상기 갱신된 공통의 레포지

토리의 표준 속성의 이름이나 기술로부터의 용어에 매칭하는 단계를 포함하는 것을 특징으로 하는 방법.

청구항 44 

제43항에 있어서,

상기 처리하는 단계는, 

상기 제2 소스의 매칭되지 않은 데이터 요소로부터의 용어를 상기 갱신된 공통의 레포지토리에 추가하는 단계,

및

상기 제1 및 제2 소스가 아닌 적어도 몇몇의 소스의 각각에 대하여, 

상기 소스의 적어도 몇몇의 데이터 요소 내의 이름이나 기술로부터의 용어를 상기 갱신된 공통의 레포

지토리의 표준 속성의 이름이나 기술로부터의 용어에 매칭하고, 

상기 소스의 매칭되지 않은 데이터 요소로부터의 용어를 상기 갱신된 공통의 레포지토리에 추가하는 단

계를 포함하는, 방법. 

발명의 설명

기 술 분 야

본 설명은 매치를 특징화하기 위한 규칙을 사용하여 메타데이터 소스를 매칭하는 것에 관한 것이다. [0001]

배 경 기 술

메타데이터 디스커버리(matadata  discovery)(메타데이터 스캐닝이라고도 알려져 있음)는 데이터베이스 테이블[0002]

또는 스프레드시트의 필드 또는 컬럼의 이름 등과 같은, 데이터세트 내에 출현하는 값을 기술하는 메타데이터를

나타내는 데이터 요소 간의 관계를 발견하는 데에 사용될 수 있다. 어떤 경우, 소정의 데이터세트 내에 출현하

는 데이터에 대한 메타데이터는 다양한 여러 소스에 기억된다. 메타데이터 디스커버리 과정 중에, 매치(match)
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는 제1 소스 내의 데이터 요소와 제2 소스 내의 데이터 요소 사이에서 발견될 수 있다. 매치는, 예를 들어 테이

블 내의 필드에 대한 메타데이터의 설명 및/또는 유사한 필드 명에 대응할 수 있다. 이러한 매치는 매칭 데이터

요소가 각각의 데이터세트 내의 동일 타입의 데이터 값에 대한 메타데이터를 표현하는 것을 나타낼 수 있다. 어

떤 경우에, 사용자 전용 또는 사전 기반의 데이터베이스, 예를 들어 WordNet을 포함하는 데이터베이스는 유사한

시맨틱 의미를 갖는 데이터 요소들 간의 매치(예를 들어, "날"(day)과 "날짜"(date), 또는 "성별"(gender)과 "

성"(sex)간의 매치)를 판정하는 데에 사용될 수 있다. 메타데이터의 마스터 콜렉션(master collection)("메타데

이터 레지스트리"라고도 함)은 발견된 관계에 기초하여 메타데이터를 기억하도록 또는 메타데이터 디스커버리

프로세스에서 발견된 메타데이터에 링크하기 위해 생성 또는 갱신될 수 있다.

발명의 내용

하나의 관점으로서, 일반적으로, 방법은 데이터 기억 시스템(data storage system) 내에, 다수의 소스(source)[0003]

의 각각에 대한 명세(specification)를 기억하는 단계로서, 명세가 대응하는 소스의 하나 이상의 데이터 요소

(data element)를 식별하는 정보를 각각 포함하는, 명세를 기억하는 단계; 데이터 기억 시스템에 접속된 데이터

처리 시스템 내에서, 소스로부터 데이터 요소를 처리하는 단계; 기억된 명세 중의 하나에 기초하여 각각의 소스

에 대한 규칙 세트를 생성하는 단계; 및 여러 상이한 소스의 데이터 요소를 매칭하고, 제1 소스의 제1 데이터

요소와 제2 소스의 제2 데이터 요소 간의 소정의 매치(match)를 특징화하는 품질 메트릭(quality metric)을, 제

1 소스에 대해 생성된 규칙 세트와 제2 소스에 대해 생성된 규칙 세트에 기초해서 판정하는 단계를 포함한다. 

관점은 이하의 특징을 하나 이상 포함할 수 있다. [0004]

각각의 소스에 대한 규칙 세트는 소정의 매치를 특징화하는 품질 메트릭에 대응하는 하나 이상의 등급(grade)을[0005]

작성할 수 있다. 본 방법은 하나 이상의 등급에 대응하는 설명 정보(explanatory information)를 제공하는 단계

를 더 포함할 수 있다. 소정의 매치는 제1 데이터 요소 및 제2 데이터 요소에 대응하는 기술(description) 간의

매치를 포함할 수 있으며, 하나 이상의 등급은 소정의 매치를 특징화하는 품질 메트릭에 기초할 수 있다. 소정

의 매치는 제1 데이터 요소 및 제2 데이터 요소에 대응하는 이름(name) 간의 매치를 포함할 수 있으며, 하나 이

상의 등급은 소정의 매치를 특징화하는 품질 메트릭에 기초할 수 있다. 

방법은 제1 및 제2 데이터 요소에 출현하는 용어를 하나 이상의 클래스(class)로 분류하는 단계; 제1 및 제2 데[0006]

이터 요소 내의 각각의 용어(term)에 대해 하나 이상의 클래스 단어(class word)를 할당하는 단계; 제1 및 제2

데이터 요소 내의 용어에 각각 대응하는 하나 이상의 클래스 단어를 비교해서 소정의 매치에 대한 품질 메트릭

을 생성하는 단계; 및 소정의 매치를 특징화하는 품질 메트릭에 기초해서 하나 이상의 등급을 할당하는 단계를

더 포함할 수 있다. 소정의 매치를 특징화하는 품질 메트릭은 거리 측정 메트릭(distance measure metric)을 포

함할 수 있다. 규칙 세트 중의 제1 규칙의 하나의 출력에 제1 등급이 할당될 수 있고, 규칙 세트 중의 제2 규칙

의 다른 출력에 제2 등급이 할당될 수 있으며, 제1 등급은 제2 등급에 비해 소정의 매치를 특징화하는 품질 매

트릭이 더 양호할 수 있다. 

규칙 세트는 제1 및 제2 데이터 요소 내에 출현하는 이름의 유사도(similarity)에 기초한다. 규칙 세트는 제1[0007]

및 제2 데이터 요소 내에 출현하는 기술의 유사도에 기초할 수 있다. 방법은 제1 데이터 요소와 제2 데이터 요

소 간의 매치의 품질을 정량화하기 위한 규칙 세트 중의 하나 이상의 규칙을 생성하기 위한 입력을 제공할 수

있는 능력을 사용자에게 제공하는 단계를 더 포함할 수 있다. 규칙 세트 중의 각각의 규칙은 트리거 입력에 기

초한 트리거 입력 및 출력을 포함할 수 있다. 규칙 세트 중의 각각의 규칙은 규칙 세트 중의 소정의 규칙의 모

든 트리거 입력이 유효한 것으로 평가될 때까지 순차적으로 판독될 수 있다. 소정의 매치를 특징화하는 품질 메

트릭은 제1 또는 제2 데이터 요소 내에서의 단어 발견 횟수 및 제1 또는 제2 소스로부터 일련의 용어 내에서의

단어 발견 횟수의 측정치에 기초할 수 있다. 

방법은, 제1 또는 제2 소스 내의 제1 빈도(frequency)로 발견되는 용어에 대해 제1 가중치를 부여하고, 제1 또[0008]

는 제2 소스 내의 제2 빈도로 발견되는 용어에 대해 제2 가중치를 부여함으로써, 소정의 매치를 특징화하는 품

질 메트릭을 계산하는 단계를 더 포함할 수 있으며, 제1 가중치의 값은 제2 가중치의 값보다 작다. 방법은 제1

소스 내의 용어의 제1 빈도와 제2 소스 내의 용어의 제2 빈도를 계산하고, 제1 빈도와 제2 빈도의 수치 값의 곱

(product)에 기초해서 품질 메트릭을 작성함으로써, 소정의 매치를 특징화하는 품질 메트릭을 계산하는 단계를

더 포함할 수 있다. 방법은 품질 메트릭을 미리 정해진 상한 및 하한 범위(예를 들어, 0과 1 사이)가 되도록 정

규화(normalize)하는 단계를 더 포함할 수 있다. 

방법은 제2 소스로부터 제1 소스 내의 용어에 대응하는 용어 세트를 생성하고, 용어와 용어 세트의 각각의 매치[0009]
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를 특징화하는 미리 정해진 품질 메트릭을 갖는 단계를 더 포함할 수 있다. 용어 세트 내의 용어의 수는 사용자

에 의해 특정된다. 용어와 용어 세트의 각각의 매치는 용어에 출현하는 매칭 이름에 기초한다. 용어와 용어 세

트의 각각의 매치는 용어에 출현하는 매칭 기술에 기초한다. 

다른 관점으로서, 일반적으로, 컴퓨터 프로그램을 기억하는 컴퓨터로 판독가능한 매체는, 컴퓨터 프로그램이,[0010]

컴퓨터로 하여금, 다수의 소스의 각각에 대한, 대응하는 소스의 하나 이상의 데이터 요소(data element)를 식별

하는 정보를 각각 포함하는 명세(specification)를 기억하도록 하고, 기억된 명세 중의 하나에 기초하여 각각의

소스에 대한 규칙 세트를 생성하도록 하며, 여러 상이한 소스의 데이터 요소를 매칭하고, 제1 소스의 제1 데이

터 요소와 제2 소스의 제2 데이터 요소 간의 소정의 매치(match)를 특징화하는 품질 메트릭(quality metric)을,

제1 소스에 대해 생성된 규칙 세트와 제2 소스에 대해 생성된 규칙 세트에 기초해서 판정하도록 하기 위한 명령

어를 포함한다. 

다른 관점으로서, 일반적으로, 시스템은, 다수의 소스의 각각에 대한, 대응하는 소스의 하나 이상의 데이터 요[0011]

소(data element)를 식별하는 정보를 각각 포함하는 명세(specification)를 기억하는 데이터 기억 시스템; 및

데이터 기억 시스템에 접속되어, 여러 상이한 소스의 데이터 요소를 매칭하고, 제1 소스의 제1 데이터 요소와

제2 소스의 제2 데이터 요소 간의 소정의 매치(match)를 특징화하는 품질 메트릭(quality metric)을, 제1 소스

에 대해 생성된 규칙 세트와 제2 소스에 대해 생성된 규칙 세트에 기초해서 판정하도록 구성된 데이터 처리 시

스템을 포함한다. 

다른 관점으로서, 일반적으로, 시스템은, 데이터 기억 시스템(data storage system) 내에, 다수의 소스(sourc[0012]

e)의 각각에 대한 명세(specification)를 기억하는 수단으로서, 명세는 대응하는 소스의 하나 이상의 데이터 요

소(data element)를 식별하는 정보를 각각 포함하는, 명세를 기억하기 위한 수단; 및 소스로부터 데이터 요소를

처리하고, 기억된 명세 중의 하나에 기초하여 각각의 소스에 대한 규칙 세트를 생성하며, 여러 상이한 소스의

데이터 요소를 매칭하고, 제1 소스의 제1 데이터 요소와 제2 소스의 제2 데이터 요소 간의 소정의 매치(match)

를 특징화하는 품질 메트릭(quality metric)을, 제1 소스에 대해 생성된 규칙 세트와 제2 소스에 대해 생성된

규칙 세트에 기초해서 판정하기 위한 수단을 포함한다. 

관점은 이하의 장점들 중 하나 이상을 포함할 수 있다. [0013]

일반적으로, 하나 이상의 키 단어와 일부 텍스트(예를 들어, 웹 페이지) 간의 매치를 위한 검색을 할 때에, 검[0014]

색 프로세스는 소정의 매치가 발생된 이유를 사용자에게 표시할 수 있는데, 예를 들어 텍스트 내에 키 단어의

출현을 하이라이트로(예를 들어, 키 단어를 굵게 표시) 나타냄으로써 표시할 수 있다. 일례로, 본원에 개시된

기술은 문서의 여러 버전의 변경을 식별하기 위해 사용될 수 있다. 또한, 소스 또는 키 용어는 매칭 소스 및 등

급 등과 같은 상세를 포함할 수 있는 관계 도식에 의해 타겟 용어에 가시적으로 링크될 수 있다. 동일 타입의

데이터에 대한 메타데이터를 표현할 수 있는 2개의 데이터 요소 간의 매치를 수행할 때에, 매치가 일어난(또는

일어나지 않은) 이유가 각각의 키 단어들 간의 정확한 매치의 존재보다 더 복잡해질 수 있다. 예를 들어, 데이

터 요소에 출현하는 용어는 확장 또는 변환(예를 들어, 스테밍(stemming)을 사용하여)되었을 수 있으며, 매칭

용어들  간의  관계가  동의어를  발견하거나  용어를  카테고리("클래스"라고  함)별로  분류하는  것에  기초할  수

있다. 매칭을 수행하는 데에 사용되는 과정은 각각의 매치에 등급을 할당함으로써 매치 품질을 특징화하기 위한

규칙을 사용할 수 있다. 이러한 등급은 매치 품질을 나타내기 위해 매치와 관련시켜서 기억될 수 있다. 

메타데이터의 다수의 소스가 존재하는 경우, 여러 소스들 간의 차이를 설명함으로써, 매칭 프로세스가 반복됨에[0015]

따라 소스가 임의의 횟수 효율적으로 처리될 수 있다. 전처리 과정에 의하면, 매치를 특징화하기 위한 규칙을

정의하는 데에 필요한 정보와 데이터 요소를 번역 및/또는 변환하기 위해 필요한 정보를 제공함으로써, 소스로

부터 데이터 요소를 직접 처리할 수 있도록 하는 소스 처리 정보를 생성할 수 있다.

본 발명의 다른 특성과 장점은 이하의 상세한 설명과 청구범위로부터 명백할 것이다. [0016]

도면의 간단한 설명

도 1은 그래프 기반의 계산을 실행하기 위한 시스템의 블록도이다. [0017]

도 2는 메타데이터 처리 과정의 예를 나타내는 플로차트이다.

도 3은 자동화 매칭 프로세스의 단계를 나타낸다. 

도 4는 자동화 매칭 프로세스의 그래프 기반의 구현의 예이다. 
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도 5는 도 4의 자동화 매칭 프로세서의 그래프 기반의 구현으로부터의 출력의 예이다. 

도 6 내지 도 8은 규칙 및 규칙을 관리하기 위한 인터페이스의 스크린 샷이다.

도 9 내지 도 12는 메타데이터 인터페이스의 예를 나타내는 스크린 샷이다.

발명을 실시하기 위한 구체적인 내용

비지니스 분석가(business analyst)는 많은 시스템에서의 데이터 요소의 비지니스 특징의 리스트를 포함하는 다[0018]

수의 데이터 사전(data dictionary)을 유지할 수 있다. 데이터 사전(또는 메타데이터 레포지토리)는 의미, 다른

데이터와의 관계, 기원, 용례 및 포맷 등과 같은 데이터와 관련된 정보를 저장 장소이다. 이와 같이, 데이터 사

전은  용어의  정의의  표준화  및  이들  용어의  사용의  일치성을  용이하게  한다.  일례로,  전사적  데이터  사전

(enterprise wide data dictionary)은 기업 내에서 사용되는 데이터에 관한 메타데이터를 캡쳐하기 위해 유지될

수 있다.

매칭될 데이터 요소는 하나 이상의 기술적 용어를 사용하는 데이터 요소를 식별하는 이름 부분(name portion)을[0019]

가질 수 있으며, 데이터 요소 또는 이러한 요소를 특징화하는 다양한 특성을 기술하는 기술 부분(description

portion)을 선택적으로 가질 수 있다. 여러 사전에 포함된 이름 및 이에 대응하는 기술은 다양한 형태가 될 수

있다. 예를 들어, 데이터 사전은 여러 시점에서 그리고 독립적으로 유지될 수 있는 여러 시스템의 부분으로서

개발될 수 있다. 적어도 이러한 이유 때문에, 일반적으로 채택되는 이름 설정 표준이 되지 않을 수 있다. 이와

같이, 본 출원에 개시된 메타데이터 처리 기술의 장점은 여러 데이터 사전에서의 이름 및 기술의 조화이다. 추

가로, 데이터 요소의 매치(match)를 정량화하는 품질 메트릭(quality metric) 또는 스코어를 제공함으로써, 자

동화 메타데이터 처리(automated metadata processign)에 의해, 비지니스 분석가는 인간의 분석을 필요로 하는

매치의 일부분만 신경 쓰면 된다. 예를 들어, 비지니스 분석가는 매치에 가까운 메트릭에 의해 스코어링되는 매

치만 관심을 가져도 된다. 

도 1은 메타데이터 처리 기술이 사용될 수 있는 데이터 처리 시스템(100)의 예를 나타낸다. 시스템(100)은 다양[0020]

한 기억 포맷(예를 들어, 데이터베이스 테이블, 스프레드시트 파일, 플랫 텍스트 파일, 또는 메인프레임에 의해

사용되는 네이티브 포맷) 중의 하나로 데이터 및/또는 메타데이터를 기억할 수 있는, 기억 장치 또는 온라인 데

이터 스트림에의 접속 등과 같은, 데이터 및/또는 메타데이터의 하나 이상의 소스를 포함할 수 있는 소스(102)

를 포함한다. 일례로, 소스는 해당 메타데이터에 의해 기술되는 데이터로부터 독립적으로 메타데이터를 기억한

다. 일례로, 메타데이터는 해당 메타데이터에 의해 기술되는 데이터와 동일한 데이터 구조 내에, 또는 예를 들

어 링크 또는 포인터를 사용하여 데이터와 관련시켜 기억된다. 일례로, 소스(102)는 단일 마스터 데이터 기억

시스템을 형성하도록 통합되는 다수의 데이터 기억 시스템과 관련된다. 시스템을 통합하는 과정에서, 병합되는

대응 데이터를 기술하는 메타데이터 간의 매치를 판정하는 것이 필요할 수 있다. 예를 들어, 하나의 소스의 고

객 리스트로부터 어떤 필드가 다른 소스의 고객 리스트로부터의 필드와 동일한 속성을 표현하는 데이터 값을 기

억하는지를 판정하는 것이 필요할 수 있다(예를 들어, 어느 소스로부터의 "사회 보장 번호"(social security #)

필드는 다른 소스로부터의 "SSN" 필드와 동일한 속성임). 데이터 요소 간의 매치는 데이터 기억 시스텝을 통합

하는 데에 사용될 수 있다. 실행 환경(execution environment)(104)은 전처리 모듈(106)과 실행 모듈(112)을

포함하며, 전처리 모듈(106)은 소스(102)를 판독하고 소스 레지스트리(114)에 기초하여 메타데이터 소스에 대한

소스 처리 정보(122)를 생성한다. 실행 모듈(112)은 소스 처리 정보(122)와 참조 정보(124)에 기초하여 매치를

판정하고  품질을  기록하기  위해  메타데이터  처리를  수행한다.  데이터  기억  시스템(116)은  소스  레지스트리

(114), 소스 처리 정보(122) 및 참조 정보(124)를 기억하는데, 이에 대해서는 나중에 상세히 설명한다. 실행 환

경(104)은 유닉스(Unix) 운영 체제와 같은 적절한 운영 체제의 제어하에서 하나 이상의 범용 컴퓨터의 호스트가

될 수 있다. 예를 들어, 실행 환경(104)은 

다수의 중앙 처리 장치(CPU), 로컬(예를 들어, SMP 컴퓨터 등의 멀티프로세서 시스템) 또는 국부적으로 분산된[0021]

(예를 들어, 클러스터 또는 MPP로서 결합된 다수의 프로세서), 또는 원격 또는 원격에 분산된(예를 들어, LAN

및/또는 WAN을 통해 접속된 다수의 프로세서), 또는 이들의 임의의 조합을 포함하는 다중 노드 병렬 컴퓨팅 환

경을 포함할 수 있다. 소스(102)를 제공하는 기억 장치는 실행 환경(104)에 대해 로컬이 될 수 있으며, 실행 환

경(104)을 구동하는 컴퓨터에 접속된 기억 매체(예를 들어, 하드 드라이브(108))에 기억되거나, 원격 접속에 의

해 실행 환경(104)을 구동하는 컴퓨터와 통신하는 원격 시스템(예를 들어, 메인프레임(110))의 호스트가 되는,

실행 환경(104)에 대해 원격이 될 수 있다. 

데이터 기억 시스템(116)은 개발 환경(development environment)(118)에 액세스가능하다. 개발 환경(118)에서,[0022]
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개발자(120)는 전처리 모듈(106)과 실행 모듈(112)을 구성할 수 있다. 일례로, 개발 환경(118)은 정점(vertex)

사이를 지향 링크(작업 요소의 흐름을 나타냄)에 의해 연결한 데이터플로우 그래프로서 애플리케이션을 개발하

기 위한 시스템이다. 예를 들어, 이러한 환경은 "Managing Parameters for Graph-Based Applications"란 명칭

으로 미국공개번호 2007/0011668호에 상세히 개시되어 있으며, 상기 문헌의 내용을 본원에 참조에 의해 원용한

다. 전처리 모듈(106)과 실행 모듈(112)은 소스(102)로부터 입력 데이터의 흐름을 수신하는 데이터플로우 그래

프로서 구현된 각각의 모듈과 병렬로 다수의 소스를 처리할 수 있는 능력을 갖도록 구성될 수 있으며, 소스

(102) 내의 데이터 요소 간의 가능한 매치의 스트림으로서 출력 데이터의 흐름을 제공한다. 

전처리 모듈(106)은 소스 레지스트리(114)에 따라 소스로부터의 정보에 기초하여 소스 처리 정보(122)를 준비한[0023]

다. 소스 레지스트리(114)는 소스에의 액세스 방법을 나타내는 액세스 정보, 소스 내의 데이터 요소의 포맷을

나타내는 포맷 정보, 및 매칭 프로세스 내에 포함되는 소스 내의 특정 데이터 요소의 표시를 특정하는, 처리할

각각의 소스에 대한 명세(specification)를 포함한다. 각각의 명세는, 예를 들어 테이블 내에 열(row)로서 기억

될 수 있다. 전처리 모듈(106)은 소스 레지스트리(114)에 의해 식별된 소스로부터 데이터 요소를 판독하고, 소

스 처리 정보(122)를 생성한다. 소스 처리 정보(122)는 매칭 프로세스에 사용되는 용어 및 기술을 추출하기 위

해 데이터 요소를 번역 및/또는 변환하는 데에 필요한, 소스 레지스트리(114)로부터의 포맷 정보에 추가로 임의

의 정보를 포함한다. 예를 들어, 다양한 포맷의 각각을 매칭 프로세스에서 사용될 공통의 포맷으로 변환하기 위

한 여러 변환 함수(transformation function)가 기억될 수 있다. 

소스 처리 정보(122)는 매치를 특징화하기 위한 규칙(rule)을 정의하는 데에 필요한 정보를 포함한다.  등급[0024]

(grade)을 판정하기 위한 규칙 중의 일부는 데이터 요소의 특징에 따라 달라질 수 있다. 그래서, 각각의 소스는

대응하는 규칙 세트를 가질 수 있으며, 다른 규칙 세트는 소정의 매치에 대한 등급을 판정하는 데에 사용될 수

있다. 

실행 모듈(112)은 실행 환경(104)에 액세스가능한 데이터 기억 시스템(116) 내에 기억된 참조 정보(124) 및 전[0025]

처리 모듈(106)에 의해 생성된 소스 처리 정보(122)를 사용한다. 실행 모듈(122)은 데이터 요소로부터 추출된

용어 및 기술로부터 매칭할 단어를 생성하고, 데이터 요소 간의 매치를 제공하기 위해 매칭 프로세스를 수행한

다. 매칭 프로세스는, 이하에 상세하게 설명하는 바와 같이, 매치의 품질을 특징화하는 데이터를 기억하는 과정

을 포함한다. 일례로, 매칭은 소스 레지스트리(114) 내에 리스트된 각 소스와 데이터 기억 시스템(116) 내에 기

억된 표준 메타데이터 레포지토리(canonical metadata repository: CMR) 간에 이루어진다. 예를 들어, CMR은

기업 환경에서 마스터 참조 사전으로서 기능하는 기업 데이터 사전을 나타낼 수 있다. 소스 내의 데이터 요소는

매치를 찾기 위해 CMR 내의 표준 속성과 비교된다. 

이름이나 기술 또는 소스의 데이터 요소 내에 기억된 다른 메타데이터로부터의 용어와 CMR 내에 나타낸 표준 속[0026]

성의 이름이나 기술로부터의 용어 간의 매치는 매칭된 데이터 요소가 표준 속성과 동일한 의미를 가질 수 있다

는 것을 나타낸다. 일례로, 매치는 표준 속성 이름을 데이터 요소 이름과 매칭하고 표준 속성 기술을 데이터 요

소 기술과 매칭한 것의 조합에 기초하여 정해진다.

일례로, 매칭은 각각의 데이터 요소들 사이에서 또는 데이터 요소와 표준 속성 간에 매치를 찾기 위해 CMR에 추[0027]

가로 각각의 소스가 모든 다른 소스와 비교되도록 수행된다. 일례로, 매칭에 의해, 소스와의 이전의 비교로부터

매칭되지 않은 용어를 반복 사이의 CMR에 추가함으로써 소스 간의 비교가 가능하게 된다. 이러한 프로세스에 의

해 "올투올"(all-to-all) 처리를 하지 않아도 된다. 예를 들어, 매칭 프로세스는 이하의 시퀀스를 사용하는데,

여기서 CMR(n)은 매칭되지 않은 이전의 소스 비교에서의 데이터 요소의 이름 또는 기술로부터 선택된 용어로

CMR을 갱신하는 n번째 반복이다.

 소스1을 CMR(0)과 비교한다[0028]

 CMR(1)을 생성하는 CMR(0)에 매칭되지 않는 모든 소스1 용어를 추가한다[0029]

 소스2를 CMR(1)과 비교한다[0030]

 CMR(2)을 생성하는 CMR(1)에 매칭되지 않는 모든 소스2 용어를 추가한다[0031]

 소스3을 CMR(2)와 비교한다[0032]

 이하 마찬가지[0033]
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실행 모듈(112)에 의해 수행되는 매칭 프로세스의 일례에서, 프로세스는 데이터 요소로부터 추출된 용어를 정규[0034]

화, 확장 및 클리징해서 표준 형태로 하고, 데이터 요소 내의 메타데이터에 의해 정의된 속성의 이름에 대응하

는 용어와 해당 속성의 기술에 대응하는 용어를 식별함으로써 개시한다. 클린징(cleansing)은 소정의 구두점(예

를 들어, 밑줄, 대시 기호)을 선택적으로 필터링하는 과정, 격을 변환(예를 들어, 소문자로)하는 과정, 및 여분

공백을 제거하는 과정을 포함할 수 있다. 

표준 언어학의 "뉴슨스 단어"(nuisance words) 또는 "스톱 워드"(stop words)를 포함하는 미리 정해진 단어(예[0035]

를 들어, "a, also, and" 등)의 리스트가 이러한 용어로부터 제거될 수 있다. 일례로, 참조 정보(124)는 스톱

워드, 두문자어, 및 가명의 리스트를 포함하는 조사 파일을 포함할 수 있다. 예를 들어, 스톱 워드의 리스트를

포함하는 스톱 워드 조사 파일은 클린징에 도움을 주는 데에 사용될 수 있다. 사용자는 조사 파일을 수정함으로

써 이러한 리스트로부터 단어를 추가 또는 제거할 수 있다. 이 프로세스는 약자 및 두문자어를 완전한 단어로

된 구로 확장하는 과정과 이름 또는 기술 내의 용어를 일반적인 가명으로 확장하는 과정을 포함한다. 두문자어

조사 파일을 이러한 프로세스에 도움을 주는 데에 사용될 수 있다. 이와 같이, 사용자는 인터페이스를 통해 두

문자어 조사 파일을 수정할 수 있다. 일례로, 인터페이스는 파일에 대한 임의의 변경의 승인 및 통지로 사용자

피드백을 요청하도록 하는 제어를 포함할 수 있다. 

일례로, 두문자어 조사 파일은 유사한 의미를 가질 수 있는 여러 단어를 지원하기 위해 용어 및 기술 내의 단어[0036]

에 대한 동의어를 포함할 수 있다. 예를 들어, "기관"을 나타내는 여러 영어 단어, 즉 "agency", "authority",

"bureau", "organization" 등은 특정의 용어 또는 기술과 관련해서 단어 "office"와 유사한 의미를 갖는다. 일

례로,  이러한 동의어는 용어 및 기술 내의 소정의 단어와 국제적으로 등가인 표현을 포함할 수 있다.  예를

들어, "리터"(liter)는 영어 단어 "litre"와 동의어가 될 수 있다. 또한, 동의어 조사 파일은 여러 데이터 소스

내의 단순히 "address"에 대응하는 하나의 데이터 소스 내의 "address1" 및 "address2" 등의 달리 부르는 단어

를 어드레싱하기 위한 지원을 제공할 수 있다. 또한, 용어 및 기술 내의 일부 단어는 단어들 간의 차이를 정규

화하기 위한 노력으로 이들의 스템 형태로 변환될 수 있다. 일례로, 이러한 변환은 접미사를 조정함으로써, 활

용,  시제 및/또는 복수형을 설명할 수 있다.  예를 들어,  "acquisition"은 "acquisit"로 변환될 수 있으며,

"parameters"는 "paramet"로 변환될 수 있다. 일례로, 클린징된 단어의 그룹이 이름에 대해 생성되고, 클린징된

단어의 그룹이 기술에 대해 생성된다. 

이 프로세스는 각각의 속성에 대해 "클래스 단어"(class word)를 판정하는 과정을 포함한다. 클래스 단어는 속[0037]

성에 의해 기술된 데이터의 일부의 내용 및 역할을 정의하는 단어이다. 클래스 단어의 예로는, amount, code,

date,  time,  date-time,  class,  description,  identifier,  image,  indicator,  name,  address,  number,

quantity, percent, rate, sound, 및 text 등이 있다. 소정의 속성에 대하여 클래스 단어를 판정하기 위해, 속

성 이름 내의 용어가 오른쪽에서 왼쪽으로 스캐닝되어 미리 정해진 일련의 클래스 단어 중의 하나에 대한 제1

매치를 식별할 수 있다. 예를 들어, 속성 이름 "start date"에 대응하는 클래스 단어는 "date"이다. 일부 클래

스 단어는, 반드시 판정된 클래스 단어에 대한 매치(예를 들어, 속성 이름 "title"은, 속성 기술에 출현하는 용

어에 따라, 클래스 단어 "text", "indicator" 또는 "name"에 대응할 수 있음)를 필요로 하지 않고도, 이름 및/

또는 기술에 출현하는 단어에 기초하여 정해진다. 

소스 내의 용어 및 기술과 CMR 내의 용어 및 기술 간의 유사성의 계산은, 이하에 설명하는 수정된 TF-IDF 프로[0038]

세스에 의해 수행될 수 있다. "TF-IDF"(Term Frequency-Inverse Document Frequency) 가중치는 속성 이름 또는

기술 내에 출현하는 용어 내의 단어가 소정의 데이터 요소에 대해 그리고 데이터 요소의 소스에 대해 얼마나 중

요한지를 평가하기 위해 사용되는 통계적 측정치이다. 단어의 중요도는 데이터 요소 내에 출현하는 단어(예를

들어, 이름 및 기술을 포함)의 횟수에 비례해서 증가한다. 그러나, 단어의 중요도는 CMR 내에 표현된 속성 내의

단어의 빈도에 의해 오프셋된다. 

TF-IDF 가중치는 CMR 내에 매우 빈번하게 나타나는 단어의 가중치를 감소시키고 거의 나타나지 않는 단어의 가[0039]

중치를 증가시킨다. 예를 들어, 데이터 사전 용어 내의 상용어인 단어 "code"를 고려한다. 단어 "code"가 소스

및 타겟 용어에서 나타난다면, "code"가 일반적인 문자열이기 때문에, 출현 간의 매치는 적절하게 설명되지 않

을 것이다. 그러나, "disputed"라는 용어가 소스 및 타겟 용어에 모두 포함되어 있으면, 용어들 간의 매치가 더

잘 설명되고, 따라서 이들 용어에 있는 "disputed"라는 단어는 2개의 용어 간의 매치를 용이하게 한다. 

일련의 문서 D(예를 들어, 소스 내의 일련의 데이터 요소를 나타냄)의 "document" d(예를 들어, 대표적인 용어[0040]

가 들어간 데이터 요소의 적어도 일부를 나타냄)에 대한 가중치 벡터는, 
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이다. [0041]

여기서, 이고,[0042]

는 문서 d 내의 용어 t의 용어 빈도(로컬 파라미터)이고,[0043]

는 역 문서 빈도(글로벌 파라미터)이다.[0044]

| D | 는 문서 세트 내의 문서의 총 개수이고, 는 용어 t를 포함하는 문서의 개수이다. [0045]

일례로, 속성 이름 및 기술은 8개의 단어를 포함하고, 단어 "branch"는 2번 출현한다. "branch"에 대한 용어 빈[0046]

도(TF)는 0.25(8번에 2 단어)이다. CMR에서, 3,300개 이하의 속성이 있으며, "branch"는 이들 중 12번 출현한

다. 이어서, 역 문서 빈도(IDF: inverse document frequency)는 ln(3,300/12)=5.61로 계산된다. TF-IDF 가중치

는 이들 수량의 곱, 즉 0.25*5.61=1.4이다. 다른 예에서, 속성 이름 및 기술은 8개의 단어를 포함하며, "code"

란 단어는 1번 출현한다. "code"에 대한 TF는 0.125(8번 중 1번)이다. CMR에는, 3,300개 이하의 속성이 있으며,

"code"는 이들 중 900 내에 출현한다. 이어서, IDF는 in(3,300/900)=1.99로서 계산된다. TF-IDF 가중치는 이들

수량의 곱, 0.125*1.99=0.16이다. 따라서, 이들 예에서, 1.4의 가중치를 갖는 단어 "branch"는 가중치 0.16을

가진 단어 "code"보다 중요할 가능성이 높다. 

일례로, 용어와 기술 간의 유사도는 정규화되는 절대 수치가 될 수 있기 때문에, 예를 들어 0 내지 1의 범위가[0047]

된다. 이와 같이, 각각의 소스 용어에 대하여, 

수정된 TF-IDF 방식에 기초한 매칭 계산의 결과는 속성의 대응하는 소스 기술에 가장 잘 매치하는 N개의 CMR 및[0048]

속성의 이름 내의 소스 용어와 가장 잘 매치하는 N개의 CMR 용어의 세트가 될 수 있다. 개수 N은 매칭 시스템에

대한 입력 파라미터가 될 수 있다. 일례로, N의 값으로서 3이 사용될 수 있다.

매칭 프로세스는 가장 높은 가중치를 가진 데이터 요소의 단어에 매치하도록 매치를 수행할 때의 단어의 TF-IDF[0049]

가중치를 고려할 수 있다. 이러한 매칭 프로세스는 단어가 CMR의 속성으로부터 추출된 이름 또는 기술 매치 단

어 내의 용어로부터 추출된 경우를 판정하기 위한 다양한 매칭 기술 중의 임의의 것을 사용할 수 있다. 예를 들

어, "MANAGING AN ARCHIVE FOR APPROXIMATE STRING MATCHING"란 명칭의 미국 공개 번호 2009/0182728에는 적절

한 스트림 매칭을 위한 기술을 설명하고 있으며, 그 전체 내용을 본원에 참조에 의해 원용한다. 

매칭 프로세스의 출력은 이들 데이터 요소가 매치되는 CMR 내의 각각의 속성과 관련된 데이터 요소의 리스트를[0050]

포함한다. 일례로, 매치는 이름과 기술 내의 매칭 단어에 대응한다. 출력은 매칭되는 이름과 기술 내의 단어를

임의로 포함할 수 있으며, 이름이나 기술이 매칭되지 않는 데이터 요소의 리스트를 포함할 수 있다. 

각각의 매치와 관련해서, 실행 모듈(112)은 매치의 품질을 특징화하는 등급을 포함하는 설명 정보, 등급이 취득[0051]

된 방식(예를 들어, 규칙 실행)의 설명, 및 매치가 생긴 이유에 대한 설명을 기억할 수 있다. 등급은 데이터 요

소 이름에 대해 클린징된 단어와 표준 속성 이름에 대해 클린징된 단어 간의 "이름 매치", 데이터 요소 기술에

대해 클린징된 단어와 표준 속성 기술에 대해 클린징된 단어 간의 "기술 매치", 및 데이터 요소와 관련된 클래

스 단어와 표준 속성과 관련된 클래스 단어 간의 "클래스 단어 매치"에 기초하여 판정될 수 있다. 이러한 매치

에 대한 메트릭은 매치가 얼마나 유사한가(예를 들어, 거리 측정과 관련해서)를 나타낼 수 있다. 

예를 들어, 등급 "AA"는 정확한 이름 매치(예를 들어, 적어도 하나의 클린징된 단어가 정확하게 매치), 높은 기[0052]

술 매치(예를 들어, 클린징된 단어 간의 매치에 대해 매트릭 > 75%), 및 동일한 클래스 단어가 있었는지를 판정

하는 규칙에 기초하여 할당될 수 있다. 등급 "AB"는 높은 이름 매치(예를 들어, 클린징된 단어 간의 매치에 대

해 메트릭 > 95%), 높은 기술 매치(예를 들어, 클린징된 단어 간의 매치에 대해 메트릭 > 70%), 및 동일한 클래

스 단어가 있었는지에 대해 판정하는 규칙에 기초하여 할당될 수 있다. 클래스 단어가 동일하지 않으면, 등급은

일반적으로 더 낮게 설정되는데(예를 들어, "DA"급 이하), 데이터 요소에 의해 기술된 데이터가 나타내는 것에
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서의 의미 있는 차이가 있을 가능성이 있기 때문이다. 

실행 환경(104)은 사용자(124)가 관련 등급 등의 정보에 기초하여 매치를 리뷰 및 허가하기 위해 매칭 프로세스[0053]

의 출력과 상호작용하도록 하는 사용자 인터페이스를 포함한다. 이 사용자 인터페이스는 표준 속성 또는 다른

데이터 요소 내의 용어에 매칭되는 이름 및/또는 기술 내의 용어를 포함하는 데이터 요소의 리스트를 포함할 수

있으며, 이 리스트는 소스 내의 원본 데이터 요소 또는 원본 데이터 요소의 복제물에의 링크를 포함할 수 있다.

일례로, 매치는 사용자 입력을 필요로 하지 않고도, 임계치에 대한 등급의 비교에 기초하여 허가된다. 매칭되지

않은 데이터 요소는 사용자 입력에 기초하여 참조 정보(124)를 갱신하는 데에 리뷰 및 사용될 수 있다. 예를 들

어, 사용자는 두문자어의 확장을 포함하는 참조 또는 동의어를 포함하는 참조에 추가하기 위한 확장되지 않은

두문자어 또는 기술의 용어를 리뷰할 수 있다. 

도 2는 소스(102)로부터 메타데이터를 전처리하고 메타데이터에 대해 매칭을 실행하기 위한 과정(200)에 대한[0054]

플로차트를 나타낸다. 이 과정(200)은 다수의 소스(102)의 각각에 대한 명세를 데이터 기억 시스템(116)에 기억

하는 과정(202)을 포함하는데, 각각의 명세는 대응하는 소스의 하나 이상의 데이터 요소를 식별하는 정보를 포

함한다. 이 과정(200)은 소스로부터의 데이터 요소를, 데이터 기억 시스템(116)에 접속된 실행 환경(104)을 제

공하는 데이터 처리 시스템 내에서 처리하는 과정을 포함한다. 이 처리 과정은 기억된 명세 중의 대응하는 하나

에 기초하여 각 소스에 대한 규칙 세트를 생성하는 과정(204)과,  여러 소스의 데이터 요소를 매칭하는 과정

(206)과, 제1 소스에 대해 생성된 규칙 세트와 제2 소스에 대해 생성된 규칙 세트에 따라 제1 소스의 제1 데이

터 요소와 제2 소스의 제2 데이터 요소 간의 소정의 매치를 특징화하는 품질 메트릭(예를 들어, 등급)을 판정하

는 과정(208)을 포함한다. 소스를 처리한 후, 판정된 매치를 식별하는 결과를 저장한다(210). 소스가 추가됨에

따라, 이 과정(200)은 반복해서 추가의 소스를 처리할 수 있다. 

도 3은 소스(예를 들어, 소스 데이터 사전)가 CMR(예를 들어, 기업 사전)에 대해 매치되는 데이터 처리 시스템[0055]

(예를 들어, 도 1의 시스템(100))에 의해 수행되는 자동화 매칭 프로세스의 단계를 나타낸다. 예를 들어, CMR은

일정 기간 동안 다양한 소스로부터 컴파일될 수 있다. 

준비 단계(310) 동안, 소스 데이터 사전 내의 정보는 상기 설명한 메타데이터 처리 기술에 호환가능한 포맷으로[0056]

변환될 수 있다. 예를 들어, 전처리 모듈(106, 도 1 참조)은 이 단계에서 소스 데이터 구조를 공통의 레코드 포

맷에 매핑하는 데에 사용된다. 

준비 단계(310)의 예에서, 시스템은 특정 소스에 대한 데이터 구조를 생성하고 대응하는 소스 데이터 사전을 등[0057]

록 형태로 등록하기 위해 사용자로부터의 입력을 허가할 수 있다. 이어서, 등록 형태가 판독될 수 있으며, 소스

데이터 사전은 매칭 시스템과 호환가능한 포맷으로 변환될 수 있다. 예를 들어, 그래프 기반의 시스템에서, "메

타데이터 생성"(Generate Metadata) 데이터플로우 그래프는 소스 데이터 사전을 로딩하기 위해 실행될 수 있다.

그래프는 등록 형태를 판독하고 매칭 프로세스에서 사용되는 메타데이터를 생성할 수 있다. 일례로, 그래프는

추가의 데이터플로우 그래프를 설정하기 위한 파라미터 세트와 소스 데이터 사전에 대응하는 비지니스 용어, 기

술, 두문자오 및 링크를 설정하기 위한 규칙 엔진을 설정하기 위한 규칙 파일을 생성할 수 있다. 메타데이터 및

파라미터 세트와 규칙 파일이 생성되면, 매칭 데이터플로우 그래프가 실행될 수 있다. 일례로, 하나 이상의 소

스 사전이 "Generate graph"를 통해 동시에 실행될 수 있다. 

파싱 단계(320)에서, 소스 사전 내의 용어는 개별 단어를 추출하도록 처리될 수 있다. 상기 클린징 프로세스와[0058]

관련해서 설명한 바와 같이, 구문적 의미가 없는 구두점이 이 용어로부터 제거될 수 있다. 일례로, "$", "%" 등

과 같은 특정의 문자가 용어 내에 남겨질 수 있는데, 이들은 구문적 의미를 가질 수 있기 때문이다. 일례로, 이

들 용어는 상기 설명한 바와 같은 클래스 단어로 분류될 수 있다. 

표준화 단계(330)에서, 용어 및 기술의 변동성이 감소될 수 있다. 이 단계에서, 용어 및 기술은 스톱 단어를 제[0059]

거하고, 약어를 확장하며, 가명을 매핑하도록 추가로 클린징될 수 있다. 승인 단계(340)에서, 소스 용어는 하나

이상의 매칭 기술을 사용하여 표준 용어와 매칭될 수 있다. 예를 들어, 상기 설명한 것과 같은 TF-IDF 가중치를

사용해서 용어 또는 기술 내의 단어가 데이터 요소의 소스에 대해 그리고 소정의 데이터 요소에 대해 얼마나 중

요한지를 평가할 수 있다. 일례로, "퍼지 매칭"(fuzzy matching) 기술을 사용해서 매칭 프로세스를 수행할 수

있다(예를 들어, 미국 공개 2009/0182728에 설명되어 있음, 본원에 참조에 의해 원용함).

가중치가 할당되었으면, 하나 이상의 사용자가 개발한 규칙을 사용해서 매치 단계(350) 동안 매치를 등급화할[0060]

수 있다. 예를 들어, 매치는 상기 설명한 바와 같이 등급화될 수 있다. 일례로, "A", "B", "C", 또는 "F" 등의

등급이 매치의 품질에 따라 매치에 할당될 수 있는데, "A"는 가장 높은 품질의 매치를 특정하는 등급이 될 수
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있으며, "F"는 가장 불량한 품질의 매치를 특정하는 등급이 될 수 있다. 마지막으로, 스코어 단계(360)에서, 사

용자는 매치에 할당된 등급에 기초해서 매치를 리뷰 및 허가할 수 있다. 일례로, 사용자는 CMR에 대한 새로운

표준 용어를 제안할 수 있다. 

도 4는 상기 설명한 매칭 기술을 구현하기 위한 그래프 기반의 방식의 예를 나타낸다. 매칭 그래프(400)는 소스[0061]

데이터가 매칭을 위한 준비가 되면, 상기 설명한 "Generate Metadata" 그래프에 의해 호출될 수 있다. 이와 같

이, 판독된 타겟 성분(402)과 판독된 소스 성분(404)은 대응하는 타겟 및 소스 파일(406, 408)을 판독함으로써

매칭 프로세스를 시작한다. 타겟 파일(406)은 CMR로부터 기술 및 CMR 용어를 포함할 수 있다. 이어서, 매핑 성

분(410, 412)은 타겟 및 소스 파일 내의 용어 및 기술에 대하여 타겟 및 소스 전용의 매핑 프로세스를 수행할

수 있다. 예를 들어, 소정 용어 및 기술의 다수의 예와 변형예가 매핑 성분(410, 412)에 의해 함께 매핑될 수

있다. 이와 같이, 이 프로세스는 소스 용어가 각각의 매치에 대한 매치 스코어를 다수의 타겟에 대해 매칭되도

록 함으로써, 워크플로우를 사용하는 사용자가 "최적의" 매치를 판정하기 위한 프로세스를 지원할 수 있도록 한

다. 

이어서, 상기 구체적으로 설명한 분류 프로세스를 사용하면, 분류 성분(414, 416)은 타겟 및 소스 파일(406,[0062]

408) 내의 용어 및 기술에 대한 클래스 단어를 판정할 수 있다. 일례로, 스트링 텍스트를 사용하는 매칭 용어가

계산적으로 느리게 될 수 있다. 이와 같이, 텍스트 용어는 수치 키(numeric key)로 변환, 즉 토큰화되고 매칭

프로세스의 속도를 크게 높일 수 있다. 예를 들어, 성분(415)은 이러한 변환을 소스 및 타겟 용어에 대해 수행

할 수 있다. 매칭의 결론으로서, 키는 다시 원본 텍스트 용어로 복호화될 수 있다. 일단 소스 및 타겟 용어 및

기술이 매핑 및 표준화되면, 매칭 서브그래프(418)는 타겟 내의 기술 및 용어 내의 단어와 소스 내의 기술 및

용어 내의 단어의 매칭을 수행한다. 소스 및 타겟 내에서 매치하는 단어에 대해, 매칭 서브그래프(418)는 매치

의 가장 근접도를 나타내는 수반하는 품질 메트릭에 의해 용어 또는 기술을 되돌릴 수 있다. 결합 성분(420)은

특정 용어 또는 기술의 원본 소스로부터 도출된 소스 속성 이름을 사용하여 결합을 수행할 수 있으며, 그 결과

를 매칭된 출력(422)으로서 출력할 수 있다. 

도 4의 그래프(400)의 출력(500)을 도 5에 나타낸다. 도시한 바와 같이, 소스 용어 "milestone identifier"(마[0063]

이스톤  식별자)(502)는  적어도  3개의  CMR  용어(또는  "최적의  매칭"의  임의의  사용가  지정한  수),  즉,

"milestone name"(마일스톤 이름), "milestone identifier"(마일스톤 식별자), 및 "milestone date"(마일스톤

날짜)(504)에 대응한다. 품질 메트릭(506)은 CMR 용어의 각각으로 소스 용어의 유사도의 정도를 정량화한다. 예

를 들어, 출력에서의 제2 항목 "milestone identifier"(마일스톤 식별자)에 대한 유사도 측정치는 1이며, 이 값

은 완벽한 매칭을 나타낸다. 일례로, 용어 "milestone identifier"(502)의 최적의 3개의 용어 매칭은 최적의 3

개의 기술 매치와 결합될 수 있으며, 9개의 용어/기술 통신이 소스 및 CMR 용어 간의 최적의 매치를 결정하기

위한 비지니스 규칙 세트로 전송될 수 있다. 

일례로, 비지니스 규칙은 상기 설명한 것과 같은 소스 및 CMR 용어에 대한 계산용 클래스 단어뿐만 아니라 용어[0064]

이름 및 기술 매치의 유사도에 기초할 수 있다. 일례로, 비지니스 규칙의 출력은 해당 매치에 대한 문자 등급일

뿐만 아니라 최적의 매치이다. 사용자는 문자 등급에 대응하도록 매치의 미리 정해진 품질을 설정할 수 있다.

또한, 사용자는 허가된 등급의 미리 정해진 범위를 특정할 수 있다. 예를 들어, 사용자는 등급 A에서 BC(또는 B

마이너스)에 대응하는 매치 품질만을 허가할 수 있다. 

도 6은 매칭 처리에서 사용되는 비지니스 규칙(600)의 예를 나타낸다. 트리거(602)는 비지니스 규칙(600)에 대[0065]

한 입력으로서 작용하고, 도시된 바와 같이 대응하는 출력(604)을 생성한다. 소스 및 CMR 용어 간의 이름의 유

사도 등의 유사도 측정치는 0 내지 1의 범위를 갖는 수치 값으로서 정량화될 수 있다. 이와 같이, 제1 비지니스

규칙(606)은 다음과 같이 번역될 수 있다. 소스 및 CMR 용어 간의 이름의 유사도가 0.95보다 크면, 소스 및 CMR

기술 간의 기술의 유사도는 0.70보다 크고, 2개의 용어의 이름은 동일하며, 2개의 용어에 대응하는 클래스 단어

는 동일하게 됨으로써, 2개의 용어 간의 매치 등급은 "AA"(또는 "A 플러스")가 된다. 일례로, 상기 비지니스 규

칙 중의 임의의 트리거(602)가 잘못 평가하게 되면, 제2 비지니스 규칙(608)이 판독되며,이것은 다음과 같은 상

태를 나타낸다. 소스 및 CMR 용어 간의 이름의 유사도가 0.95보다 크면, 소스 및 CMR 기술 간의 기술의 유사도

는 0.70보다 크고, 2개의 용어의 이름은 동일하지 않고, 2개의 용어에 대응하는 클래스 단어는 동일하게 됨으로

써, 2개의 용어 간의 매치 등급은 "AB"(또는 "A 마이너스")가 된다. 일례로, 비지니스 규칙(600)은 모든 입력

트리거가 유효하다고 평가되는 비지니스 규칙이 판독될 때까지 하나씩 판독된다. 사용자는 비지니스 규칙(600)

에 의해 트리거되는 최소 등급을 정의할 수 있다. 

일례로, 분석가는 테스트 데이터를 사용하여 비지니스 규칙(600)의 테스트 실행을 수행할 수 있다. 도 7은 테스[0066]
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트 실행의 예를 나타내는 스크린 샷(700)이다. 나타낸 바와 같이, 테스트 데이터 항목(702)의 각각에 대하여,

매치 등급(704)이 생성되고 분석가에게 표시된다. 도한, 유사도 스코어(706) 및 클래스 단어 매치(708)가 각각

의 항목(702)에 대응해서 표시된다. 분석가는 하이라이트된 테스트 항목(710)을 선택함으로써, 항목(710)에 대

한 많은 정보를 볼 수 있게 된다. 

도 8은 특정의 테스트 데이터 항목(예를 들어, 도 7의 항목(702))에 대해 어떤 규칙이 실행되었는지를 정확하게[0067]

나타내는 스크린 샷(800)의 예이다. 또한, 분석가는 비지니스 규칙(예를 들어, 도 6의 규칙(600) 중의 하나)가

몇 번이나 실행되었는지에 대한 정보를 볼 수 있다. 도시된 바와 같이, 일례로, 하나 이상의 그래픽 버튼(802)

을 사용하여 버튼(802)에 대응하는 트리거가 유효로 평가되었는지 여부를 나타낼 수 있다. 규칙 5에 대응하는

버튼이 모두 눌러져 있으면, 규칙 5는 특정의 테스트 데이터에 대해 실행된 것을 나타낸다. 또한, 각각의 규칙

이 실행된 횟수가 표시될 수 있다. 예를 들어, 규칙 1은 77번 실행되었고 규칙 5는 303번 실행되었다. 신속한

 "반복적 테스트, 수정 및 복귀"라고 부르는 이러한 방식은 매칭 규칙을 최적화하는 데에 사용될 수 있다. 분석

가는 부적절하게 매칭된 항목이 있는지를 체크하기 위해 이러한 인터페이스를 사용할 수 있다. 

도 9 내지 도 12는 사용자에게 메타데이터 정보를 표시하기 위한 메타데이터 인터페이스(900)의 예를 나타내는[0068]

스크린 샷이다. 일례로, 매칭 프로세스의 결과(예를 들어, 도 4의 매칭된 결과(422))가 인터페이스(900)에 포함

될 수 있다. 도 6에 나타낸 바와 같이, 인터페이스(900)는 메타데이터 레포지토리를 검색하기 위한 텍스트-필드

(902)를  제공할  수  있다.  용어는  계층적  그룹(예를  들어,  "Business"(904))  및  차일드  그룹(예를  들어,

"Baseline"(906))으로서 저장될 수 있다. 

도 10은 "Baseline"(906)에 속하는 용어 "허가 날짜"(acceptance date)의 상세한 내용을 표시하는 인터페이스[0069]

(900)를 나타낸다. 일례로, 사용자는 용어 "허가 레이트"(acceptance rate)(1002)에 대해 오른쪽 클릭을 할 수

있으며, 용어 "허가 레이트"(acceptance rate)(1002)에 관한 관계를 체크하도록 요청할 수 있다. 

도 11은 Baseline 용어 "허가 레이트"(acceptance rate)(1002)에 대한 매치의 도식적 표현(1102)을 나타낸다.[0070]

일례로, 매치의 소스에 관한 정보가 사용자에게 표시될 수 있다. 

도 12를 참조하면, 일례로, 매치에 대한 표 형식의 화면을 사용자가 이용할 수 있다. 인터페이스(900)는 승인된[0071]

매치만 표시되도록 구성될 수 있다. 사용자는 용어에 대한 펜딩 및/또는 거부된 매치를 포함하는 매치를 리뷰하

도록 "승인 워크플로우"(approval workflow) 탭(1202)을 사용할 수 있다. 

상기 설명한 메타데이터 처리 방식은 컴퓨터에서 실행되는 소프트웨어를 사용해서 구현될 수 있다. 일례로, 이[0072]

러한 프로세스는 매우 짧은 실행 기간 내에 많은 사전에 대한 매칭 프로세스를 자동화할 수 있다. 예를 들어,

소프트웨어는 하나 이상의 프로그램된 또는 프로그램가능한 컴퓨터 시스템(분산형, 클라이언트/서버형, 또는 그

리드 형 등의 다양한 구성이 가능함), 하나 이상의 입력 장치 또는 포트, 및 하나 이상의 출력 장치 및 포트에

서 실행되는 하나 이상의 컴퓨터 프로그램 내에 절차를 형성한다. 소프트웨어는 프로그램 중의 하나 이상의 모

듈을 형성할 수 있으며, 계산 그래프의 구성 및 설계에 관련된 다른 서비스를 제공할 수 있다. 그래프의 노드

및 요소는 데이터 판독가능 매체에 기억된 데이터 구조 또는 데이터 레포지토리 내에 기억된 데이터 모델에 부

합되는 다른 데이터 구조로서 구현될 수 있다. 

소프트웨어는 범용 또는 전용 프로그램가능한 컴퓨터에 의해 판독가능한 CD-ROM 등의 기억 매체에 제공되거나[0073]

네트워크의 통신 매체를 통해(전파 신호로 부호화된 상태로) 컴퓨터에 제공될 수 있다. 모든 기능은 전용의 컴

퓨터에서 수행되거나, 코프로세서 등의 전용 하드웨어를 사용하여 수행될 수 있다. 소프트웨어는 소프트웨어에

의해 특정된 계산의 여러 부분이 여러 컴퓨터에 의해 수행되는 분산형으로 구현될 수 있다. 이러한 컴퓨터 프로

그램은 범용 또는 전용의 프로그램가능한 컴퓨터에 의해 판독가능한 기억 매체 또는 기억 장치(예를 들어, 고체

메모리 또는 매체, 또는 자기나 광 매체)에 기억되거나 이에 다운로드되는 것이 바람직하며, 본원에 개시된 과

정을 수행하기 위해 컴퓨터 시스템에 의해 기억 매체 또는 장치가 판독될 때에 컴퓨터를 구성 및 동작시킨다.

본 발명의 시스템은 컴퓨터 프로그램에 의해 구성된, 컴퓨터로 판독가능한 기억 매체로서 구현되는 것으로 간주

될 수 있으며, 기억 매체는 본원에 개시된 기능을 수행하도록 특정 및 미리 정해진 방식으로 컴퓨터 시스템을

동작시키도록 구성된다. 

본 발명의 여러 실시예를 개시하였지만, 본 발명의 범위를 벗어남이 없이 다양한 많은 변형이 가능하다는 것을[0074]

알 수 있을 것이다. 예를 들어, 상기 설명한 단계 중의 일부는 순서에 의존하지 않으며, 개시된 것과 다른 순서

로 수행될 수 있다. 

상기 설명은 예시에 불과하며 본 발명의 범위를 제한하기 위한 것이 아니고, 청구범위에 의해서 정의된다는 것[0075]
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을 알 수 있을 것이다. 예를 들어, 상기 설명한 많은 기능 단계는 전체적인 처리에 실질적으로 영향을 주지 않

으면서 다른 순서로 수행될 수 있다. 다른 실시예도 청구범위의 기술적 범위 내에 포함된다. 

본 출원은 2010년 1월 13일에 출원된 미국출원 제61/294,663호에 대하여 우선권을 주장하며, 그 전체 내용을 본[0076]

원에 참조에 의해 원용한다.

도면
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도면2
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