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(54) Bezeichnung: Voice-Action-Systeme fiir Entwickler

(57) Hauptanspruch: Computersystem, umfassend:

das Empfang von Daten durch ein Voice-Action-System, die
eine neue Voice Action fiir eine Software-Anwendung spe-
zifizieren, die vom besagten Voice-Action-System verschie-
den ist, wobei die Daten eine oder mehrere Operationen zum
Ausflihren der neuen Voice Action und einen oder mehrere
Ausléserbegriffe zur Auslésung der neuen Voice Action um-
fassen.

das Erstellen einer kontextuellen Voice-Action-Absicht fir
die Software-Anwendung durch das Voice-Action-System
auf Grundlage von mindestens den empfangenen Daten,
wobei die kontextuelle Voice-Action-Absicht Daten umfasst,
die, wenn sie von der Software-Anwendung empfangen wer-
den, anfordern, dass die Software-Anwendung die eine oder
die mehreren Operationen der neuen Voice Action ausflhrt;
Verknipfung, durch das Voice-Action-System, der kontextu-
ellen Voice-Action-Absicht mit dem einen oder den mehre-
ren Ausldserbegriffen fir die neue Voice Action;

wobei das Voice-Action-System dazu konfiguriert ist:

eine Angabe einer Benutzeraufierung, die von einem Gerat
erhalten wurde, auf dem die Software-Anwendung installiert
ist, zu empfangen,

festzustellen, dass eine Transkription der Benutzerdufle-
rung dem einen oder den mehreren Ausléserbegriffen ent-
spricht, die mit der kontextuellen Voice-Action-Absicht ver-
knUpft sind; und

dem Geréat die kontextuelle Voice-Action-Absicht bereitzu-
stellen, in Reaktion auf das Feststellen, und dadurch anzu-
fordern, dass die auf dem Gerét installierte Software-Anwen-
dung die eine oder die mehreren Operationen der neuen
Voice Action ausfiihrt. 100
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Beschreibung
SACHGEBIET

[0001] Diese Spezifikation bezieht sich auf Voice
Actions, und eine bestimmte Implementierung be-
Zieht sich auf die Konfiguration von Voice Actions.

ALLGEMEINER STAND DER TECHNIK

[0002] Eine Aufgabe in einer Anwendung kann eine
oder mehrere in definierte Aktivitadten in Software be-
inhalten, mit der ein Benutzer interagiert, um eine be-
stimmte Arbeit auszufthren. Aktivitat ist eine Katego-
rie, die den Lebenszyklus der Ausflihrung der Aufga-
be steuert, so dass die verschiedenen Aktivitaten, die
innerhalb der Aufgabe ausgeubt werden, dem Benut-
zer gestatten, die Arbeit auszufuhren. In einigen Im-
plementierungen kann ein Befehl mit einer Aktivitat
oder einer mit einer Aktivitat verbundenen Aktion ver-
knlpft sein, so dass eine Benutzereingabe des Be-
fehls die Aktivitat oder die Aktion auslésen kann. Eine
spezifische Absicht kann ausgeldst werden, um den
Beginn der Aktivitdt oder der Ausflhrung der Aktion
auszuldsen.

KURZDARSTELLUNG

[0003] Diese Spezifikation beschreibt eine Platt-
form, die es einem Anwendungsentwickler erlaubt,
neue Voice Actions fir zuvor installierte Software-
Anwendungen auszurollen. Im Allgemeinen kann der
Anwendungsentwickler unter Nutzung der Plattform
Informationen eingeben, die die neue Voice Action
definieren, wobei die Information die Anwendung
spezifiziert, eine Aktion, die die neue Voice Action
ausldsen soll, einen Ausléserbegriff zum Auslésen
der Aktion und einen Kontext, in dem der Ausldser-
begriff anwendbar sein soll, um die Aktion in der An-
wendung auszulésen.

[0004] Der vom Anwendungsentwickler eingegebe-
ne Kontext kann einen Benutzergeratestatus spezifi-
zieren, in dem die Voice Action anwendbar sein soll,
um die Aktion in der Anwendung auszuldésen. Ein
Geratestatus kann beispielsweise beinhalten, welche
Anwendung(en) im Vordergrund (d. h. gegenwartig
auf der Benutzeroberfldche des Gerats aktiv) oder im
Hintergrund (d. h. gegenwaértig auf der Benutzerober-
flache des Gerats versteckt) lauft/laufen, oder kann
spezifische Information zu Anwendungen beinhalten,
wie beispielsweise die gegenwartig laufenden Aktivi-
taten, den Status laufender Aktivitdten und so weiter.

[0005] Wenn der Anwendungsentwickler Informatio-
nen eingibt, die die neue Voice Action definieren,
kann der Dienst oder das Werkzeug die Information,
die die neue Voice Action definiert, validieren um fest-
zustellen, ob die neue Voice Action mit der Anwen-
dung kompatibel ist oder um auf andere Art festzu-
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stellen, ob die neue Voice Action implementiert wer-
den kann. Wenn die neue Voice Action gultig ist,
kann eine neue Instanz einer passiven Datenstruktur,
die Absicht genannt wird und ein spezifisches For-
mat besitzt, fir die Voice Action durch Einfligung der
Information, die die neue Voice Action definiert, er-
stellt werden. Die Absicht kann einen Teil oder die
gesamte Information, die die neue Voice Action de-
finiert, spezifizieren, wie beispielsweise die Anwen-
dung, den Ausldserbegriff, die Aktivitdt oder Aktion,
die auf die Erkennung des Ausldserbegriffs hin aus-
geldst werden soll, sowie den nétigen Kontext flr die
Auslésung der Aktivitdt oder Aktion durch den Aus-
I6serbegriff. Die Voice Action kann dann so fur die
Anwendung ausgerollt werden, dass die Voice Ac-
tion eine freigegebene Voice Action fiir die Anwen-
dung wird, ohne dass weitere Anderungen am An-
wendungscode vorgenommen werden, um die Voice
Action zu unterstltzen.

[0006] Sobald die Voice Action ausgerollt ist, kann
ein Benutzer, der ein Benutzergerat bedient, eine
Spracheingabe vornehmen. Das Benutzergerat kann
Kontextinformation flr das Benutzergerat Ubermit-
teln, und die Kontextinformation und eine Transkrip-
tion der Spracheingabe kénnen genutzt werden, um
eine Absicht zu identifizieren und die identifizierte Ab-
sicht auszuldésen. Sobald die Absicht ausgel6st wird,
werden Daten zur Ausflhrung der Aktivitat oder Ak-
tion bestimmt und an das Benutzergerat Gbertragen,
um die Aktivitdt oder Aktion auf die Spracheingabe
hin auszufiihren.

[0007] Ein Anwendungsentwickler einer Mediaplay-
er-Anwendung kann beispielsweise eine neue Voice
Action zum Springen zu einem nachsten Lied defi-
nieren, die den Ausldserbegriff ,play next® enthalt.
Der Anwendungsentwickler kann einen Kontext spe-
zifizieren, in dem die Voice Action ,play next® frei-
gegeben sein soll. Der Anwendungsentwickler kann
beispielsweise spezifizieren, dass die Voice Action
splay next den Mediaplayer nur dann dazu bringen
soll, zum nachsten Lied zu springen, wenn die Medi-
aplayer-Anwendung im Vordergrund lauft und sich in
einem Modus befindet, der die Mediaplayer-Anwen-
dung dazu veranlasst, als Audioplayer zu funktionie-
ren. Nachdem die Voice Action vom Anwendungs-
entwickler ausgerollt wurde, kénnte ein Benutzer, der
zuvor die Mediaplayer-Anwendung auf seinem Be-
nutzergerat installiert hat, die Spracheingabe ,play
next“ vornehmen. Das Benutzergerat kann Kontextin-
formation Ubermitteln, die einen Status des Benutzer-
gerats oder von auf dem Benutzergerat installierten
Anwendungen angibt, wie beispielsweise Kontextin-
formation, die angibt, dass die Mediaplayer-Anwen-
dung im Vordergrund lauft und sich im Audioplay-
er-Modus befindet. Auf den Empfang der Sprachein-
gabe ,play next“ und der Information, die den Kon-
text spezifiziert, hin, kénnen Daten an das Benut-
zergerat Ubertragen werden, die die Mediaplayer-An-
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wendung dazu bringen, zum néchsten Lied zu sprin-
gen. Wenn im Gegensatz dazu die Spracheingabe
als ,play next* bestimmt wird, die Kontextinformati-
on aber anzeigt, dass eine Anwendung eines sozia-
len Netzwerks statt der Mediaplayer-Anwendung im
Vordergrund des Benutzergeréats lauft, ist es moglich,
dass die Spracheingabe ,play next” keinen Effekt hat,
oder dazu fuhrt, dass auf dem Benutzergerat eine an-
dere Operation ausgefihrt wird.

[0008] Innovative Aspekte des in dieser Spezifika-
tion beschriebenen Gegenstands kénnen in compu-
terimplementierten Systemen ausgefihrt sein, die die
folgenden Aktionen beinhalten: Empfang von Daten
Uber ein Voice-Action-System, die eine neue Voice
Action fur eine Software-Anwendung spezifizieren,
die vom besagten Voice-Action-System verschieden
ist, wobei die Daten eine oder mehrere Operatio-
nen zur Ausfuhrung der neuen Voice Action sowie
einen oder mehrere Ausltserbegriffe zur Auslésung
der neuen Voice Action umfassen, Erstellung einer
kontextuellen Voice-Action-Absicht fiir die Software-
Anwendung durch das Voice-Action-System, die zu-
mindest auf den empfangenen Daten beruht, wo-
bei die kontextuelle Voice-Action-Absicht Daten um-
fasst, die, wenn sie von der Software-Anwendung
empfangen werden, anfordern, dass die Software-
Anwendung die eine oder die mehreren Operatio-
nen der neuen Voice Action ausfuhrt, Verknipfung
der kontextuellen Voice-Action-Absicht mit dem ei-
nen oder den mehreren Ausldserbegriffen fir die
neue Voice Action durch das Voice-Action-System,
wobei das Voice-Action-System dazu konfiguriert ist:
eine Angabe der BenutzerduBerung zu empfangen,
die von einem Geréat erhalten wird, auf dem die Soft-
ware-Anwendung installiert ist, festzustellen, dass
eine Transkription der BenutzeraufRerung dem ei-
nen oder den mehreren Ausldserbegriffen entspricht,
die mit der kontextuellen Voice-Action-Absicht ver-
knupft sind und, auf die Feststellung hin, dem Gerat
die kontextuelle Voice-Action-Absicht bereitzustellen
und dadurch anzufordern, dass die Software-Anwen-
dung, die auf dem Gerét installiert ist, die eine oder
die mehreren Operationen der neuen Voice-Action
ausfuhrt.

[0009] Diese und andere Ausfilhrungsformen koén-
nen jeweils optional eine oder mehrere der folgenden
Funktionen beinhalten. In verschiedenen Beispielen
spezifizieren die empfangenen Daten einen Kontext,
wobei der Kontext einen Geratestatus oder einen Sta-
tus der Software-Anwendung spezifiziert, bei deren
Vorliegen die neue Voice Action freigegeben ist; der
Kontext spezifiziert, dass die Software-Anwendung
im Vordergrund eines Geréats lauft, auf dem die Soft-
ware-Anwendung installiert ist; der Kontext spezifi-
Ziert, dass die Software-Anwendung im Hintergrund
eines Gerats lauft, auf dem die Software-Anwendung
installiert ist; der Kontext spezifiziert, dass die Soft-
ware-Anwendung eine spezifische Aktivitat ausfihrt;
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der Kontext spezifiziert, dass eine von der Software-
Anwendung ausgeflhrte spezifische Aktivitat sich in
einem bestimmten Aktivitatszustand befindet.

[0010] In anderen Beispielen kénnen diese und an-
dere Ausfiihrungsformen jeweils optional Funktionen
enthalten, umfassend: Verknipfung der kontextuel-
len Voice-Action-Absicht mit dem Kontext fir die
neue Voice Action, Empfang von Kontextinformati-
on durch das Voice-Action-System, die einen Sta-
tus eines bestimmten Gerats, auf dem die Software-
Anwendung installiert ist, oder der Software-Anwen-
dung, die auf dem bestimmten Gerat installiert ist,
angibt, Feststellung, dass die Kontextinformation die
Kontextanforderungen fur die neue Voice Action er-
fullt, und auf die Feststellung hin, dass eine Tran-
skription einer vom bestimmten Gerét erhaltenen Be-
nutzerauferung dem einen oder den mehreren Aus-
I6serbegriffen entspricht, die mit der kontextuellen
Voice-Action-Absicht verknlpft sind, und dass die
Kontextinformation die Kontextanforderungen erfillt,
die mit der kontextuellen Voice-Action-Absicht ver-
knlpft sind, Bereitstellung der kontextuellen Voice-
Action-Absicht durch das Voice-Action-System an
das bestimmte Geréat, und dadurch die Anfrage, dass
die Software-Anwendung, die auf dem bestimmten
Geratinstalliert ist, die eine oder die mehreren Opera-
tionen der neuen Voice Action ausfiihrt; Empfang der
Kontextinformation, die den Status des bestimmten
Geréats oder der Software-Anwendung, die auf dem
bestimmten Geréat installiert ist, angibt, umfasst: Stel-
lung einer Anfrage nach bestimmter Kontextinforma-
tion durch das Voice-Action-System an das bestimm-
te Gerat und Empfang der bestimmten Kontextinfor-
mation auf die Anfrage hin.

[0011] In weiteren Beispielen kénnen diese und an-
dere Ausfihrungsformen jeweils eine oder mehre-
re Funktionen beinhalten, umfassend: Feststellung,
dass die Kontextinformation die Kontextanforderun-
gen fur eine zweite Voice Action erfillt, und dass ei-
ne Transkription einer vom bestimmten Gerat erhal-
tenen Benutzerduflerung dem einen oder den meh-
reren Ausldéserbegriffen entspricht, die mit einer Ab-
sicht flir die zweite Voice Action verknlpft sind, wobei
die Absicht fiir die zweite Voice Action eine oder meh-
rere Operationen zur Ausfiihrung der zweiten Voice
Action spezifiziert, auf die Feststellung hin, Auswahl
einer Voice Action zwischen der neuen Voice Action
und der zweiten Voice Action und Bereitstellung der
Absicht, die mit der ausgewahlten Voice Action ver-
knUpftist, durch das Voice-Action-System an das be-
stimmte Gerat und dadurch die Anfrage, dass die
Software-Anwendung, die auf dem bestimmten Ge-
rat installiert ist, die eine oder die mehreren Opera-
tionen der ausgewéahlten Voice Action ausfihrt, Aus-
wahl der ausgewahlten Voice Action zwischen der
neuen Voice Action und der zweiten Voice Action um-
fasst die Auswahl der ausgewahlten Voice Action auf
den Empfang von Daten hin, die eine Benutzeraus-
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wahl zwischen der neuen Voice Action und der zwei-
ten Voice Action angeben; die Auswahl der ausge-
wahlten Voice Action zwischen der neuen Voice Ac-
tion und der zweiten Voice Action umfasst: Zuwei-
sung eines Werts fir sowohl die neue Voice Action
als auch die zweite Voice Action und die Auswahl der
ausgewahlten Voice Action zumindest auf Grundlage
des Werts, der jeweils der neuen Voice Action und
der zweiten Voice Action zugewiesen wurde; die Aus-
wahl der ausgewahlten Voice Action zwischen der
neuen Voice Action und der zweiten Voice Action um-
fasst die Auswahl der ausgewahlten Voice Action auf
die Feststellung hin, dass die Software-Anwendung,
die mit der ausgewahlten Voice Action verknlpft ist,
im Vordergrund lauft.

[0012] In anderen Beispielen kdnnen diese und an-
dere Ausfuhrungsformen jeweils eine oder mehre-
re Funktionen beinhalten, umfassend: Erstellung der
kontextuellen Voice-Action-Absicht fir die die Soft-
ware-Anwendung umfasst die Feststellung, dass die
eine oder die mehreren Operationen der neuen
Voice Action von der Software-Anwendung ausfuhr-
bar sind; Feststellung, dass eine Transkription einer
BenutzerduRerung, die von einem bestimmten Gerat
erhalten wird, auf dem die Software-Anwendung in-
stalliert ist, Ahnlichkeit mit dem einen oder den meh-
reren Ausldserbegriffen aufweist, die mit der kon-
textuellen Voice-Action-Absicht verknlpft sind, auf
die Feststellung hin, Bereitstellung von Daten durch
das Voice-Action-System an das bestimmte Gerat,
die eine Anfrage nach Benutzereingaben angeben,
die bestatigen, ob die BenutzerduRerung den einen
oder die mehreren Ausloserbegriffe spezifiziert ha-
ben oder das Ziel hatten, die Software-Anwendung
dazu zu veranlassen, die neue Voice Action aus-
zufthren, auf die Anfrage hin, Empfang, durch das
Voice-Action-System vom bestimmten Gerat, von
Daten, die eine Bestatigung angeben und auf den
Empfang der Daten hin, die die Bestatigung ange-
ben, Bereitstellung, durch das Voice-Action-System
an das bestimmte Gerat, der kontextuellen Voice-Ac-
tion-Absicht, und dadurch die Anfrage, dass die Soft-
ware-Anwendung, die auf dem bestimmten Gerat in-
stalliert ist, die eine oder die mehreren Operationen
der neuen Voice Action ausfihrt.

[0013] In anderen Beispielen kdnnen diese und an-
dere Ausfiihrungsformen jeweils eine oder mehrere
Funktionen beinhalten, umfassend: Empfang, durch
das Voice-Action-System von einem mit der Soft-
ware-Anwendung verbundenen Entwickler, einer An-
frage, die neue Voice Action fir die Software-Anwen-
dung auszurollen, und auf die Anfrage hin, Ausrollen
der neuen Voice Action fur die Software-Anwendung
auf die Anfrage hin, wobei das Ausrollen der neuen
Voice Action fir die Software-Anwendung die neue
Voice Action fiir die Software-Anwendung aktiviert;
Empfang, durch das Voice-Action-System von einem
mit der Software-Anwendung verbundenen Entwick-
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ler, einer Anfrage, das Ausrollen der neuen Voice
Action fir die Software-Anwendung riickgangig zu
machen, und auf die Anfrage hin, Rickgangigma-
chen des Ausrollens der neuen Voice Action flr die
Software-Anwendung auf die Anfrage hin, wobei das
Ruckgéngigmachen des Ausrollens der neuen Voice
Action die neue Voice Action fiir die Software-Anwen-
dung deaktiviert.

[0014] In anderen Beispielen kdnnen diese und an-
dere Ausfiuihrungsformen jeweils eine oder mehrere
Funktionen beinhalten, umfassend: Empfang, durch
das Voice-Action-System von einem mit der Soft-
ware-Anwendung verbundenen Entwickler, einer An-
frage, eine Erprobung der neuen Voice Action frei-
zugeben, wobei die Anfrage ein oder mehrere Ge-
rate spezifiziert, flr die die neue Voice Action akti-
viert werden soll, und auf die Anfrage hin, Aktivierung
der neuen Voice Action fir das eine oder die mehre-
ren spezifizierten Geréate, wobei die neue Voice Ac-
tion fir Gerate, die nicht in den spezifizierten Gera-
ten enthalten sind, deaktiviert ist; Empfang, durch das
Voice-Action-System, einer Angabe einer Benutzer-
aufderung, die von einem bestimmten Gerat, auf dem
die Software-Anwendung installiert ist, erhalten wird,
Feststellung, durch das Voice-Action-System, dass
eine Transkription der BenutzerduRerung dem einen
oder den mehreren Ausldserbegriffen entspricht, die
mit der kontextuellen Voice-Action-Absicht verknipft
sind, und, auf die Feststellung hin, Bereitstellung,
durch das Voice-Action-System an das bestimmte
Gerat, der kontextuellen Voice-Action-Absicht, und
dadurch die Anfrage, dass die Software-Anwendung,
die auf dem bestimmten Gerét installiert ist, die eine
oder die mehreren Operationen der neuen Voice Ac-
tion ausfihrt.

[0015] Die Details einer oder mehrerer Ausfiihrungs-
formen des Gegenstands, der in dieser Spezifikation
beschrieben wird, werden in den beigeflgten Zeich-
nungen und in der nachstehenden Beschreibung dar-
gelegt. Andere Merkmale, Aspekte und Vorteile des
Gegenstands werden aus der Beschreibung, den
Zeichnungen und den Ansprichen deutlich.

KURZBESCHREIBUNG DER ZEICHNUNGEN

[0016] Fig. 1 zeigt ein beispielhaftes System flr ein
System und einen Dienst fir die Voice-Action-Ent-
wicklung.

[0017] Fig. 2 zeigt ein beispielhaftes System zur Er-
stellung neuer Voice Actions unter Nutzung eines
Systems und Dienstes flr die Voice-Action-Entwick-
lung.

[0018] Fig. 3 zeigt ein beispielhaftes System zur Nut-
zung von Voice Actions.
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[0019] Fig. 4 ist ein Flussdiagramm eines beispiel-
haften Prozesses, der mit einem System und Dienst
fur die Voice-Action-Entwicklung verknupft ist.

[0020] Gleiche Bezugszeichen in unterschiedlichen
Zeichnungen geben gleiche Elemente an.

DETAILLIERTE BESCHREIBUNG

[0021] Fig. 1 veranschaulicht ein Beispiel fir ein
Voice-Action-System 100. Voice-Action-System 100
bietet eine Plattform und einen Dienst, durch die ein
Anwendungsentwickler neue Voice Actions fur eine
Anwendung, die zuvor auf den Geraten anderer Be-
nutzer installiert worden ist, anlegen kann. Danach
kénnen Benutzer der Anwendung, die die Anwen-
dung auf ihren Geréten installiert haben, Sprachbe-
fehle nutzen, um die Anwendung dazu zu bringen,
eine spezifische Operation wie von der neuen Voice
Action spezifiziert auszufuhren.

[0022] Voice-Action-System 100 empfangt Daten
von den Terminals 102a-102n, die neue Voice Ac-
tions definieren, die von den Anwendungsentwick-
lern 101a-101n Ubermittelt werden, wobei die neu-
en Voice Actions fir eine oder mehrere verschie-
dene Anwendungen vorgesehen sind. Voice-Action-
System 100 kann feststellen, ob jede einzelnen neue
Voice Action eine giiltige Voice Action ist. Jede neue
Voice Action, die als giiltig bestimmt wird, kann einge-
fugt werden, um eine Absicht zu generieren, die der
neuen Voice Action entspricht, und die Absicht, die
der neuen Voice Action entspricht, kann in einer An-
wendungs-Voice-Action-Datenbank 110 des Voice-
Action-Systems 100 gespeichert werden.

[0023] Voice-Action-System 100 kann beispielswei-
se eine Validierungsengine besitzen, die die Daten,
die die neue Voice Action definieren, empfangt und
validiert. Die Validierung der Daten kann die Fest-
stellung beinhalten, dass das Format der Daten, die
die Voice Action definieren die Anforderungen er-
fullt, dass die neue Voice Action mit der spezifizier-
ten Anwendung kompatibel ist oder dass eine Voice
Action auf Grundlage der vom Anwendungsentwick-
ler 101a-101n empfangenen Daten angelegt werden
kann. Eine Kennzeichnungsengine des Voice-Action-
Systems 100 kann die validierten Daten empfangen,
die die neue Voice Action definieren und kann die Da-
ten einfliigen, um die der neuen Voice Action entspre-
chende Absicht zu erstellen. Die Absicht kann dann
in der Anwendungs-Voice-Action-Datenbank 110 ge-
speichert werden.

[0024] Die Anwendungs-Voice-Action-Datenbank
110 kann Voice Actions speichern, die Aktivitaten
oder Aktionen betreffen, die innerhalb zahlreicher
verschiedener Software-Anwendung ausgefihrt wer-
den koénnen. Die Voice Actions, die in der Anwen-
dungs-Voice-Action-Datenbank 110 enthalten sind,
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kénnen sowohl eingebaute Voice Actions beinhalten,
die von Anwendungsentwicklern 101a-101n wah-
rend der Erstellung der Anwendung eingefugt wur-
den, als auch Voice Actions, die von Anwendungs-
entwicklern 101a-101n nach der Erstellung der An-
wendung fur von der Anwendung unterstitzte Ope-
rationen eingefigt wurden.

[0025] Die Voice Actions kdnnen auch anwendungs-
spezifische Voice Actions beinhalten, die standard-
maRig vom Betriebssystem unterstitzt werden. Die-
se vorunterstutzten Voice Actions kdnnen Voice Ac-
tions sein, die in Anwendungen implementierbar sind,
ohne von einem Anwendungsentwickler 101a-101n
in das Voice-Action-System 100 eingefiigt werden zu
missen. Beispielsweise kann die Voice Action ,An-
wendung verlassen®, um eine im Vordergrund lau-
fende Aufgabe oder Aktivitat zu verlassen, fiir jedwe-
de Anwendung automatisch verfigbar sein und kann
fur jede Anwendung in der Anwendungs-Voice-Ac-
tion-Datenbank 110 enthalten sein, ohne dass ein An-
wendungsentwickler 101a-101n Information in das
Voice-Action-System 100 einfigen muss, um die
Voice Action ,Anwendung verlassen® zu definieren.

[0026] Zusatzlich zur Anwendungs-Voice-Action-
Datenbank 110, kann das Voice-Action-System
100 eine Betriebssystem(OS)-Voice-Action-Daten-
bank 120 beinhalten, die Voice Actions speichert,
die nicht mit einer bestimmten Anwendung oder ei-
nem bestimmten Kontext verkniipft sind. Eine Voice
Action ,Telefon sperren®, die ein Gerat in einen ge-
sperrten Zustand versetzt, kann beispielsweise ei-
ne Voice Action sein, die in der OS-Voice-Action-
Datenbank 120 als Voice Action spezifiziert ist, die
nicht mit einer bestimmten Anwendung verknipft ist
oder die universell zuganglich ist, d. h. unabhangig
vom Status eines Gerats, wenn die ,Gerat sperren®-
Voice-Action festgestellt wird. Im Allgemeinen sind
die in der OS-Voice-Action-Datenbank 120 gespei-
cherten Voice Actions Voice Actions, die nicht auf
Grundlage von Anwendungsentwicklern 101a-101n
definierten Voice-Actions erstellt werden, da die in
der OS-Voice-Action-Datenbank 120 gespeicherten
Voice Actions typisch fiir eine Betriebsumgebung ei-
nes Benutzergerats sind und nicht fiir irgendeine be-
stimmte Anwendung, die von dritten Anwendungs-
entwicklern 101a-101n erstellt wurde.

[0027] Voice-Action-System 100 gibt einem Benut-
zer 105, der sich im Besitz eines Benutzergerats 104
befindet, die Mdglichkeit, Spracheingaben an sei-
nem Benutzergerat 104 vorzunehmen, um die Aus-
fihrung von Aktionen durch das Benutzergerat 104
oder durch Anwendungen, die auf seinem Benutzer-
gerat 104 betrieben werden, auszulésen. Benutzer
105, der sich im Besitz eines Benutzergerats 104 be-
findet, betreibt beispielsweise eine Mediaplayer-An-
wendung auf seinem Benutzergerat 104 und nimmt
die Spracheingabe ,play next“ vor, wahrend der Me-
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diaplayer im Vordergrund des Benutzergerats 104
[&uft.

[0028] Audiodaten, die der Spracheingabe und der
Kontextinformation entsprechen, die einen Status
des Benutzergerats 104 spezifiziert, inklusive des
Status von Anwendungen, die auf dem Benutzer-
gerat 104 laufen, werden an das Voice-Action-Sys-
tem 100 Ubertragen. Insbesondere fir das gezeigte
Beispiel in Fig. 1, werden die Audiodaten, die der
Spracheingabe ,play next“ entsprechen, von einer
Spracherkennungsengine 130 des Voice-Action-Sys-
tems 100 empfangen, und die Kontextinformation,
die den Status des Benutzergerats 104 angibt, wird
von einer Kontextanalyse-Engine 140 des Voice-Ac-
tion-Systems 100 empfangen. Die Kontextinformati-
on kann angeben, dass die Mediaplayer-Anwendung
im Vordergrund des Benutzergerats 104 lauft, dass
die Mediaplayer-Anwendung sich derzeit im Audio-
player-Modus befindet, und kann andere Informatio-
nen zum Status des Benutzergerats 104 und von An-
wendungen, die auf dem Benutzergerat 104 installiert
sind, angeben.

[0029] Die Spracherkennungsengine 130 empfangt
die Audiodaten, die der Spracheingabe entspre-
chen, erstellt eine Transkription der Spracheingabe
und stellt die Transkription der Spracheingabe dem
Voice-Action-Selektor 150 bereit. Die Kontextanaly-
se-Engine 140 empfangt die Kontextinformation vom
Benutzergerat 104 und verarbeitet die Kontextinfor-
mation, um relevante Kontextinformation zu bestim-
men. Kontextanalyse-Engine 140 kann beispielswei-
se die Kontextinformation analysieren, um Anwen-
dungen, die auf dem Benutzergerat 104 installiert
sind, zu identifizieren, und Metadaten, die mit jeder
dieser Anwendungen verknipft sind, kdnnen verfiig-
bare Voice Actions fiir die Anwendung spezifizieren,
sowie Kontextinformation, die relevant fiir die Fest-
stellung ist, welche der Voice Actions fiir einen gege-
benen Geratestatus aktiviert werden kénnen. In eini-
gen Fallen kann die Kontextanalyse-Engine 140 auf
Grundlage der Analyse feststellen, dass zuséatzliche
Kontextinformation nétig ist um zu identifizieren, wel-
che Voice Actions fir einen bestimmten Status des
Benutzergerats 104 aktiviert sein sollten, wodurch
die Kontextanalyse-Engine 140 zusatzliche Kontext-
information vom Benutzergerat 104 anfordern kann.
Die Kontextanalyse-Engine 140 leitet die verarbeitete
Kontextinformation an den Voice-Action-Selektor 150
weiter.

[0030] Wie zum Beispiel in Fig. 1, kann die Sprach-
erkennungsengine 130 die Audiodaten empfangen,
die der Spracheingabe ,play next‘ entsprechen und
kann eine Transkription der Spracheingabe erhal-
ten. Die Kontextanalyse-Engine 140 empfangt Kon-
textinformation vom Benutzergerat 104, die angibt,
dass die Mediaplayer-Anwendung im Vordergrund
lauft, dass die Mediaplayer-Anwendung in einem Au-
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dioplayer-Modus lauft, und die andere Informationen
zum Benutzergerat 104 spezifiziert. Die Kontextin-
formation kann z. B. auch angeben, dass eine An-
wendung eines sozialen Netzwerks im Hintergrund
des Benutzergerats 104 |auft, und dass die Batte-
rieladung des Benutzergerats 104 derzeit 50% be-
tragt. Die Kontextanalyse-Engine 150 kann Informa-
tion erhalten, die angibt, dass auf dem Benutzerge-
rat 104 sowohl der Mediaplayer als auch Anwen-
dungen von sozialen Netzwerken installiert sind, und
kann auf Grundlage von Kontextinformation, die ei-
nen Batterieladestatus des Gerats angibt, bestim-
men, dass weder die Mediaplayer-Anwendung noch
die Anwendungen von sozialen Netzwerken Voice
Actions zulassen. Deshalb kann die Kontextanalyse-
Engine 140 die Kontextinformation filtern, um nur an-
zugeben, dass die Mediaplayer-Anwendung im Vor-
dergrund des Benutzergerats 104 |auft, dass die Me-
diaplayer-Anwendung sich in einem Audioplayer-Mo-
dus befindet und dass die Anwendung des sozialen
Netzwerks im Hintergrund des Benutzergerats 104
lauft. Die gefilterte Kontextinformation und die Tran-
skription der Spracheingabe ,play next“ kénnen dann
dem Voice-Action-Selektor 150 bereitgestellt werden.

[0031] Voice-Action-Selektor 150 empfangt die
Transkription der Spracheingabe von der Spracher-
kennungsengine 130 und einen Kontext von der Kon-
textanalyse-Engine 140, der verarbeitete Kontextin-
formation beinhaltet. Voice-Action-Selektor 150 nutzt
die Transkription und den Kontext, um eine bestimm-
te Absicht zu identifizieren, die mit einer bestimmten
Voice Action verknipft ist, die auf dem Benutzergerat
104 auszuldsen ist. Voice-Action-Selektor 150 kann
z. B. auf die Anwendungs-Voice-Action-Datenbank
110 und auf die OS-Voice-Action-Datenbank 120 zu-
greifen, um einen Satz von méglichen Voice Actions
zu identifizieren, die fir den gegenwartigen Kontext
des Benutzergerats 104 verfligbar sind. Die Identi-
fizierung des Satzes von moglichen Voice Actions,
kann die Identifizierung eines Satzes von Absichten
beinhalten, die in der Anwendungs-Voice-Action-Da-
tenbank 110 oder der OS-Voice-Action-Datenbank
120 gespeichert sind und die Kontexte spezifizieren,
die mit dem vom Voice-Action-Selektor 150 erhalte-
nen Kontext Ubereinstimmen.

[0032] Sobald der Satz von mdglichen Voice Ac-
tions, die fir den gegenwartigen Kontext verfiigbar
sind, identifiziert ist, kann der Voice-Action-Selektor
150 die Transkription der Spracheingabe mit einem
oder mehreren Auslésersatzen vergleichen, die je-
weils mit den verfiigbaren Voice Actions verknlpft
sind. Im Allgemeinen kann ein Ausldsersatz einen
oder mehrere Ausldserbegriffe beinhalten und ope-
riert als Kennung flr eine Voice Action, dergestalt
dass die Erkennung des einen oder der mehreren
Begriffe eines bestimmten Ausldsersatzes zur Iden-
tifizierung und Auslésung der Voice Action fihrt, die
dem bestimmten Auslésersatz entspricht. Voice-Ac-
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tion-Selektor 150 kann beispielsweise die Transkrip-
tion mit entsprechenden Auslésersatzen vergleichen,
die mit den Absichten der verfligbaren Voice Ac-
tions verknipft sind. Voice-Action-Selektor 150 iden-
tifiziert eine bestimmte Absicht fir eine bestimmte
Voice Action auf Grundlage der Feststellung, dass
die Transkription mit einem Ausldserbegriff iberein-
stimmt, der von der Absicht, die mit der bestimmten
Voice Action verknupft ist, spezifiziert wird.

[0033] Voice-Action-Selektor 150 kann z. B. die
Transkription der Spracheingabe ,play next“ und den
Kontext fir das Benutzergerat 104 empfangen und
kann den empfangenen Kontext dazu nutzen, mégli-
che Voice Actions zu identifizieren, die auf dem Be-
nutzergerat 104 initiierbar sind, d. h. Voice Actions,
die auf dem Benutzergerat 104 auf Grundlage des
gegenwartigen Status des Benutzergerats 104 initi-
iert werden kdnnen. Nach der Bestimmung des Sat-
zes von mdglichen Voice Actions fir den Kontext des
Benutzergerats 104 vergleicht der Voice-Action-Se-
lektor 150 die Transkription der Spracheingabe ,play
next‘ mit Auslésersatzen, die von den Absichten der
moglichen Voice Actions spezifiziert werden. Voice-
Action-Selektor 150 kann feststellen, dass die Tran-
skription ,play next mit dem Auslésersatz Gberein-
stimmt, der von der Absicht der ,play next“-Voice-Ac-
tion fir die Mediaplayer-Anwendung spezifiziert wird.

[0034] Eine Transkription wird aufgrund der Fest-
stellung, dass zumindest ein Teil der Transkription
mit einem oder mehreren Begriffen des Auslésersat-
zes Ubereinstimmt, als mit einem Auslésersatz tuber-
einstimmend identifiziert. Eine Ubereinstimmung zwi-
schen einer Transkription und einem Ausldsersatz
kann beispielsweise auf Grundlage dessen identifi-
ziert werden, dass jeder der Begriffe der Transkripti-
on mit jedem der Begriffe des Ausldsersatzes (iber-
einstimmen. In einigen Implementierungen kann ei-
ne Ubereinstimmung auf Grundlage der Feststellung
identifiziert werden, dass weniger als alle Begriffe der
Transkription mit Begriffen des Auslésersatzes iiber-
einstimmen. Eine Transkription kann beispielsweise
auch dann mit einem Ausldsersatz Ubereinstimmen,
wenn einige der Begriffe des Ausldsersatzes in der
Transkription abwesend sind, wenn die Transkription
im Vergleich zum Auslésersatz zusatzliche Begriffe
enthalt oder wenn einer oder mehrere der Begriffe der
Transkription sich von Begriffen des Auslosersatzes
unterscheiden. Somit kann jedwede der Transkriptio-
nen ,neue E-Mail“, ,neue E-Mail senden® oder ,, jetzt
neue E-Mail 6ffnen® als mit dem Auslésersatz ,neue
E-Mail 6ffnen” Gbereinstimmend identifiziert werden,
obwohl keine der Transkriptionen exakt mit dem Aus-
I6sersatz Ubereinstimmt. In einigen Fallen kann ei-
ne Transkription als mit einem Ausldsersatz Uberein-
stimmend identifiziert werden, wenn die Transkription
einige oder alle Begriffe aus dem Ausldsersatz in ei-
ner anderen Reihenfolge enthalt als derjenigen, die
vom Ausldsersatz vorgegeben wird. Die Transkrip-
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tion ,Sperrung Telefon kann beispielsweise als mit
dem Auslésersatz ,Telefon Sperrung“ Ubereinstim-
mend identifiziert werden. In einigen Féllen kann ei-
ne Transkription auf Grundlage der Feststellung als
mit einem Auslosersatz libereinstimmend identifiziert
werden, dass die Transkription eines oder mehrere
Synonyme oder alternative Begriffe fir Begriffe des
Ausldsersatzes beinhaltet. Somit kénnen die Tran-
skriptionen ,neue E-Mail verfassen oder ,neue E-
Mail 6ffnen“ als mit dem Auslésersatz ,neue E-Mail
schreiben® Uibereinstimmend identifiziert werden, ba-
sierend darauf, dass ,verfassen® ein Synonym von
~schreiben®, und ,6ffnen” ein identifizierter alternati-
ver Begriff fur ,schreiben” ist.

[0035] Sobald die bestimmte Voice Action identifi-
ziert ist, stellt der Voice-Action-Selektor 150 dem Be-
nutzergerat 104 aktionsausldsende Daten bereit, die
die Initiierung der Aktivitat oder Aktion, die mit der be-
stimmten Voice Action verknipft ist, hervorrufen. Zu
diesem Zweck kann der Voice-Action-Selektor 150
Information zur Steuerung des Benutzergerats 104
erhalten, um die Aktion oder Aktivitat, die mit der aus-
gewahlten Voice Action verknUpft ist, auszufthren. In
einigen Fallen kann die Steuerung des Benutzerge-
rats 104 zur Ausfiihrung der Aktion oder Aktivitat, die
mit der ausgewahlten Voice Action verknupft ist, das
Senden einer Absicht der ausgewahlten Voice Action
beinhalten. Das Senden der Absicht der ausgewahl-
ten Voice Action kann dazu fiihren, dass Information
fur die Initiierung der Aktivitat oder Aktion, die mit der
ausgewahlten Voice Action verknipft ist, dem Benut-
zergerat 104 bereitgestellt wird.

[0036] Die Absicht fiir die ausgewahlte Voice Action
kann beispielsweise Daten beinhalten, die die Aus-
fihrung von Aktionen oder Aktivitdten, die mit der
Voice Action verknipft sind, durch die mit der Voice
Action verknipfte Anwendung herbeifihren. Die aus-
gewahlte Absicht kann an das Benutzergerat 104
Ubertragen werden, dergestalt dass der Empfang der
Absicht durch das Benutzergerat 104 als Anfrage
agieren kann oder die Ausfiihrung der Aktionen oder
Aktivitaten, die mit der Voice Action verknlpft sind,
auslésen kann. Alternativ dazu kann der Voice-Ac-
tion-Selektor 150 andere Daten dazu bestimmen, als
Aktionsausloserdaten zu operieren, die die ausge-
wahlte Voice Action dazu bringen, auf dem Benutzer-
gerat 104 ausgefihrt zu werden und die Information
an das Benutzergerat 104 zu Ubertragen. Eine Ab-
sicht kann beispielsweise lediglich die Aktionen oder
Aktivitaten definieren, die durch das Benutzergerat
104 auszufiihren sind, um die Voice Action auszu-
fuhren, und der Voice-Action-Selektor 150 kann ak-
tionsauslésende Daten bestimmen, die die Anwen-
dung auf dem Benutzergerat 104 steuern kdnnen, um
die Aktionen und Aktivitaten, die mit der Voice Action
verknipft sind, auszuflihren. Die bestimmten aktions-
auslésenden Daten kdnnen so auf das Benutzergerat
104 (bertragen werden, dass die aktionsausldsen-
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den Daten die Ausfuhrung der Aktionen oder Aktivi-
taten herbeifihren, die mit der Voice Action verknupft
sind.

[0037] Nach der Auswahl der ,play next‘-Voice-Ac-
tion aus dem Satz von moglichen Voice Actions tiber-
tragt der Voice-Action-Selektor 150 beispielsweise
die Absicht fur die ,play next*-Voice-Action an das
Benutzergerat 104 oder erhalt andere Informationen
zur Steuerung der Mediaplayer-Anwendung, die auf
dem Benutzergerat 104 lauft, um zum néchsten Lied
zu springen. Voice-Action-Selektor 150 ubertragt die
Daten zur Steuerung der Mediaplayer-Anwendung
zum Springen zum nachsten Lied an das Benutzerge-
rat 104, welches wiederum einen Prozess zum Sprin-
gen zum nachsten Lied fir die Mediaplayer-Anwen-
dung auf dem Benutzergerat 104 initiiert, beispiels-
weise zum Springen zum Lied ,Fame* von David Bo-
wie.

[0038] Kurz gefasst, wie besprochen, beinhaltet das
System aus Fig. 1 eines oder mehrere Termi-
nals 102a-102n, die einem oder mehreren Anwen-
dungsentwicklern 101a-101n entsprechen. Termi-
nals 102a-102n kénnen jeweils mit dem Voice-Ac-
tion-System 100 kommunizieren, beispielsweise Uber
ein oder mehrere kabelbasierte oder drahtlose Netz-
werke. Jedes der Terminals 102a-102n kann ein
Mobilgerat sein, wie beispielsweise ein Mobiltele-
fon, Smartphone, Tablet-Computer, Laptop-Compu-
ter, Personal Digital Assistant (PDA), Netbook-Com-
puter oder ein anderes mobiles Computergerat, oder
es kann jedwedes stationare Computergerat sein, so
wie Desktopcomputer oder andere stationare Com-
puter. Ein mit einem Benutzer 105 verknlpftes Be-
nutzergerat 104 kann auch Uber ein oder mehrere ka-
belbasierte oder drahtlose Netzwerke mit dem Voice-
Action-System 100 in Kommunikation stehen, wobei
das Benutzergerat 104 auch ein mobiles oder statio-
nares Computergerat sein kann, so wie ein Mobilte-
lefon, Smartphone, Tablet-Computer, Netbook, PDA,
Laptop-Computer, Desktopcomputer oder ein ande-
res Computergerat.

[0039] Das beispielhafte Voice-Action-System 100
aus Fig. 1 beinhaltet eine Anwendungs-Voice-Ac-
tion-Datenbank 110, eine OS-Voice-Action-Daten-
bank 120, eine Spracherkennungsengine 130, eine
Kontextanalyse-Engine 140 und einen Voice-Action-
Selektor 150. Jede der Komponenten des Voice-Ac-
tion-Systems 100, inklusive der Anwendungs-Voice-
Action-Datenbank 110, der OS-Voice-Action-Daten-
bank 120, der Spracherkennungsengine 130, der
Kontextanalyse-Engine 140 und des Voice-Action-
Selektors 150, kann mit einer oder mehreren Kom-
ponenten des Voice-Action-Systems 100 Gber einen
oder mehrere kabelbasierte oder drahtlose Daten-
wege, die den Austausch elektronischer Kommuni-
kation ermdglichen, in Kommunikation stehen. In ei-
nigen Implementierungen kénnen eine oder mehre-
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re Komponenten des Voice-Action-Systems 100 so
kombiniert sein, dass ihre Funktionen von einer ein-
zigen Komponente ausgefiihrt werden oder kénnen
von zwei oder mehr Komponenten dargestellt wer-
den, so dass ihre Funktionen sich unter den zwei
oder mehr Komponenten aufteilen. Die Komponen-
ten des Voice-Action-Systems 100 kénnen auf einem
einzelnen Computergerat implementiert sein oder sie
kénnen auf mehreren Computergeraten implemen-
tiert sein, die miteinander Uber einen oder mehre-
re kabelbasierte oder drahtlose Datenwege in Kom-
munikation stehen, die den Austausch von elektro-
nischer Kommunikation zwischen den Komponenten
ermdglichen.

[0040] Fig. 2 veranschaulicht ein beispielhaftes Sys-
tem, dass es einem Anwendungsentwickler ermdg-
licht, neue Voice Actions fiir eine Anwendung zu
erstellen, die auf einem oder mehreren Benutzer-
geraten installiert ist. Beispielsweise kann der An-
wendungsentwickler, nachdem eine Anwendung ver-
offentlicht und auf eines oder mehrere Benutzer-
gerate heruntergeladen worden ist, unter Nutzung
eines Voice-Action-Entwicklungsdienstes eine neue
Voice Action definieren. Der Voice-Action-Entwick-
lungsdienst kann die neue Voice Action ausrollen, um
die neue Voice Action fir die Anwendung zu aktivie-
ren, ohne dass dazu Modifikationen an der Anwen-
dung selbst nétig waren.

[0041] Kurz gefasst, Fig. 2 zeigt ein Entwickler-
Voice-Action-System 200, das Voice-Action-Entwick-
lungsdienste fir einen Anwendungsentwickler 201
bietet, der mit einem Terminal 202 verknipft ist. Ter-
minal 202 kann mit dem Entwickler-Voice-Action-
System 200 Uber eine oder mehrere kabelbasier-
te oder drahtlose Netzwerkverbindungen in Kommu-
nikation stehen, wie z. B. eine kabelbasierte oder
drahtlose Internetverbindung, die das Terminal 202 in
die Lage versetzt, elektronische Kommunikation mit
dem Entwickler-Voice-Action-System 200 auszutau-
schen. Entwickler-Voice-Action-System 200 beinhal-
tet eine Validierungsengine 210, die mit einer Vali-
dierungskriterien-Datenbank 215 in Kommunikation
steht. Entwickler-Voice-Action-System 200 beinhaltet
des Weiteren eine Grammatikinduktions-Engine 220,
die mit einem Anwendungsmetadaten-Backend 225
und einer Anwendungs-Voice-Action-Datenbank 230
in Kommunikation steht. Die Anwendungs-Voice-Ac-
tion-Datenbank 230 &hnelt mdglicherweise der An-
wendungs-Voice-Action-Datenbank 110 aus Fig. 1
und kann Absichten speichern, die aus Grammati-
ken erstellt werden, die von Anwendungsentwicklern
eingegeben werden, um neue Voice Actions fur An-
wendungen zu definieren oder die auf Information
basieren, die von Anwendungsentwicklern eingege-
ben wird und neue Voice Actions definiert. In eini-
gen Implementierungen ist das Entwickler-Voice-Ac-
tion-System 200, das den Dienst bereitstellt, mit dem
Anwendungsentwickler neue Voice Actions anlegen,
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moglicherweise ein Teil des Voice-Action-Systems
100 aus Fig. 1. In einigen Implementierungen kdnnen
von Komponenten des Entwickler-Voice-Action-Sys-
tems 200 ausgeflihrte Operationen von verschiede-
nen Komponenten des Entwickler-Voice-Action-Sys-
tems 200 ausgefuhrt werden. Entwickler-Voice-Ac-
tion-System 200 kann mehr, weniger oder andere
Komponenten umfassen, um die Operationen auszu-
fuhren, die als vom Entwickler-Voice-Action-System
200 ausgeflhrt beschrieben werden.

[0042] Wie gezeigt in Fig. 2, kann der Anwendungs-
entwickler 201 unter Nutzung des Terminals 202 In-
formation in das Entwickler-Voice-Action-System 200
einflgen, die eine neue Voice Action definiert. Der
Terminal 202 kann beispielsweise eine Anwendung
fir einen Entwickler-Voice-Action-Dienst beinhalten
oder der Terminal 202 kann in der Lage sein, auf den
Entwickler-Voice-Action-Dienst Uber eine Netzwerk-
verbindung fernzuzugreifen, beispielsweise indem
auf einer Website Uber das Internet auf den Entwick-
ler-Voice-Action-Dienst zugegriffen wird. In anderen
Implementierungen kann der Entwickler-Voice-Ac-
tion-Dienst von einem Entwickler-Voice-Action-Sys-
tem 200 dergestalt gehostet werden, dass das Termi-
nal 202 Uber die Netzwerkverbindung zwischen Ter-
minal 202 und Entwickler-Voice-Action-System 200
auf den Entwickler-Voice-Action-Dienst im Entwick-
ler-Voice-Action-System 200 zugreifen kann.

[0043] Um eine neue Voice Action firr eine be-
stimmte Anwendung zu implementieren, kann der
Anwendungsentwickler 201 eine neue Grammatik in
das Entwickler-Voice-Action-System 200 einfligen,
die die neue Voice Action definiert, oder er kann an-
dere Informationen einfligen, die die neue Voice Ac-
tion flr das Entwickler-Voice-Action-System 200 de-
finieren. Im Beispiel, dargestellt in Fig. 2, definiert
der Anwendungsentwickler 201, um eine neue Voice
Action zu implementieren, zunachst eine neue Voice
Action flr eine Mediaplayer-Anwendung, die bereits
auf einem oder mehreren Benutzergeraten installiert
ist. Zu diesem Zweck fugt der Anwendungsentwickler
201 eine Grammatik ein, die die neue Voice Action flr
die Mediaplayer-Anwendung definiert. Die vom An-
wendungsentwickler 201 eingefligte Grammatik spe-
zifiziert eine Anwendung, nadmlich die Mediaplayer-
Anwendung, einen Auslésersatz ,play next®, der mit
der neuen Voice Action zu verknipfen ist, eine Akti-
on, die auf die Erkennung des Ausldsersatzes ,play
next* hin auszufiihren ist, ndmlich zum nachsten Lied
zu springen, und einen Kontext fir die Aktivierung
der neuen Voice Action, ndmlich dass die Mediaplay-
er-Anwendung im Vordergrund eines Benutzergerats
laufen muss und dass die Mediaplayer-Anwendung
sich im Audioplayer-Modus befinden muss.

[0044] Die vom Anwendungsentwickler 201 einge-
fugte Grammatik kann ein spezifisches Format be-
sitzen, dass es dem Anwendungsentwickler 201 er-
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mdglicht, problemlos die neue Voice Action zu de-
finieren, ohne mit einem spezifischen Datenformat,
das vom Voice-Action-System 200 fir Voice-Action-
Absichten benutzt wird, vertraut zu sein. In anderen
Implementierungen kann der Anwendungsentwickler
201 andere Informationen einfuigen, die von der Vali-
dierungsengine 210 oder einer anderen Komponen-
te des Entwickler-Voice-Action-Systems 200 empfan-
gen und Ubersetzt werden kénnen, um eine Gramma-
tik zu erstellen, die die neue Voice Action definiert.
Dem Anwendungsentwickler 201 kann beispielswei-
se ein Formular angezeigt werden, das Felder be-
inhaltet, die der Anwendungsentwickler 201 ausfillen
kann, um eine neue Voice Action zu definieren. Das
Formular kann dem Anwendungsentwickler 201 die
Moglichkeit geben, Information tber die neue Voice
Action zu spezifizieren, z. B. eine Anwendung, ei-
nen Ausldsersatz fir die neue Voice Action und ei-
ne Aktion oder Aktivitat, die durch die Anwendung
oder diese betreffend auf den Auslésersatz hin aus-
gefihrt werden soll. Das Formular kann es dem An-
wendungsentwickler 201 ermdglichen, einen Kontext
anzugeben, der einen spezifischen Status eines Be-
nutzergerats oder von einer oder mehreren Anwen-
dungen, die auf dem Benutzergerat laufen, erfordert,
damit die neue Voice Action aktiviert wird, das heilt,
damit die Voice Action eine mdgliche Voice Action
ist, die ein Benutzer durch Verwenden des Ausldser-
satzes ausldsen kann. Andere Informationen, die n6-
tig sind oder optional benutzt werden, um eine neue
Voice Action zu definieren, kénnen in das Formular
eingegeben werden. Die Eingaben in den Feldern
des Formulars, die vom Anwendungsentwickler 201
vorgenommen werden, kénnen in eine Grammatik
zur Eingabe in das Entwickler-Voice-Action-System
200 umgewandelt werden, oder die Eingaben kon-
nen vom Entwickler-Voice-Action-System 200 emp-
fangen werden und im Entwickler-Voice-Action-Sys-
tem 200 in eine Grammatik umgewandelt werden.
Alternativ kann der Anwendungsentwickler 201 die
neue Voice Action durch die Eingabe der nétigen In-
formation unter Nutzung des Grammatikformats, das
in das Voice-Action-Entwicklersystem 200 eingege-
ben wird, oder unter Nutzung eines anderen For-
mats, so wie eines Delimiter-Separated-Value(DSV)
-Formats, definieren.

[0045] In einigen Implementierungen kann eine
neue Voice Action dazu entwickelt werden, eine oder
mehrere Operationen in einer Software-Anwendung,
die auf einem Benutzergerat lauft, auszuflihren, eine
oder mehrere Operationen, die das Benutzergerat im
Allgemeinen betreffen (d. h., die Hardware des Be-
nutzergerats zu steuern), eine Anwendung zu steu-
ern, die extern zum Benutzergerat ist (d. h., eine An-
wendung, die auf einem anderen Gerat lauft), oder
um ein anderes Gerat zu steuern, das extern zum Be-
nutzergerat ist. Der Anwendungsentwickler 201 kann
beispielsweise eine Grammatik angeben, die eine
neue Voice Action definiert, um eine spezifische An-
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wendung auf einem Benutzergerat zu steuern (z. B.
eine Anwendung eines sozialen Netzwerks oder eine
Mediaplayer-Anwendung), um das Benutzergerat zu
steuern (z. B. um die Ausrichtung eines Bildschirms
des Geréats zu &ndern oder um das Gerat auszuschal-
ten), um eine Anwendung zu steuern, die auf einem
anderen Geréat 1auft (z. B. um eine Kabelfernseh-Soft-
ware zu steuern, die auf einem Kabelfernsehrecei-
ver lauft, der extern zum Benutzergeréat ist), oder um
ein anderes Geréat zu steuern, das vom Benutzerge-
rat getrennt ist (z. B. um ein Garagentor durch ei-
ne Spracheingabe zu steuern, die dem Benutzerge-
rat bereitgestellt wird). In einigen Implementierungen
kann eine Voice Action so definiert werden, dass die
Ausldsung der Voice Action zur Ausflhrung von zwei
oder mehr Aktionen oder Aktivitaten flhrt, die in/auf
zwei oder mehr verschiedenen Anwendungen oder
Geraten ausgefiihrt werden.

[0046] Ein von einem Anwendungsentwickler 201
spezifizierter Kontext identifiziert eine oder mehrere
Bedingungen, die erfiillt werden miussen, damit eine
Voice Action aktiviert wird, d. h., so dass die Voice
Action nicht von einem mit der Voice Action verkn(pf-
ten Ausloésersatz ausgeldst wird, solange der Kon-
text nicht auch erfiillt ist. Anwendungsentwickler 201
kann einen Kontext dazu definieren, eine oder meh-
rere verschiedene Anforderungen oder Bedingungen
zu besitzen.

[0047] In einigen Fallen kann ein von einem An-
wendungsentwickler 201 eingegebener Kontext ei-
nen Status oder Attribute eines Benutzergerats spe-
zifizieren, so wie ob das Benutzergerat eingeschal-
tet oder gesperrt ist, ob das Benutzergerat eine Ka-
mera, ein Gyroskop, ein Barometer oder eine ande-
re Komponente oder Funktion aufweist. Somit kann
beispielsweise eine Voice Action zur Aufnahme eines
Fotos unter Nutzung einer auf dem Benutzergerat in-
stallierten Anwendung mdglicherweise nicht aktiviert
sein, wenn vom Benutzergerat empfangene Kontext-
information angibt, dass das Benutzergerét keine Ka-
mera besitzt.

[0048] In anderen Beispielen kann ein Kontext er-
fordern, dass spezifische Anwendungen im Vorder-
grund oder Hintergrund eines Benutzergerats laufen.
Wie beispielsweise gezeigt in Fig. 2, kann die ,play
next‘-Voice-Action nur dann aktiviert sein, wenn die
Mediaplayer-Anwendung im Vordergrund von Benut-
zergerat 204 |auft, aber nicht, wenn die Mediaplay-
er-Anwendung geschlossen ist oder im Hintergrund
von Benutzergerat 204 1auft. In anderen Beispielen
kann eine Voice Action mit einem Kontext definiert
sein, der die Voice Action aktiviert, wenn eine Anwen-
dung im Hintergrund lauft. Eine Anwendung eines so-
zialen Netzwerks kann beispielsweise eine verknlpf-
te Voice Action besitzen, um eine Anfrage zur Ver-
bindung mit einem anderen Benutzer zu akzeptieren,
und ein Benutzer kann in der Lage sein, die Voice Ac-
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tion zur Annahme der Anfrage, sich mit einem ande-
ren Benutzer zu verbinden, auszulésen, auch wenn
die Anwendung des sozialen Netzwerks nur im Hin-
tergrund des Benutzergeréats lauft.

[0049] Ein Kontext kann zusatzlich oder alternativ er-
fordern, dass eine bestimmte Anwendung in einem
bestimmten Modus lauft, damit eine Voice Action ak-
tiviert wird. Ein Modus kann eine bestimmte Aktivi-
tat oder Aufgabe sein, die die Anwendung ausfuhrt.
Eine E-Mail-Anwendung kann beispielsweise darauf
festgelegt sein, in einem Schreibmodus zu sein, ei-
ne Mediaplayer-Anwendung kann sich in einem Au-
dioplayer-Modus befinden, oder eine Kameraanwen-
dung kann sich in einem Kameramodus oder einem
Bildbetrachtungsmodus fiir Fotoalben befinden. Das
Benutzergerat kann in der Lage sein festzustellen, in
welchem der Modi eine bestimmte Anwendung lauft
und kann diese Information der Kontextinformation
beifliigen, die genutzt wird um zu bestimmen, ob eine
bestimmte Voice Action aktiviert ist.

[0050] Zusatzlich kann ein Kontext in einigen Fallen
erfordern, dass ein Anwendungsmodus einen gewis-
sen Status besitzt. Ein Kontext kann beispielsweise
angeben, dass eine Voice Action zum ,Pausieren®
eines Films nur dann aktiviert ist, wenn eine Media-
player-Anwendung sich im Film-Abspielmodus befin-
det und wenn der Status der Anwendung im Film-Ab-
spielmodus der ist, dass die Anwendung derzeit den
Film abspielt. In einigen Fallen kann es sein, dass ein
Benutzergerét nicht in der Lage ist, den Status einer
Anwendung zu bestimmen, die in einem bestimmten
Modus lauft. In diesen Fallen kann es notwendig sein,
die Anwendung dazu zu konfigurieren, Information
betreffend des Status der Anwendung in einem be-
stimmten Modus bereitzustellen. Somit kann die Spe-
zifizierung einer solchen Bedingung in einem Kon-
text fur eine bestimmte Anwendung Modifikationen
an der Anwendung selbst erforderlich machen, da-
mit die vom Benutzergerét bereitgestellte Kontextin-
formation die notwendige Statusinformation beinhal-
tet.

[0051] In einigen Beispielen kann ein fir eine Voice
Action spezifizierter Kontext erfordern, dass be-
stimmte Objekte oder Objekttypen auf einem Bild-
schirm eines Benutzergerats dargestellt werden, da-
mit die Voice Action aktiviert wird. Ein Kontext kann
beispielsweise spezifizieren, dass eine ,Bild spei-
chern“-Voice-Action nur dann aktiviert ist, wenn ein
Bild auf dem Display des Benutzergerats ausgege-
ben wird, oder kann spezifizieren, dass eine ,Markie-
ren“-Voice-Action nur dann verfugbar ist, wenn auf
dem Display Text angezeigt wird. In einem weite-
ren Beispiel kann eine Voice Action zur Auswahl ei-
nes bestimmten Listeneintrags, so wie die Voice Ac-
tion ,das erste auswahlen®, nur dann verfugbar sein,
wenn Kontextinformation angibt, dass eine Nummer
,1“ oder ein Aufzahlungszeichen auf dem Display des
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Benutzergerats angezeigt wird, oder wenn eine Liste
von Items auf dem Display angezeigt wird. In einigen
Fallen kann es sein, dass das Benutzergerat nicht da-
zu in der Lage ist festzustellen, welche Information
zu einem gegebenen Zeitpunkt auf seinem Display
dargestellt wird, z.B. wenn eine Anwendung das Dis-
play steuert. Somit kann es, wenn ein Kontext spezifi-
ziert, dass gewisse Informationen oder Informations-
typen auf dem Display ausgegeben werden missen,
damit eine Voice Action aktiviert wird, notwendig sein,
die Anwendung zu modifizieren, um diese Informati-
on bereitzustellen. Das Benutzergerat kann dann die
Information, die angibt, was auf dem Display des Be-
nutzergerats ausgegeben wird, der Kontextinformati-
on beifligen, die genutzt wird um festzustellen, ob ei-
ne spezifische Voice Action aktiviert sein sollte.

[0052] In anderen Fallen kann ein Kontext erfordern,
dass eine Benachrichtigung oder ein bestimmter Typ
von Benachrichtigung auf einem Benutzergerat aus-
gegeben wurde. Zum Beispiel kann eine E-Mail-An-
wendung, die Benutzern Pop-up-Benachrichtigungen
bereitstellt, wenn eine neue E-Mail empfangen wird,
eine verknlpfte Voice Action ,E-Mail lesen® besitzen,
die aktiviert ist, wenn eine neue E-Mail-Benachrich-
tigung von der Anwendung auf dem Display des Be-
nutzergerats ausgegeben wird. Somit kann die Kon-
textinformation angeben, ob eine Benachrichtigung
auf dem Display des Benutzergerats ausgegeben
wird, und diese Information kann genutzt werden um
festzustellen, ob die Voice Action ,E-Mail lesen® akti-
viert sein sollte.

[0053] In einigen Beispielen kann ein Kontext er-
fordern, dass ein Benutzergerat sich an einem be-
stimmten geografischen Standort befindet, damit ei-
ne Voice Action aktiviert wird. Ein Benutzergerat kann
dazu in der Lage sein, seinen geografischen Stand-
ort unter Nutzung von Mobilfunkmasten-Triangulati-
on, auf Grundlage des Zugriffs auf eine Internetver-
bindung, die mit einem bestimmten geografischen
Standort verknUpft ist, mit Hilfe von Global-Position-
ing-System(GPS)-Technologie oder mit anderen Mit-
teln zu bestimmen. Das Benutzergerat kann Informa-
tion, die seinen geografischen Standort angibt, der
Kontextinformation beifiigen, und eine Voice Action
kann auf Grundlage des geografischen Standorts ak-
tiviert werden, wenn dieser die Standortbedingungen
eines Kontextes erfiillt. Beispielsweise kann ein Kon-
text, der mit einer Voice Action fiir eine Einzelhand-
leranwendung verknupft ist, spezifizieren, dass eine
gewisse Voice Action nur dann verarbeitet werden
sollte, wenn ein Benutzergerat, auf dem die Einzel-
handleranwendung installiert ist, innerhalb der Reich-
weite eines der Geschéfte des Einzelhéndlers ist. Die
Voice Action fiir die Einzelhdndleranwendung kann
auf Grundlage von Kontextinformation vom Benutzer-
gerat aktiviert werden, die angibt, dass der geogra-
fische Standort des Benutzergerats einem geogra-
fischen Standort entspricht, der sich innerhalb der
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Reichweite eines der Geschafte des Einzelhdndlers
befindet.

[0054] Ein von einem Anwendungsentwickler defi-
nierter Kontext kann auch angeben, dass eine Voice
Action, die mit dem Kontext verknUpft ist, nur zu be-
stimmten Uhrzeiten, Daten, Monaten oder Jahreszei-
ten aktiviert ist, oder wenn andere zeitliche Bedingun-
gen erfillt sind. Ein Kontext kann beispielsweise spe-
zifizieren, dass eine bestimmte Voice Action nur dann
aktiviert ist, wenn die von einem Benutzergerat oder
einer anderen Informationsquelle empfangene Kon-
textinformation eine zeitliche Bedingung erfiillt. Eine
Voice Action fiir eine Banking-Anwendung kann bei-
spielsweise mit einem Kontext verknipft sein, der ei-
ne zeitliche Bedingung beinhaltet, dergestalt dass die
Voice Action nur aktiviert wird, wenn Kontextinforma-
tion angibt, dass der Zeitpunkt der Eingabe der Voice
Action zwischen 6:00 morgens und 10:00 abends
liegt.

[0055] Ein Kontext kann andere Anforderungen fir
die Aktivierung einer Voice Action spezifizieren. Ent-
wickler-Voice-Action-System 200 kann zum Beispiel
Zugriff auf Information aus Quellen haben, die von
einem Benutzergerat verschieden sind, oder kann in
der Lage sein, Information von einem Benutzerge-
rat zu empfangen, die aus einer oder mehreren In-
formationsquellen erhalten wurde. Die von den an-
deren Quellen empfangene Information kann erfor-
derliche Kontextinformation fur die Aktivierung einer
Voice Action sein. Solche Information kann beispiels-
weise Wetterinformation, emotionale Information fir
einen Benutzer, Nachrichteninformation, Bdrsenin-
formation oder andere Information beinhalten. Ent-
wickler-Voice-Action-System 200 kann beispielswei-
se in der Lage sein, Uber eine oder mehrere kabel-
basierte oder drahtlose Netzwerkverbindungen, z. B.
eine Internetverbindung oder eine andere Netzwerk-
verbindung zu einem Serversystem, auf andere In-
formationsquellen zuzugreifen. Ein Kontext fir eine
Voice Action kann spezifizieren, dass die Voice Ac-
tion nur dann aktiviert ist, wenn Wetterinformation fir
ein geografisches Gebiet, das dem Standort eines re-
levanten Benutzergerats entspricht, angibt, dass es
an diesem Standort regnet. Um zu Uberprifen, ob
die Kontextbedingung erflllt ist, kann das Entwickler-
Voice-Action-System 200 in der Lage sein, Uber die
eine oder die mehreren Netzwerkverbindungen auf
Wetterinformation flr einen bekannten Standort ei-
nes Benutzergerats zuzugreifen.

[0056] Die Grammatik oder andere Information, die
die neue vom Anwendungsentwickler 201 eingege-
bene Voice Action definiert, kann Gber ein Netzwerk
vom Terminal 202 aus an das Entwickler-Voice-Ac-
tion-System 200 Ubermittelt werden. Die eingegebe-
ne Grammatik wird im Entwickler-Voice-Action-Sys-
tem 200 von der Validierungsengine 210 empfangen.
Wenn der Anwendungsentwickler 201 Information in
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das Entwickler-Voice-Action-System 200 eingibt, die
die Voice Action definiert, aber nicht im Grammatik-
format ist, kann das Entwickler-Voice-Action-System
200 die Information, die die neue Voice Action defi-
niert, in Grammatik umwandeln. Validierungsengine
210 analysiert die Grammatik um festzustellen, ob
die eingegebene Grammatik in eine Absicht fir eine
neue Voice Action eingefligt werden kann. Die Va-
lidierungsengine 210 kann beispielsweise in der La-
ge sein festzustellen, ob ein von der Grammatik spe-
zifizierter Ausloésersatz ein gultiger Auslosersatz ist,
kann feststellen, ob die von der Grammatik spezifi-
zierte Aktivitat von der spezifizierten Anwendung aus-
gefiihrt werden kann, kann feststellen, ob das Format
der eingegebenen Grammatik syntaktisch giiltig ist,
kann feststellen, ob der von der Grammatik spezifi-
zierte Kontext gliltig ist oder kann anderweitig fest-
stellen, ob die eingegebene Grammatik eine glltige
Grammatik ist, die eingefiigt werden kann, um eine
Absicht fur die neue Voice Action zu erstellen. Um die
Validierung auszufiihren, kann die Validierungsengi-
ne 210 auf eine Validierungskriterien-Datenbank 215
zugreifen, die Regeln beinhaltet, die benutzt werden,
um die Grammatik zu validieren.

[0057] Die Validierungsengine 210 empfangt bei-
spielsweise die Grammatik, die die neue Voice Ac-
tion fur die Mediaplayer-Anwendung spezifiziert. Die
Grammatik spezifiziert den Ausloésersatz ,play next,
dass der Auslésersatz ,play next“ die Mediaplayer-
Anwendung dazu bringen soll, zu einem nachsten
Lied zu springen, und einen Kontext, der spezifi-
ziert, dass die neue Voice Action aktiviert sein soll,
wenn die Mediaplayer-Anwendung im Vordergrund
lduft und sich im Audioplayer-Modus befindet. Va-
lidierungsengine 210 kann in der Validierungskrite-
rien-Datenbank 215 auf Validierungsregeln zugrei-
fen und die empfangene Grammatik auf der Grund-
lage der Regeln validieren. Validierungsengine 210
kann beispielsweise feststellen, ob die Mediaplayer-
Anwendung eine bestehende Anwendung ist, derge-
stalt dass neue Voice Actions fur die spezifizierte An-
wendung erstellt werden kdnnen. Validierungsengi-
ne 210 kann auf eine Regel zugreifen, die spezifi-
ziert, dass ein Ausldsersatz mehr als eine gespro-
chene Silbe lang sein muss, und kann den Ausléser-
satz ,play next‘ validieren, basierend darauf, dass
der Auslbsersatz ,play next* langer als eine gespro-
chene Silbe ist. Die Validierungsregeln kdnnen eine
Liste von moglichen Aktionen spezifizieren, die die
Mediaplayer-Anwendung ausfiihren kann, und kann
die spezifizierte Aktion zum nachsten Lied zu sprin-
gen validieren, basierend auf der Feststellung, dass
das Springen zu einem nachsten Lied eine Operation
ist, die die Validierungsengine 210 ausfiihren kann.
Validierungsengine 210 kann den von der Gramma-
tik spezifizierten Kontext validieren um sicherzustel-
len, dass der Kontext keine Widerspriiche enthalt.
Die Validierungsengine kann beispielsweise sicher-
stellen, dass der spezifizierte Kontext es nicht erfor-
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dert, dass die Anwendung im Vordergrund lauft und
auch im Hintergrund lauft, damit die neue Voice Ac-
tion aktiviert wird, da nur eine dieser zwei Bedingun-
gen erfillt werden kann. Andere Validierungskriteri-
en koénnen auf eine empfangene Grammatik ange-
wendet werden um festzustellen, ob die vom Anwen-
dungsentwickler 201 eingefugte Grammatik gultig ist.

[0058] Andere Validierungsformen kénnen von der
Validierungsengine 210 ausgefihrt werden. Validie-
rungsengine 210 kann beispielsweise feststellen, ob
der Anwendungsentwickler 201 autorisiert ist, neue
Voice Actions fir die spezifizierte Anwendung zu er-
stellen, kann feststellen, ob eine notwendige Gebiihr
zur Erstellung der neuen Voice Action bezahlt wor-
den ist, oder kann anderweitig feststellen, ob eine von
einem Anwendungsentwickler 201 eingefligte Gram-
matik in die Erstellung einer Absicht fir die neue
Voice Action miinden kann.

[0059] Auf Grundlage des Ergebnisses der von der
Validierungsengine 210 durchgefiihrten Validierung
kann dem Anwendungsentwickler 201 Feedback ge-
geben werden, das angibt, ob die Grammatik gultig
ist. Wenn Validierungsengine 210 feststellt, dass die
Grammatik ungliltig ist, kann Validierungsengine 210
das Terminal 202 dazu veranlassen, Information aus-
zugeben, die angibt, dass die Grammatik ungiltig ist,
und die anfordert, dass der Anwendungsentwickler
201 die Grammatik korrigiert, oder kann auch Arten
vorschlagen, auf die der Anwendungsentwickler 201
die Grammatik korrigieren kann. Wenn beispielswei-
se festgestellt wird, dass eine Grammatik unguiltig ist,
weil sie eine Aktion spezifiziert, die von der spezifi-
zierten Anwendung nicht ausgefiihrt werden kann (z.
B. wenn die Grammatik spezifiziert hat, dass die neue
Voice Action die Mediaplayer-Anwendung dazu brin-
gen soll, eine neue E-Mail zu 6ffnen), kann Validie-
rungsengine 210 Information am Terminal 202 aus-
geben lassen, die angibt, dass die Grammatik eine
Aktion spezifiziert, die mit der spezifizierten Anwen-
dung inkompatibel ist, und kann angeben, dass der
Anwendungsentwickler 201 die Grammatik durch die
Anderung der spezifizierten Aktion oder der spezifi-
zierten Anwendung korrigieren kann. Wenn die ein-
gefligte Grammatik giiltig ist, kann die Validierungs-
engine 210 einen Hinweis bereitstellen, dass die ein-
geflgte Grammatik giltig ist.

[0060] Zusatzlich kann die Validierungsengine 210
zusatzliche Eingaben vom Anwendungsentwickler
201 anfordern. Wenn beispielsweise festgestellt wird,
dass die Grammatik giiltig ist, kann die Validierungs-
engine 210 dem Anwendungsentwickler 201 die Op-
tion bieten, mit der Erstellung des Sprachbefehls fort-
zufahren, dergestalt dass keine Absicht fiir den neu-
en Sprachbefehl aus der Grammatik erstellt wird, so-
lange der Anwendungsentwickler 201 nicht besta-
tigt, dass er mit der Erstellung des neuen Sprachbe-
fehls fortfahren will. Dies kann einem Anwendungs-
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entwickler 201 die Mdglichkeit geben festzustellen,
ob er Grammatiken richtig in das Entwickler-Voice-
Action-System 200 eingibt, ohne mit der Grammatik-
induktion oder dem Ausrollen der neuen Voice Action
fortfahren zu mussen.

[0061] Auf Grundlage der Validierung der vom An-
wendungsentwickler 201 Ubermittelten Grammatik
und, optional, der Bereitstellung einer Eingabe durch
den Anwendungsentwickler 201, die angibt, dass der
Voice-Action-Erstellungsprozess fortgefiihrt werden
soll, kann die Grammatik durch die Validierungsen-
gine 210 der Grammatikinduktions-Engine 220 be-
reitgestellt werden. Die Grammatikinduktions-Engi-
ne 220 kann die empfangene Grammatik einfluigen,
um eine Absicht fir die neue Voice Action zu erstel-
len. Die erstellte Absicht kann Information spezifizie-
ren, die in der Grammatik enthalten ist, die die neue
Voice Action definiert. Die Grammatikinduktions-En-
gine 220 kann eine empfangene Grammatik einfu-
gen, um eine Instanz einer Absichts-Datenstruktur zu
erstellen, die eines oder mehrere aus Anwendung,
Auslésersatz, auf die Erkennung des Auslésersatz
hin auszufiihrende Aktion oder Aktivitdt und fur die
neue Voice Action spezifiziertem Kontext spezifiziert.
Grammatikinduktions-Engine 220 kann die Absicht
fur die neue Voice Action in der Anwendungs-Voice-
Action-Datenbank 230 speichern.

[0062] Zum Beispiel, wie in Fig. 2, kann Gram-
matikinduktions-Engine 220 die vom Anwendungs-
entwickler 201 eingefligte Grammatik empfangen,
die von der Validierungsengine 210 validiert wor-
den ist. Grammatikinduktions-Engine 220 kann ei-
ne neue Absicht, ,Absicht Y* fir die neue Voice Ac-
tion auf Grundlage der empfangenen Grammatik er-
stellen. Um die Absicht zu erstellen, kann die Gram-
matikinduktions-Engine 220 eine neue Instanz einer
Absichts-Datenstruktur erstellen, und die Absichts-
Datenstruktur mit Information, die in der empfan-
genen Grammatik enthalten ist, bestlcken, inklusi-
ve von Information, die die Mediaplayer-Anwendung
spezifiziert, Information, die den Ausldsersatz ,play
next® spezifiziert, Information, die spezifiziert, dass
die Voice Action ,play next* mit dem Springen zu ei-
nem nachsten Lied in der Mediaplayer-Anwendung
verknUpft sein soll, und Information, die einen Kontext
spezifiziert, der angibt, dass die Voice Action ,play
next“ aktiviert sein sollte, wenn die Mediaplayer-An-
wendung im Vordergrund lauft und sich im Audioplay-
er-Modus befindet.

[0063] Die neue ,Absicht Y* kann von der Gramma-
tikinduktions-Engine 220 in der Anwendungs-Voice-
Action-Datenbank 230 gespeichert werden, die an-
dere Absichten fiir andere Voice Actions beinhaltet,
so wie ,Absicht X“ und ,Absicht Z“. Jede der Ab-
sichten ,Absicht X“ und ,Absicht Z* kann mit ande-
ren Voice Actions fiir andere Anwendungen verknipft
sein, oder mit anderen Voice Actions fir die Me-
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diaplayer-Anwendung. Sobald die neue ,Absicht Y
in der Anwendungs-Voice-Action-Datenbank 230 ge-
speichert wurde, kann die neue Voice Action so aus-
gerollt werden, dass die neue Voice Action von Be-
nutzern, die die Mediaplayer-Anwendung auf ihren
Geraten gespeichert haben, benutzt werden kann.
Das bedeutet, dass Benutzer der Mediaplayer-An-
wendung, sobald sie ausgerollt ist, die neue Voice
Action ,play next“ nutzen kénnen, ohne dass sie ihre
Anwendungen aktualisieren missen.

[0064] In einigen Implementierungen kann die Einfi-
gung der Grammatik zur Erstellung der Absicht auch
die Erstellung eines oder mehrerer alternativer Aus-
I6serbegriffe, die zumindest teilweise auf dem Auslé-
serbegriff basieren, der vom Anwendungsentwickler
201 eingefugt wurde, und die Einpflegung der alter-
nativen Ausléserbegriffe in die fur die neue Voice Ac-
tion erstellte Absicht betreffen. Zum Beispiel kdnnen
einen oder mehrere Erweiterungsregeln, Synonymre-
geln, Optionalisierungsregeln, Ersetzungsregeln, Re-
writeregeln oder andere Regeln auf den vom Anwen-
dungsentwickler 201 eingefligten Ausldserbegriff an-
gewendet werden, um alternative Ausldserbegriffe zu
bestimmen. Grammatikinduktions-Engine 220 kann
die alternativen Ausldserbegriffe in die Absicht fir die
neue Voice Action einfligen, dergestalt dass die Er-
kennung des vom Anwendungsentwickler 201 einge-
fugten Ausldserbegriffs oder eines alternativen Aus-
I6serbegriffs die Ausldsung der Voice Action nach
sich ziehen kann.

[0065] Zusétzlich kann in einigen Implementierun-
gen die Grammatikinduktions-Engine 220 Informatio-
nen in Bezug auf eine neue Absicht getrennt von
der Absichts-Datenstruktur speichern. Beispielswei-
se kénnen Information, die einen Kontext spezifizie-
ren, der erforderlich ist, damit die neue Voice Ac-
tion aktiviert ist, oder ein Ausldserbegriff, der mit der
neuen Voice Action verknipft ist, getrennt von der
Absicht fiir die neue Voice Action gespeichert wer-
den. In solchen Fallen kann Kontextinformation, die
von einem Benutzergerat empfangen wird, oder ein
Ausléserbegriff, der vom Benutzergerat empfangen
wird, mit dem Kontext und dem Ausldserbegriff ver-
glichen werden, die mit der Absicht verknipft sind,
ohne dass auf die Daten in der Absicht zugegriffen
werden muss. Die Absicht kann ausgeldst werden,
basierend auf der Feststellung, dass die empfangene
Kontextinformation und/oder der empfangene Ausl6-
serbegriff mit dem entsprechenden Kontext und/oder
Ausldserbegriff Gbereinstimmen, die mit der Absicht
verknUpft sind. Auf diese Weise muss nur Informati-
on, die zur Auslésung der Aktivitat oder Aktion, die
mit der neuen Voice Action verknlpft ist, in die Ab-
sicht eingefiigt werden, und andere Information, die
genutzt wird, um die auszuldsende Absicht auszu-
wahlen, oder andere Information, kann extern von
der Absicht gespeichert werden. Entwickler-Voice-
Action-System 200 kann beispielsweise eine Zuord-
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nungstabelle, eine verlinkte Liste oder andere Daten
speichern, die einen Kontext oder Ausldserbegriff mit
spezifischen Absichten verbindet, dergestalt dass die
Identifikation einer bestimmten Paarung eines Kon-
texts und Ausldserbegriffs die mit dieser Paarung ver-
knlpfte Absicht auslésen kann.

[0066] In einigen Implementierungen kann das Ent-
wickler-Voice-Action-System 200 auch Mdglichkei-
ten fur den Anwendungsentwickler 201 bieten, die
neue Voice Action zu testen, bevor sie fur den 6ffent-
lichen Gebrauch ausgerollt wird. Entwickler-Voice-
Action-System 200 kann beispielsweise Moglichkei-
ten fur den Anwendungsentwickler 201 bieten, die
neue Voice Action unter Nutzung des Terminals 202
zu testen, ohne dass die Voice Action fir andere
Benutzer verfugbar ist. Entwickler-Voice-Action-Sys-
tem 200 kann dem Anwendungsentwickler 201 auch
Méoglichkeiten bieten, eines oder mehrere Benutzer-
gerate zu spezifizieren, fir die die neue Voice Action
zum Test aktiviert sein soll. Anwendungsentwickler
201 kann beispielsweise spezifizieren, dass die neue
Voice Action fur eine Beta-Test-Gruppe von bekann-
ten Benutzergeraten ausgerollt werden soll, um den
ordnungsgemafien Betrieb der neuen Voice Action
vor dem Ausrollen der neuen Voice Action fiir den all-
gemeinen o6ffentlichen Gebrauch sicherzustellen.

[0067] In einigen Implementierungen kann das Ent-
wickler-Voice-Action-System 200 die Erprobung der
neuen Voice Action freigeben, indem es eine mit
der Absicht verkniipfte Einstellung &ndert, dergestalt
dass die Absicht identifiziert werden kann und auf
Grundlage des Empfangs eines Sprachbefehls von
einem der zur Erprobung spezifizierten Benutzerge-
rate ausgeldst wird. Entwickler-Voice-Action-System
200 kann beispielsweise eine Einstellung fir jede der
in der Anwendungs-Voice-Action-Datenbank 230 ge-
speicherten Absichten speichern, wobei die Einstel-
lung angibt, ob eine Absicht fiir eine bestimmte Voice
Action allgemein fir den 6ffentlichen Gebrauch aus-
gerollt wurde, oder es kann spezifische Benutzer-
gerate identifizieren, auf denen die Absicht zu Test-
zwecken ausgerollt wurde. Nach der Speicherung ei-
ner Absicht in der Anwendungs-Voice-Action-Daten-
bank 230 kann das Entwickler-Voice-Action-System
200 Information vom Terminal 202 empfangen, die
angibt, dass die Absicht flr einen spezifischen Satz
von einem oder mehreren Benutzergeraten zu Test-
zwecken freigegeben werden soll. Daraufhin kann die
Einstellung fir die Absicht aktualisiert werden, um die
Absicht auf dem spezifizierten Satz von Benutzerge-
réaten so auszurollen, dass die mit der Absicht ver-
knipfte Voice Action ausgeldst werden kann. Nach
der Testfreigabe kann eine Spracheingabe, die von
einem Benutzergerat im Satz empfangen wird, die
Absicht auslésen, wodurch der Test der Voice Action
ermdglicht wird.
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[0068] Inanderen Ausflihrungsformen kann das Ent-
wickler-Voice-Action-System 200 die Erprobung der
neuen Voice Action freigeben, bevor die Absicht fur
die neue Voice Action in der Anwendungs-Voice-Ac-
tion-Datenbank 230 gespeichert wird. Anwendungs-
entwickler 201 kann beispielsweise angeben, dass
er die neue Voice Action testen mdchte, bevor die-
se ausgerollt wird, und kann eine Anzahl von Benut-
zergeraten oder Benutzerkonten angeben, fir die die
neue Voice Action temporar zur Erprobung freigege-
ben werden soll. Nach der Erstellung der Absicht fur
die neue Voice Action kann das Entwickler-Voice-Ac-
tion-System 200 die Voice Action fir die spezifizierten
Benutzergerate oder Benutzerkonten freigeben, der-
gestalt dass ein spezifiziertes Benutzergerat oder ein
mit einem spezifizierten Benutzerkonto verknupftes
Benutzergerat die neue Voice Action auslésen kann,
wenn ein Benutzer den Ausldsersatz, der mit der neu-
en Voice Action verknipft ist, als Eingabe an einem
der Benutzergerate vornimmt.

[0069] In noch weiteren Implementierungen kann
das Entwickler-Voice-Action-System 200 Testmdg-
lichkeiten fir neue Voice Actions bieten, bevor die
Grammatik fir die neue Voice Action von der Gram-
matikinduktions-Engine 220 eingefiigt wird. Nach der
Validierung der empfangenen Grammatik kann bei-
spielsweise die Validierungsengine 210 oder eine an-
dere Komponente des Entwickler-Voice-Action-Sys-
tems 200 in der Lage sein, den Betrieb der durch
die Grammatik definierten neuen Voice Action zu si-
mulieren, um dem Anwendungsentwickler 201 oder
Benutzern anderer Gerate die Maglichkeit zu bieten,
die neue Voice Action zu testen. In einigen Féllen
kann das Simulieren der neuen Voice Action erfor-
dern, dass das Terminal 202 oder andere fiir das Tes-
ten benutzte Benutzergerate einen Simulator oder
Testmodus benutzen, der vom Entwickler-Voice-Ac-
tion-System 200 zur Simulation des Betriebs der neu-
en Voice Action bereitgestellt wird. Die Bereitstellung
von Testmdoglichkeiten vor der Einfliigung der neu-
en Grammatik kann ein schnelleres iteratives Testen
von neuen Voice Actions durch den Anwendungsent-
wickler 201 erlauben und dadurch den Voice-Action-
Entwicklungsprozess insgesamt beschleunigen.

[0070] Die Mdglichkeit Voice Action auszurollen und
das Ausrollen von Voice Actions riickgangig zu ma-
chen kann auch durch das Entwickler-Voice-Action-
System 200 zur Verfliigung gestellt werden. Nach-
dem zum Beispiel eine Grammatik, die eine neue
Voice Action definiert, durch den Anwendungsent-
wickler 201 ins Entwickler-Voice-Action-System 200
eingefligt wurde, validiert wurde, eingefiigt wurde, um
eine neue Absicht zu erstellen, und die neue Absicht
in der Anwendungs-Voice-Action-Datenbank 230 ge-
speichert wurde, kann das Entwickler-Voice-Action-
System 200 abfragen, ob der Anwendungsentwick-
ler 201 die neue Voice Action ausrollen méchte. An-
wendungsentwickler 201 kann entscheiden, die neue
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Voice Action auszurollen, wobei das Ausrollen der
neuen Voice Action die Auslésung der neuen Voice
Action auf Benutzergeraten der breiten Offentlichkeit
ermdglicht, auf denen die Anwendung, die mit der
neuen Voice Action verknlpft ist, installiert ist. An-
wendungsentwickler 201 kann eine Eingabe am Ter-
minal 202 vornehmen, um die neue Voice Action aus-
zurollen. Die neue Voice Action kann dann dergestalt
ausgerollt werden, dass die neue Voice Action in der
Lage ist, auf anderen Benutzergeraten, auf denen die
mit der neuen Voice Action verknipfte Anwendung
installiert ist, ausgeldst zu werden. Das heif3t, nach-
dem die neue Voice Action ausgerollt wurde, fuhrt die
Eingabe des Ausldsersatzes fur die neue Voice Ac-
tion auf einem Benutzergerét, auf dem die Anwen-
dung installiert ist, dazu, dass die Absicht, die mit der
neuen Voice Action verknipft ist, ausgel6st wird. Das
Auslésen der mit der neuen Voice Action verknlpften
Absicht fuhrt dazu, dass die Absicht oder andere akti-
onsausldésende Daten an das Benutzergerat tibertra-
gen werden, so dass Daten in der Absicht oder die ak-
tionsauslésenden Daten dafiir sorgen, dass die Aktio-
nen oder Aktivitdten der Voice Action vom Benutzer-
gerat ausgefuhrt werden. Wie besprochen kann das
Ausrollen der Absicht lediglich erfordern, dass das
Entwickler-Voice-Action-System 200 eine Einstellung
aktualisiert, die mit der Absicht der neuen Voice Ac-
tion verknipft ist, um die Absicht zu einer mdglichen
Absicht zu machen, die auf eine Spracheingabe hin
auszuldsen ist.

[0071] Nachdem eine Voice Action ausgerollt wor-
den ist, kann Anwendungsentwickler 201 das Ausrol-
len der neuen Voice Action riickgangig machen, so
dass die neue Voice Action nicht mehr auf Benutzer-
geraten ausgeldst werden kann, auf denen die mit der
neuen Voice Action verknipfte Anwendung installiert
ist. Anwendungsentwickler 201 kann beispielsweise
eine Eingabe im Entwickler-Voice-Action-System 200
vornehmen, die die Voice Action identifiziert und sei-
nen Wunsch angibt, das Ausrollen der Voice Action
riickgangig zu machen. Daraufhin kann das Entwick-
ler-Voice-Action-System 200 das Ausrollen der Voice
Action riickgangig machen, indem es beispielswei-
se eine Einstellung aktualisiert, die mit der Absicht
fir die Voice Action verknlpft ist, so dass die Ab-
sicht fur die Voice Action nicht ausgelést werden
kann. Da das Ausrollen oder die Ricknahme eine
Voice Action lediglich erfordert, dass das Entwickler-
Voice-Action-System 200 auf dem Entwickler-Voice-
Action-System 200 gespeicherte Information aktuali-
siert, ohne die auf Benutzergeraten gespeicherte An-
wendung zu modifizieren, kann der Anwendungsent-
wickler 201 leicht Voice Actions ausrollen oder das
Ausrollen riickgéngig machen.

[0072] In einigen Implementierungen kann das Ent-
wickler-Voice-Action-System 200 auch Auffindbar-
keitsbeispiele fiir eine neue Voice Action erstellen.
Ein Auffindbarkeitsbeispiel kann Information enthal-
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ten, die einem Benutzer eines Benutzergerats ange-
zeigt werden kann, die den Benutzer informiert, dass
bestimmte Voice Actions verfiigbar sind, wobei mog-
licherweise neue Voice Actions enthalten sind, die
von einem Entwickler eingefluigt wurden, nachdem die
Anwendung installiert wurde. In einigen Fallen kann
das Auffindbarkeitsbeispiel in Reaktion darauf aus-
gegeben werden, dass das Benutzergerat einen Sta-
tus besitzt, der einem Kontext entspricht, der mit der
Voice Action verknupft ist, oder als Reaktion auf die
Frage eines Benutzers, welche Voice Actions verfug-
bar sind.

[0073] Zum Beispiel kann Grammatikinduktions-En-
gine 220 oder eine andere Komponente des Entwick-
ler-Voice-Action-Systems 200 auf Grundlage des
Empfangs einer Grammatik, die eine neue Voice
Action definiert, Auffindbarkeitsbeispiele fir die von
der Grammatik definierte Voice Action erstellen und
die Auffindbarkeitsbeispiele im Anwendungs-Meta-
daten-Backend 225 speichern. Die Auffindbarkeits-
beispiele kbnnen Benutzergeraten bereitgestellt wer-
den, auf denen die mit der neuen Voice Action ver-
knlpfte Anwendung installiert ist. Die Metadaten der
Anwendung kdnnen beispielsweise periodisch aktua-
lisiert werden, um eine aktuelle Liste von Auffind-
barkeitsbeispielen fir die Anwendung zu beinhalten,
die im Anwendungs-Metadaten-Backend 225 gespei-
chert sind. Alternativ kann auf Grundlage der Anga-
be von Kontextinformation durch ein Benutzergerat,
die dessen aktuellen Status angibt, Information auf
das Benutzergerat Gibertragen werden, die dazu fihrt,
dass Auffindbarkeitsbeispiele fir den Status des Be-
nutzergerats aktivierte Voice Actions auf dem Benut-
zergerat ausgegeben werden.

[0074] Beispielsweise kann das Entwickler-Voice-
Action-System 200 zuséatzlich zu der Erstellung der
neuen ,Absicht Y* fiir die Voice Action ,play next” ein
oder mehrere Auffindbarkeitsbeispiele fiir die Voice
Action ,play next“ erstellen. Auffindbarkeitsbeispie-
le kdnnen Information beinhalten, die auf Benutzer-
geraten angezeigt wird, auf denen die Mediaplayer-
Anwendung installiert ist. Das Auffindbarkeitsbeispiel
kann auf einem Benutzergerat angezeigt werden, ba-
sierend auf der Erfillung des Kontextes, der mit der
Voice Action ,play next“ verknlpft ist, oder basie-
rend auf anderen Bedingungen. Das Auffindbarkeits-
beispiel fur die Voice Action ,play next kann eine
Nachricht ,Versuchen Sie, ‘play next’ zu sagen® sein,
die angezeigt wird, wann immer die Mediaplayer-An-
wendung im Vordergrund eines Benutzergerats lauft
und sich im Audioplayer-Modus befindet. In einigen
Implementierungen kann ein Auffindbarkeitsbeispiel
auf andere Ereignisse oder Bedingungen hin ange-
zeigt werden. Zum Beispiel kann die Auffindbarkeits-
beispiel-Nachricht ,Versuchen Sie, ‘play next’ zu sa-
gen“ in Reaktion auf die Vornahme einer Eingabe
durch einen Benutzer des Benutzergerats angezeigt
werden, indem dieser eine Taste oder ein Steuerele-
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ment betéatigt oder sagt ,Welche Voice Actions kann
ich benutzen?*

[0075] Im Allgemeinen kénnen Auffindbarkeitsbei-
spiele fir Anwendungs-Voice-Actions Benutzern zur
Verfligung gestellt werden, ohne dass die Anwen-
dungen selbst Handlungen ausflihren missen. An-
wender-Voice-Action-System 200 kann beispielswei-
se Daten inklusive Auffindbarkeitsbeispiele einem
Benutzergerat bereitstellen, und das Benutzergerat
kann dafiir sorgen, dass die Auffindbarkeitsbeispiele
angezeigt werden, ohne dass Anwendungen, die in
Bezug zu den Auffindbarkeitsbeispielen stehen, Ope-
rationen ausfiihren mussen. In einigen Implementie-
rungen kann ein Betriebssystem, das auf einem Be-
nutzergerat |auft, in der Lage sein, Auffindbarkeitsbei-
spiele zu empfangen oder auf Anwendungsmetada-
ten zuzugreifen, die Auffindbarkeitsbeispiele spezifi-
zieren und die Auffindbarkeitsbeispiele auf dem Be-
nutzergerat anzeigen zu lassen. Somit kdnnen Auf-
findbarkeitsbeispiele fiir Voice Actions, die im Zusam-
menhang mit einer Bestimmten Anwendung stehen,
ohne Modifikationen an der bestimmten Anwendung
zur Anzeige bereitgestellt werden.

[0076] In einigen Implementierungen kdénnen Auf-
findbarkeitsbeispiele fur Anwendungs-Voice-Actions
dergestalt ausgegeben werden, dass ein Benutzer
bemerken wiirde, dass die Auffindbarkeitsbeispiele
nicht von der Anwendung selbst bereitgestellt wer-
den. Zum Beispiel kann ein Benutzergerat Auffind-
barkeitsbeispiele dergestalt anzeigen, dass es offen-
sichtlich ist, dass die Auffindbarkeitsbeispiele vom
Entwickler-Voice-Action-System 200 oder einem Be-
triebssystem bereitgestellt werden und nicht von den
spezifischen Anwendungen, die im Zusammenhang
mit den Voice Actions stehen. Ein Benutzergerat
kann beispielsweise eine spezifische Computerstim-
me benutzen, die als mit dem Betriebssystem des Be-
nutzergerats verknlpft wiedererkennbar ist, wenn es
Auffindbarkeitsbeispiele bereitstellt. Alternativ kon-
nen Auffindbarkeitsbeispiele dergestalt ausgegeben
werden, dass klar ist, dass die Anwendung die Auf-
findbarkeitsbeispiele nicht bereitstellt. Beispielswei-
se kann ein Auffindbarkeitsbeispiel ausgegeben wer-
den, das lautet ,Versuchen Sie, ‘play next’ oder ‘Pau-
se’ zu sagen, und ich werde die Mediaplayer-Anwen-
dung dazu bringen, ihre Anfrage zu bearbeiten®, um
die Rolle des Betriebssystems von Aktionen zu un-
terscheiden, die von der Anwendung selbst ausge-
fuhrt werden. Andere Arten anzuzeigen, dass Auf-
findbarkeitsbeispiele von einem separaten System
oder einer separaten Anwendung bereitgestellt wer-
den, kénnen auch implementiert werden.

[0077] Fig. 3 veranschaulicht ein beispielhaftes
Voice-Action-System 300 zur Verarbeitung von Voice
Actions, die von einem Benutzer eines Benutzerge-
rats empfangen werden. In einigen Implementierun-
gen kdnnen die Voice Actions, die vom Voice-Action-
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System 300 verarbeitet werden, Voice Actions sein,
die ein Anwendungsentwickler fir eine Anwendung
erstellt hat, nachdem die Anwendung auf das Be-
nutzergerat heruntergeladen wurde. Die vom Anwen-
dungsentwickler erstellte Voice Action kann fur die
Anwendung erstellt worden sein unter Nutzung des
Entwickler-Voice-Action-Systems 200 aus Fig. 2.

[0078] Kurz gefasst, befindet sich Voice-Action-Sys-
tem 300 Uber ein oder mehrere kabelbasierte oder
drahtlose Netzwerke, wie eine oder mehrere kabel-
basierte oder drahtlose Internet- oder Handydaten-
Verbindungen, die das Benutzergerat 304 in die La-
ge versetzen, elektronische Kommunikation mit dem
Voice-Action-System 300 auszutauschen, in Kom-
munikation mit einem Benutzergerat 304, das einem
Benutzer 305 gehort. Voice-Action-System 300 be-
inhaltet eine Spracherkennungs-Engine 330 und ei-
ne Kontextanalyse-Engine 340, die Information ver-
arbeiten, die vom Benutzergerat 304 Uber die ei-
ne oder die mehreren Netzwerkverbindungen emp-
fangen wurde. Das Voice-Action-System beinhaltet
einen Matcher 350, der sich mit der Spracherken-
nungs-Engine 330 und der Kontextanalyse-Engine
340 in Kommunikation befindet und der auch Zu-
griff auf eine Anwendungs-Voice-Action-Datenbank
310 und eine Betriebssystem-Voice-Action-Daten-
bank 320 besitzt. Der Matcher 350 kommuniziert mit
einem Aktionsausléser-Generator 360, der Zugriff auf
eine Anwendungsdaten-Datenbank 370 hat. Eine Di-
sambiguierungs-Engine 380, die Zugriff auf einen Be-
nutzeraktivitats-Verlauf 390 hat, kann auch elektroni-
sche Kommunikationen mit dem Benutzergerat 304
Uber die eine oder die mehreren Netzwerkverbindun-
gen senden oder empfangen.

[0079] Um eine vom Benutzer 305 eingegebene
Spracheingabe zu verarbeiten, werden Audiodaten,
die der Spracheingabe entsprechen und Kontextin-
formationen, die einen Status des Benutzergeréats
304 und/oder von Anwendungen, die auf dem Be-
nutzergerat 304 laufen, angeben, dem Voice-Action-
System 300 bereitgestellt. In einigen Fallen kann das
Benutzergeréat 304 die Spracheingabe erhalten, weil
ein Benutzer 305 ein Steuerelement anwahlt, das das
Benutzergerat 304 dazu bringt, Sprechakte des Be-
nutzers aufzunehmen, weil der Benutzer 305 einen
Satz aulert, dessen Erkennung das Benutzergerat
304 dazu bringt, nachfolgende Spracheingaben vom
Benutzer 305 zu erhalten, oder kann anderweitig be-
stimmen, die Spracheingabe des Benutzers 305 auf-
zunehmen. Eine Anfrage, spezifische Eingaben vor-
zunehmen, um die Aufnahme von Sprechakten des
Benutzers auszulésen, kann verhindern, dass das
Benutzergerat 304 unndtigerweise Sprechakte des
Benutzers verarbeitet, d. h. durch die Reduktion der
Menge an Audiodaten, die verarbeitet werden mis-
sen, oder dass so viel von den Sprechakten des Be-
nutzers aufgenommen wird, dass die Privatsphéare
des Benutzers 305 verletzt wird, d. h. durch die exklu-
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sive Aufnahme spezifischer Sprechhandlungen, die
der Benutzer 305 an das Benutzergerat 304 richtet.

[0080] Im Beispiel, dargestelltin Fig. 3, kann der Be-
nutzer 305 beispielsweise ein Steuerelement am Be-
nutzergerat 304 auswahlen, um das Benutzergerat
304 dazu zu bringen, Spracheingaben des Benutzers
305 aufzunehmen, und nachdem der Benutzer 305
das Steuerelement angewahlt hat, kann der Benutzer
305 eine Spracheingabe vornehmen, indem er ,play
next sagt. Benutzergerat 304 kann die der Sprach-
eingabe entsprechenden Audiodaten Gber eines oder
mehrere Netzwerke an das Voice-Action-System 300
Ubertragen. Zuséatzlich kann Benutzergerat 304 Kon-
textinformation fir das Benutzergerat 304 oder An-
wendungen, die auf dem Benutzergerat 304 laufen,
bestimmen, und Kontextinformation fir das Benut-
zergerat 304 kann Uber das eine oder die mehreren
Netzwerke an das Voice-Action-System 300 Ubertra-
gen werden.

[0081] In einigen Fallen beinhaltet die Kontextinfor-
mation, die vom Benutzergerat 304 an das Voice-
Action-System 300 Ubertragen wird, spezifische In-
formation, die durch Informationen, die auf dem Be-
nutzergerat 304 gespeichert ist, identifiziert wird.
Benutzergerat 304 kann beispielsweise Information
speichern, die spezifische Statusinformation angibt,
die als Kontextinformation an das Voice-Action-Sys-
tem 300 zu Ubertragen ist. Die Kontextinformation,
die dem Voice-Action-System 300 durch das Benut-
zergerat 304 bereitgestellt wird, kann einen stan-
dardisierten Koérper von Kontextinformation beinhal-
ten, dergestalt dass alle Benutzergerate die glei-
che Kontextinformation an das Voice-Action-System
300 schicken, oder die Kontextinformation, die durch
das Benutzergerat 304 bereitgestellt wird, kann ein
spezifischer Satz von Kontextinformation sein, der
fur das Benutzergerat 304 bestimmt wird. In eini-
gen Implementierungen kann das Voice-Action-Sys-
tem 300 gewisse Kontextinformationen vom Benut-
zergerat 304 anfordern, und die Kontextinformation,
die vom Benutzergerat Gbertragen wird, kann Infor-
mation sein, die auf die Anfrage hin dem Voice-
Action-System 300 bereitgestellt wird. In noch wei-
teren Fallen kann die mit auf dem Benutzergerat
304 installierten Anwendungen verknupfte Informati-
on, wie beispielsweise Metadaten, Kontextinformati-
on spezifizieren, die dem Voice-Action-System 300
bereitzustellen sind, und das Benutzergerat 304 kann
Kontextinformation an das Voice-Action-System 300
Ubertragen, die die durch die Anwendungsdaten spe-
zifizierte Information beinhaltet.

[0082] Beispielsweise im Beispiel, gezeigt in Fig. 3,
kann die vom Benutzergerat 304 an das Voice-Ac-
tion-System 300 Ubertragene Kontextinformation In-
formation beinhalten, die angibt, dass eine Media-
player-Anwendung derzeit im Vordergrund des Be-
nutzergerats 304 |auft, dass die Mediaplayer-Anwen-
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dung in einem Audioplayer-Modus betrieben wird,
und dass die derzeitige Batterieladung des Benutzer-
gerats 304 50% betragt.

[0083] Die vom Benutzergerat 304 tibertragenen Au-
diodaten kénnen von der Spracherkennungsengine
330 des Voice-Action-Systems 300 empfangen wer-
den, und die Spracherkennungsengine 330 kann ei-
ne Transkription der Audiodaten erstellen. Zum Bei-
spiel, wie besprochen im Hinblick auf die Spracher-
kennungsengine 130 aus Fig. 1, kann die Spracher-
kennungsengine 330 in der Lage sein, die Audioda-
ten zu empfangen und eine Transkription der Audio-
daten zu erstellen, die der Spracheingabe des Be-
nutzers 305 entspricht. Nachdem sie die Transkripti-
on der Audiodaten erstellt hat, kann die Spracherken-
nungsengine 330 die Transkription dem Matcher 350
bereitstellen.

[0084] In einigen Implementierungen kann die
Spracherkennungsengine 330, zusatzlich zum Emp-
fang der Audiodaten, auch Kontextinformation emp-
fangen, die dem Voice-Action-System 300 vom Be-
nutzergerat 304 bereitgestellt wird. Spracherken-
nungs-System 330 kann die Spracherkennung auf
Grundlage der empfangenen Kontextinformation be-
einflussen. In einigen Implementierungen kann die
Beeinflussung der Spracherkennung auf Grundlage
von Kontextinformation beinhalten, die Wahrschein-
lichkeit anzupassen, dass gewisse Worter in Au-
diodaten erkannt werden. Spracherkennungssystem
330 kann beispielsweise die Wahrscheinlichkeit an-
passen, dass gewisse Worter erkannt werden, basie-
rend auf ihrer Relevanz fir einen von der Kontextin-
formation angegebenen Kontext.

[0085] Beispielsweise kann die Spracherkennungs-
engine 330 Audiodaten empfangen, die der Aussa-
ge ,play next“ entsprechen, sowie Kontextinforma-
tion, die angibt, dass eine Mediaplayer-Anwendung
derzeitim Vordergrund des Benutzergerats 304 |auft.
Spracherkennungsengine 330 kann die Spracher-
kennung dergestalt auf Grundlage der Kontextinfor-
mation beeinflussen, dass die Spracherkennungsen-
gine 330 die Transkription ,play next® statt der Tran-
skription ,Planets” erstellt, basierend darauf, dass die
Spracherkennungsengine 330 eine Wahrscheinlich-
keit erhdht, dass das Wort ,play“ oder der Satz ,play
next in den Audiodaten erkannt wird oder die Wahr-
scheinlichkeit vermindert, dass das Wort ,Planets® er-
kannt wird, basierend auf der Feststellung, dass die-
se Worter Relevanz oder keine Relevanz fir die Me-
diaplayer-Anwendung besitzen, die im Vordergrund
des Benutzergerats 304 lauft.

[0086] Kontextanalyse-Engine 340 des Voice-Ac-
tion-Systems empfangt die vom Benutzergerat 304
Ubertragene Kontextinformation und verarbeitet die
Kontextinformation, um einen Kontext des Benutzer-
gerats 304 oder von Anwendungen, die auf dem
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Benutzergerét 304 laufen, festzustellen. Ahnlich zur
Kontextanalyse-Engine 140 aus Fig. 1, kann die Kon-
textanalyse-Engine 340 des Voice-Action-Systems
300 empfangene Kontextinformation verarbeiten, um
Teile der empfangenen Kontextinformation zu be-
stimmen, die relevant fir die Identifikation einer aus-
zulésenden Voice Action sind, oder kann die empfan-
gene Kontextinformation verarbeiten, um festzustel-
len, ob eine andere Kontextinformation existiert, die
vom Benutzergerat 304 bendtigt wird, um eine aus-
zulésende Voice Action zu identifizieren. Wenn zu-
satzliche Kontextinformation benétigt wird, um eine
auszufiihrende Voice Action zu bestimmen, kann die
Kontextanalyse-Engine 340 die zusétzliche Kontext-
information vom Benutzergerat 304 anfordern, derge-
stalt dass das Benutzergerat 304 mit der zusatzlichen
Kontextinformation auf die Anfrage reagieren kann.
In einigen Implementierungen kann die Kontextana-
lyse-Engine 340 das Format der empfangenen Kon-
textinformation modifizieren, um einen Kontext zu er-
stellen, der vom Voice-Action-System 300 dazu ge-
nutzt werden kann, eine auszulésende Voice Action
zu identifizieren. Kontextanalyse-Engine 340 stellt
die verarbeitete Kontextinformation dem Matcher 350
bereit.

[0087] Im Beispiel, dargestelltin Fig. 3, empfangt die
Kontextanalyse-Engine 340 beispielsweise die Kon-
textinformation vom Benutzergerat 304. Die empfan-
gene Kontextinformation kann angeben, dass eine
Mediaplayer-Anwendung im Vordergrund des Benut-
zergerats 304 lauft, dass die Mediaplayer-Anwen-
dung im Audioplayer-Modus lauft und dass die Bat-
terieladung des Benutzergerats 304 50% betragt.
Kontextanalyse-Engine 340 kann feststellen, dass
die Information zum Batterieladezustand dafiir irre-
levant ist zu bestimmen, welche Voice Action auf
die Spracheingabe des Benutzers 305 hin ausgeldst
wird, und somit kann die Kontextanalyse-Engine 340
dem Matcher 350 einen Kontext bereitstellen, der le-
diglich angibt, dass die Mediaplayer-Anwendung im
Vordergrund des Benutzergerats 304 lauft und sich
im Audioplayer-Modus befindet.

[0088] Matcher 350 empfangt den Kontext von der
Kontextanalyse-Engine 340 und die Transkription
von der Spracherkennungs-Engine 330 und nutzt den
empfangenen Kontext und die empfangene Tran-
skription, um eine oder mehrere mdégliche auszul6-
sende Voice Actions zu identifizieren. Matcher 350
kann beispielsweise den von der Kontextanalyse-En-
gine 340 empfangenen Kontext mit den Kontexten
abgleichen, die mit einer oder mehreren Absichten
verknupft sind, die in der Anwendungs-Voice-Action-
Datenbank 310 und/oder der OS-Voice-Action-Da-
tenbank 320 enthalten sind. Auf Grundlage der Fest-
stellung, dass der empfangene Kontext mit Kontex-
ten Ubereinstimmt, die mit einem oder mehreren der
Absichten verknupft sind, kann der Matcher 350 die-
se Absichten als mdgliche auszulésende Absichten
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identifizieren. Nachdem auf Grundlage des Abgleichs
des empfangenen Kontextes mit den Kontexten, die
mit den mdglichen Absichten verknipft sind, mdégli-
che Absichten identifiziert sind, kann der Matcher 350
den Satz von mdglichen Absichten einengen, indem
er die empfangene Transkription mit Auslésersatzen
vergleicht, die mit den méglichen Absichten verknipft
sind. Matcher 350 kann Information, die den einge-
engten Satz von mdglichen Absichten identifiziert,
dem Aktionsausléser-Generator 360 bereitstellen.

[0089] In einigen Fallen kann der Matcher 350 meh-
rere mogliche Transkriptionen einer Spracheingabe
empfangen und kann auf Grundlage der Feststel-
lung, dass jede der moglichen Absichten mit einem
Kontext, der mit dem von der Kontextanalyse-Engi-
ne 340 empfangenen Kontext Gbereinstimmt, und ei-
ner oder mehreren der moglichen Transkriptionen der
von der Spracherkennungs-Engine 330 empfange-
nen Spracheingabe verkniipft ist, einen eingeengten
Satz von moglichen Absichten identifizieren. Sprach-
erkennungs-Engine 330 kann beispielsweise meh-
rere mogliche Transkriptionen fir die Spracheinga-
be bestimmen und kann Information bereitstellen,
die jede der mdglichen Transkriptionen dem Matcher
350 angibt. Matcher 350 kann dann einen einge-
engten Satz von mdglichen Absichten identifizieren,
die jeweils einen Kontext spezifizieren, der mit dem
von Matcher 350 empfangenen Kontext kompatibel
ist, die auch einen AuslOsersatz spezifizieren, der
mit einer moglichen Transkription der Spracheingabe
Ubereinstimmt.

[0090] Im Beispiel, dargestellt in Fig. 3, empfangt
der Matcher 350 einen Kontext, der angibt, dass
auf dem Benutzergerat 304 die Mediaplayer-Anwen-
dung im Vordergrund und im Audioplayer-Modus
lauft. Matcher 350 empfangt auch zwei Transkrip-
tionen der Audiodaten, namlich die Transkriptionen
Lplay next und ,Planets®. Matcher 350 identifiziert
auf Grundlage dieser Information mdgliche auszul6-
sende Absichten, indem er den empfangenen Kon-
text und die Transkriptionen mit dem Kontext und
den Ausldsersatzen vergleicht, die mit Absichten ver-
knipft sind, die in der Anwendungs-Voice-Action-
Datenbank 310 und der OS-Voice-Action-Datenbank
320 gespeichert sind. Auf Grundlage des Vergleichs
identifiziert der Matcher 350 zwei mogliche Absich-
ten, inklusive einer Absicht fiir eine Voice Action ,play
next®, die die Mediaplayer-Anwendung dazu bringt,
zu einem néchsten Lied zu springen, und einer Ab-
sicht fir eine ,Planets®, die eine Anwendung na-
mens ,Planets” 6ffnet. Matcher 350 kann dem Akti-
onsausldser-Generator 360 Information bereitstellen,
die die zwei moglichen Absichten identifiziert, oder
der Matcher 350 kann dem Aktionsausloser-Genera-
tor 360 eine Kopie der méglichen Absichten bereit-
stellen.
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[0091] Aktionsausléser-Generator 360 empfangt In-
formation, die eine oder mehrere mogliche Absichten,
die auf die Spracheingabe hin auszulésen sind, und
vom Benutzergerat 304 empfangene Kontextinforma-
tion. Aktionsausldser-Generator 360 erstellt Aktions-
ausldser fur eine oder mehrere bestimmte Absichten,
wobei jeder Aktionsausléser Daten umfasst, die in der
Lage sind, das Benutzergerat 304 zu steuern, damit
dieses die mit der entsprechenden Absicht verknipf-
te Voice Action ausfihrt. In einigen Implementierun-
gen erstellt der Aktionsausléser-Generator 360 ei-
nen Aktionsausldser fir jede vom Matcher 350 iden-
tifizierte mdgliche Absicht. In anderen Implementie-
rungen kann der Aktionsausléser-Generator 360 ei-
ne Angabe einer bestimmten auszulésenden Absicht
aus den moglichen Absichten erhalten, und kann ei-
nen Aktionsausldser nur fur die bestimmte Absicht
erstellen. In beiden Implementierungen kann der Ak-
tionsausléser-Generator 360 einen Aktionsausldser
erstellen, basierend auf der vom Matcher 350 emp-
fangenen Information und der Information auf die
in der Anwendungsdaten-Datenbank 370 zugegriffen
wird.

[0092] Beispielsweise kann der Aktionsausléser-Ge-
nerator 360 eine Absicht fiir eine mdgliche Voice Ac-
tion empfangen, und der Aktionsausléser-Generator
360 kann auf Information in der Anwendungsdaten-
Datenbank 370 zugreifen, die dazu fliihren kann, dass
die Voice Action auf dem Benutzergerat 304 ausge-
fihrt wird. Zum Beispiel kann die Information, auf die
in der Anwendungsdaten-Datenbank 370 zugegriffen
wird, Information zur Ausfihrung oder Auslésung der
Aktivitat oder Aktion beinhalten, die mit einer Voice
Action verknUpft ist, so wie Information Uiber das Be-
nutzergerat 304, Information Uber die mit der Voice
Action verknipfte Anwendung oder Information Uber
ein auf dem Benutzergerat 304 laufendes Betriebs-
system. Aktionsausldser-Generator 360 kann die ab-
gerufene Information als Aktionsausloser fir die mog-
liche Voice Action nutzen oder kann die abgerufene
Information nutzen, um Aktionsausléserdaten zu er-
stellen, die in der Lage sind, die Aktionen oder Aktivi-
taten auszul6ésen, die mit der moglichen Voice Action
auf dem Benutzergerat 304 verknUpft sind. In einigen
Implementierungen beinhaltet das Voice-Action-Sys-
tem 300 moglicherweise weder Aktionsausloser-Ge-
nerator 360 noch Anwendungsdaten-Datenbank 370,
dergestalt dass eine Absicht als solche an das Benut-
zergerat 304 Ubertragen werden kann, und Informa-
tion in der Absicht das Benutzergerat 304 dazu brin-
gen kann, die mit der Absicht verknlpfte Aktion oder
Aktivitat auszufihren.

[0093] Im Beispiel, dargestellt in Fig. 3, kann der
Aktionsausldser-Generator 360 eine Absicht fiir die
Voice Action ,play next* fir die Mediaplayer-Anwen-
dung und eine Absicht fiir die Voice Action ,Planets”
zum Offnen der ,Planets“-Anwendung erhalten. Akti-
onsausldser-Generator 360 kann Aktionsausléser fur
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jede der ,play next“- und ,Planets“-Voice-Actions er-
stellen. Um einen Aktionsausléser fiir die Voice Ac-
tion ,play next® zu erstellen, greift der Aktionsaus-
I6ser-Generator 360 auf Information in der Anwen-
dungsdaten-Datenbank 370 zu, die die auf dem Be-
nutzergerat 304 installierte Mediaplayer-Anwendung
betrifft, kann auf Information zugreifen, die das Be-
nutzergerat 304 oder ein spezifisches Modell des Be-
nutzergerats 304 betrifft, oder kann auf Information
zugreifen, die ein auf dem Benutzergerat 304 laufen-
des Betriebssystem betrifft. Aktionsausloser-Genera-
tor 360 nutzt die empfangene Absicht und die Infor-
mation, auf die in der Anwendungsdaten-Datenbank
370 zugegriffen wurde, um einen Aktionsausldser fir
die Voice Action ,play next® zu erstellen. Auf ahnli-
che Weise kann der Aktionsausléser-Generator 360
einen Aktionsausldser fir die Voice Action ,Planets®
erstellen, indem er auf Information im Zusammen-
hang mit der ,Planets“-Anwendung, dem Benutzer-
gerat 304 oder einem Betriebssystem, das auf dem
Benutzergerat 304 lauft, zugreift, und kann einen Ak-
tionsausloser fir die Voice Action ,Planets” erstellen,
basierend auf der empfangenen und abgerufenen In-
formation.

[0094] Wie oben besprochen kann der Matcher 350
in einigen Beispielen mehr als eine mdgliche auszu-
I6sende Absicht identifizieren, und in diesen Fallen
kann es nétig sein, eine bestimmte auszulésende Ab-
sicht aus dem Satz von mdglichen Absichten aus-
zuwahlen. Die Disambiguierungs-Engine 380 kann
Operationen ausfiihren, um aus den mdglichen Ab-
sichten auszuwahlen oder eine Benutzereingabe zu
empfangen, die dies tut. Beispielsweise kann die Di-
sambiguierungs-Engine eine Anfrage an das Benut-
zergerat 304 richten, die den Benutzer 304 auffor-
dert, eine bestimmte Voice Action aus den mdglichen
Voice Actions, die mit den mdglichen Absichten ver-
knlpft sind, auszuwahlen. Auf die Anfrage hin kann
der Benutzer 305 eine Eingabe am Benutzergerat
304 vornehmen, um eine bestimmte maégliche Voice
Action zur Ausfiihrung auszuwahlen. Information, die
die Benutzerauswahl angibt, kann von der Disambi-
guierungs-Engine 380 empfangen werden.

[0095] Alternativ kann die Disambiguierungs-Engi-
ne 380 Zugriff auf einen Benutzeraktivitats-Verlauf
390 haben, der Information Uber vorangegangene
am Benutzergerat 304 eingegebene Voice Actions
oder andere am Benutzergerat 304 vorgenomme-
ne Handlungen beinhaltet. Benutzeraktivitats-Verlauf
390 kann beispielsweise eine Anzahl von Faéllen an-
geben, in denen der Benutzer 305 eine bestimmte
mdgliche Voice Action ausgeldst hat, die Anzahl von
Fallen, in denen der Benutzer 305 spezifische Aktio-
nen auf dem Benutzergerat 304 mit oder ohne Nut-
zung einer Voice Action ausgeflihrt hat, oder kann
andere Information Gber die Nutzung des Benutzer-
gerats 305 durch den Benutzer 304 beinhalten. In ei-
nigen Fallen kann der Benutzeraktivitats-Verlauf 390
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Information beinhalten, die den Nutzungsverlauf von
anderen Benutzern als dem Benutzer 305 angibt.
Zum Beispiel kann der Benutzeraktivitats-Verlauf 390
Information beinhalten, die Nutzungsmuster von al-
len Benutzern, die die Mediaplayer-Anwendung und/
oder die ,Planets“-Anwendung auf einem Benutzer-
gerat installiert haben.

[0096] In einigen Implementierungen kann die Infor-
mation im Benutzeraktivitats-Verlauf 390 vom Voice-
Action-System 300 genutzt werden, um aus mdg-
lichen Absichten auszuwahlen, ohne eine Eingabe
des Benutzers 305 anzufordern. Zum Beispiel kann
die Disambiguierungs-Engine 380 auf Information im
Benutzeraktivitats-Verlauf 390 zugreifen, die angibt,
dass der Benutzer 305 zuvor eine bestimmte mdgli-
che Voice Action ausgewahlt hat, als er eine dhnliche
Spracheingabe vorgenommen hat, und auf Grund-
lage dieser Information kann die Disambiguierungs-
Engine 380 eine bestimmte mdgliche auszulésende
Absicht auswahlen, ohne eine Eingabeaufforderung
an den Benutzer 305 zu richten. Auf dhnliche Wei-
se kann die Disambiguierungs-Engine 380 feststel-
len, dass ein gewisser Anteil von Benutzern, die ei-
ne der vom Benutzer 305 empfangenen Sprachein-
gabe ahnliche Spracheingabe vorgenommen haben,
gewahlt haben, eine bestimmte Voice Action auszulé-
sen, und die Disambiguierungs-Engine 380 kann ei-
ne bestimmte mdgliche auszulésende Sprachabsicht
auswahlen, basierend auf dieser Information und oh-
ne eine Eingabeaufforderung an den Benutzer 305
zu richten. In einigen Implementierungen kann jede
der moglichen Absichten einen verknlpften Wert be-
sitzen, der die Starke einer Beziehung zwischen ei-
nem bestimmten Ausldsersatz und der bestimmten
mdglichen Absicht angibt. Eine bestimmte mdégliche
Absicht kann auf Grundlage der den moglichen Ab-
sichten zugewiesenen Werte ausgewahlt werden, die
die Starke der Beziehung zwischen der maoglichen
Absicht und einem empfangenen Ausldsersatz ange-
ben.

[0097] Andere Faktoren kénnen im Benutzeraktivita-
ten-Verlauf 390 berticksichtigt oder einbezogen wer-
den, der bei der Auswahl einer moglichen Absicht
genutzt wird. Voice-Action-System 300 kann Hand-
lungen auf dem Benutzergerat 304 verfolgen, nach-
dem das Voice-Action-System eine bestimmte mdg-
liche Absicht auslést um festzustellen, ob die ausge-
I6ste Absicht der Erwartung des Benutzers 305 ent-
spricht. Wenn Benutzer 305 beispielsweise Operatio-
nen unternimmt, um eine andere Aktion auf dem Be-
nutzergerat 304 durchzufiihren, nachdem das Voice-
Action-System 300 eine bestimmte Voice Action aus-
I6st, kann das darauf hindeuten, dass das Voice-Ac-
tion-System 300 die falsche mdgliche Absicht aus-
gel6st hat, und somit kann das Voice-Action-Sys-
tem 300 Information zum Benutzeraktivitats-Verlauf
390 hinzufiuigen, die angibt, dass die empfangene
Spracheingabe die ausgeldste Absicht nicht oder sel-
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tener auslésen sollte. In anderen Beispielen kann der
Benutzeraktivitats-Verlauf 390 Information enthalten,
die angibt, wie haufig der Benutzer 305 oder andere
Benutzer eine bestimmte mdgliche Absicht bei einem
bestimmten Status ihres Benutzergerats auswahlen,
z. B. bei einem bestimmten Status, der in der dem
Voice-Action-System 300 bereitgestellten Kontextin-
formation angegeben ist. Auf andere im Benutzerak-
tivitats-Verlauf 390 enthaltene Information kann von
der Disambiguierungs-Engine 380 zugegriffen wer-
den, und sie kann genutzt werden, um eine bestimm-
te moégliche Absicht aus einem Satz von mdglichen
Absichten auszuwahlen.

[0098] Fir das Beispiel, dargestellt in Fig. 3, kann
die Disambiguierungs-Engine 380 auf Grundlage der
Feststellung, dass die mdglichen Absichten fir den
vom Benutzer 305 vorgenommene Spracheingabe
die Absicht flr die Voice Action ,play next® fiir die Me-
diaplayer-Anwendung oder die Absicht fir die Voice
Action ,Planets“ zum Offnen der ,Planets‘-Anwen-
dung beinhalten, dem Benutzergerat 305 Informati-
on bereitstellen, die eine Benutzerauswahl einer be-
stimmten moéglichen Voice Action anfordert. Wie ge-
zeigt kann eine Anfrage auf dem Display des Be-
nutzergerats 304 angezeigt werden, die den Benut-
zer 305 auffordert, entweder eine Voice Action ,play
next‘ oder eine Voice Action zum ,Planets 6ffnen”
auszuwahlen. Benutzer 305 nimmt eine Eingabe auf
dem Benutzergerat 304 vor, um die Option ,nachs-
tes Lied“ auszuwahlen. Daten, die die Benutzeraus-
wahl angeben, werden an die Disambiguierungs-En-
gine 380 Ubertragen, und auf den Empfang von Da-
ten in, die die Benutzerauswahl angeben, bestimmt
die Disambiguierungs-Engine 380, die Absicht fir die
Voice Action ,play next* auszulésen. In einigen Bei-
spielen kann die Disambiguierungs-Engine 380 auch
Information im Benutzeraktivitats-Verlauf 390 spei-
chern, die angibt, dass der Benutzer 305 sich da-
fur entschieden hat, die Absicht fiir die Voice Action
Lplay next® und nicht die Absicht fir die Voice Ac-
tion ,Planets® auszulésen. Disambiguierungs-Engine
380 kann sich auf die Information stlitzen, die im Be-
nutzeraktivitats-Verlauf 390 gespeichert ist, um auto-
matisch eine mogliche auszulésende Voice Action zu
bestimmen, wenn eine ahnliche Spracheingabe spa-
ter vom Voice-Action-System 300 vom Benutzergerat
304 empfangen wird.

[0099] In einer alternativen Implementierung des
Beispiels, dargestellt in Fig. 3, kann die Disambi-
guierungs-Engine 380 eine bestimmte auszulésende
mdgliche Absicht auf Grundlage des Zugriffs auf den
Benutzeraktivitats-Verlauf 390 auswahlen. Benutzer-
aktivitats-Verlauf 390 kann beispielsweise angeben,
dass der Benutzer 305 des Benutzergerats 304 zuvor
eine ahnliche Spracheingabe vorgenommen hat und
sich dazu entschieden hat, die Absicht fur die Voice
Action ,nachstes Lied abspielen“ auszulésen. Basie-
rend darauf, dass der Benutzeraktivitats-Verlauf 390
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angibt, dass die Absicht flr die Voice Action ,play
next* zuvor ausgelést wurde, nachdem die ahnliche
Spracheingabe empfangen wurde, kann die Disambi-
guierungs-Engine 380 bestimmen, die Absicht fir die
Voice Action ,play next‘ auszulésen, ohne zusatzli-
che Eingaben vom Benutzer 305 anzufordern.

[0100] Nachdem eine bestimmte mogliche Absicht
ausgewahlt wurde, und, wenn nétig, ein Aktionsaus-
I6ser fur die ausgewahlte mdgliche Voice Action er-
stellt wurde, Ubertragt das Voice-Action-System 300
Information an das Benutzergerat 304, die dazu fihrt,
dass die ausgewahlte Voice Action ausgefuhrt wird.
Zum Beispiel kann die Disambiguierungs-Engine 380
oder eine andere Komponente des Voice-Action-Sys-
tems 300 die Absicht oder die aktionsauslésenden
Daten fur die gewahlte Voice Action an das Benut-
zergerat 304 Ubertragen, um das Benutzergerat 304
dazu zu bringen, die ausgewahlte Voice Action aus-
zufiihren.

[0101] Im Beispiel, dargestellt in Fig. 3, kann die Di-
sambiguierungs-Engine 380 beispielsweise den Ak-
tionsausléser an das Benutzergerat 304 lGbertragen,
nachdem der Benutzer 305 die ,play next“-Option
ausgewahlt hat, um die Voice Action ,play next®
auszuwahlen, die die Mediaplayer-Anwendung da-
zu bringt, zu einem nachsten Lied zu springen, und
nachdem ein Aktionsausldser erstellt wurde, der Da-
ten zur Steuerung der Mediaplayer-Anwendung zum
Springen zu einem nachsten Lied enthalt. Benutzer-
gerat 304 kann den Aktionsausléser empfangen, und
der Aktionsausldser kann das Benutzergerat 304 da-
zu bringen, die Voice Action ,play next* auszufihren,
indem er die Mediaplayer-Anwendung dazu bringt, zu
einem nachsten Lied zu springen.

[0102] In einigen Implementierungen kann eine Be-
nachrichtigung, die eine ausgeldste Voice Action an-
gibt, zur Anzeige auf dem Benutzergerat 304 be-
reitgestellt werden. Voice-Action-System 300 oder
ein Betriebssystem der Benutzergerats 304 kdnnen
beispielsweise veranlassen, dass eine Benachrichti-
gung auf dem Benutzergerat 304 angezeigt wird, die
die ausgeldste Voice Action identifiziert. In einigen
Fallen kann die Benachrichtigung, die die ausgelos-
te Voice Action identifiziert, dergestalt bereitgestellt
werden, dass es fir den Benutzer 305 ersichtlich ist,
dass die mit der ausgelésten Voice Action verkniipf-
te Anwendung nicht fuir die Erkennung der Voice Ac-
tion oder die Auslésung der Voice Action verantwort-
lichist. Eine auf dem Benutzergerat 304 bereitgestell-
te Benachrichtigung kann beispielsweise eine Stim-
me nutzen, die als mit dem Voice-Action-System 300,
dem Benutzergerat 304 oder einem Betriebssystem
des Benutzergerats 304 verknupft erkennbar ist, und
nicht mit der Mediaplayer-Anwendung, die auf dem
Benutzergerat 304 |uft. In einem anderen Beispiel
kann eine Benachrichtigung auf eine Art angezeigt
werden, dass das System oder die Anwendung, die
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die Spracheingabe des Benutzers 305 verarbeitet
von der Anwendung unterscheidet, die die ausgel®s-
te Voice Action ausfuhrt. Eine Benachrichtigung kann
beispielsweise angeben: ,Sie haben die Voice Action
‘play next’ ausgeldst. Ich werde jetzt die Mediaplay-
er-Anwendung veranlassen, zu einem nachsten Lied
zu springen®, wodurch dem Benutzer 305 angezeigt
wird, dass die Mediaplayer-Anwendung nicht fir die
Verarbeitung der Spracheingabe verantwortlich war.

[0103] Fig. 4 zeigt ein Flussdiagramm fir einen
beispielhaften Prozess 400, der von einem Voice-
Action-System ausgefiihrt wird. In einigen Beispie-
len kann der Prozess 400 aus Fig. 4 ausgefihrt
werden vom Voice-Action-System 100 aus Fig. 1,
oder von Komponenten des Voice-Action-Systems
100 aus Fig. 1. Prozess 400 beschreibt einen Pro-
zess durch den ein Anwendungsentwickler eine neue
Voice Action fir eine Anwendung anlegen kann, die
auf einem oder mehreren Benutzergeraten installiert
wurde, und durch das ein Benutzer eines Benutzer-
gerats, auf dem die Anwendung installiert ist, die
neue Voice Action auslésen kann, um die Ausfiihrung
von Operationen zu veranlassen, die mit der von der
Anwendung auf dem Benutzergerat auszufihrenden
neuen Voice Action verkniipft sind.

[0104] Zunachst werden Daten von einem Voice-
Action-System empfangen, die eine neue Voice Ac-
tion fur einen Software-Anwendung spezifizieren, die
vom Voice-Action-System verschieden ist, wobei die
Daten einen oder mehrere Operationen zur Ausfih-
rung der neuen Voice Action und einen oder mehre-
re Ausloserbegriffe zur Auslésung der neuen Voice
Action umfassen (402). Zum Beispiel kann ein mit
der Software-Anwendung verknipfter Anwendungs-
entwickler 101a—-101n unter Nutzung eines Terminals
102a-102n Daten in das Voice-Action-System 100
eingeben, die eine neue Voice Action definieren.

[0105] Die Daten, die die neue Voice Action definie-
ren, kdnnen Daten beinhalten, die eine oder mehrere
Operationen zur Ausfiihrung der neuen Voice Action
und einen oder mehrere Ausldserbegriffe zur Auslé-
sung der neuen Voice Action spezifizieren. Zum Bei-
spiel kdnnen Daten, die einen neue Voice Action de-
finieren den Ausléserbegriff ,play next* spezifizieren,
und kénnen spezifizieren, dass die neue Voice Ac-
tion Operationen ausfiihren soll, die eine Mediaplay-
er-Anwendung dazu bringen, zu einem nachsten Lied
zu springen. Die Daten kénnen auch zusatzliche In-
formation im Zusammenhang mit der neuen Voice
Action spezifizieren, so wie die Anwendung, die die
neue Voice Action betrifft, einen Kontext, in dem die
neue Voice Action zur Nutzung durch einen Benut-
zer aktiviert sein soll, oder andere Information. Zum
Beispiel kdnnen die Daten, die die Voice Action ,play
next‘ definieren, auch spezifizieren, dass die Voice
Action die Mediaplayer-Anwendung betrifft, und kann
spezifizieren, dass die Voice Action aktiviert sein soll,
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wenn die Mediaplayer-Anwendung im Vordergrund
[&uft und sich im Audioplayer-Modus befindet.

[0106] Eine kontextuelle Voice-Action-Absicht fir
die Software-Anwendung wird vom Voice-Action-
System auf Grundlage von mindestens den empfan-
genen Daten erstellt, wobei die kontextuelle Voice-
Action-Absicht Daten umfasst, die, wenn sie von
der Software-Anwendung empfangen werden, anfor-
dern, dass die Software-Anwendung die eine oder
die mehreren Operationen der neuen Voice Action
ausfiihrt (404). Zum Beispiel das Voice-Action-Sys-
tem 100 aus Fig. 1 kann die Daten empfangen,
die die neue Voice Action spezifiziert, und kann auf
Grundlage der empfangenen Daten eine kontextuel-
le Voice-Action-Absicht fir die neue Voice Action er-
stellen. Voice-Action-System 100 kann die kontextu-
elle Voice-Action-Absicht in der Anwendungs-Voice-
Action-Datenbank 110 speichern. In einigen Imple-
mentierungen kann das Voice-Action-System 100 die
Absicht unter Nutzung eines Prozesses erstellen, der
ahnlich zu dem beschriebenen ist in Fig. 2, durch die
Validierung der Daten und der Einfiigung der emp-
fangenen Grammatik, um die kontextuelle Voice-Ac-
tion-Absicht zu erstellen. In einigen Implementierun-
gen kann die erstellte kontextuelle Voice-Action-Ab-
sicht Information speichern, die die Software-Anwen-
dung steuern kann, um die eine oder die mehreren
Operationen zur Ausfiihrung der neuen Voice Action
ausflihren kann.

[0107] Die kontextuelle Voice-Action-Absicht ist mit
dem einen oder den mehreren Ausldserbegriffen flr
die neue Voice Action durch das Voice-Action-Sys-
tem verknlpft (406). Nachdem beispielsweise die
kontextuelle Voice-Action-Absicht fiir die neue Voice
Action vom Voice-Action-System 100 erstellt wur-
de, kann das Voice-Action-System 100 die kontex-
tuelle Voice-Action-Absicht fiir die neue Voice Ac-
tion mit dem einen oder den mehreren Ausldserbe-
griffen verknipfen, die in den empfangenen Daten
spezifiziert werden. Die kontextuelle Voice-Action-
Absicht mit dem/den verknipften Ausldserbegriff(en)
kann in der Anwendungs-Voice-Action-Datenbank
110 gespeichert werden. In einigen Implementierun-
gen kann die Verknipfung des einen oder der meh-
reren Ausloserbegriffe mit der kontextuellen Voice-
Action-Absicht beinhalten, den einen oder die meh-
reren Ausloserbegriffe in der kontextuellen Voice-Ac-
tion-Absicht zu spezifizieren. In anderen Implemen-
tierungen kann die Verkniipfung dadurch hergestellt
werden, dass anderweitig der eine oder die meh-
reren Ausloserbegriffe mit der kontextuellen Voice-
Action-Absicht verbunden werden, dergestalt dass
der Empfang eines oder mehrerer Ausléserbegriffe
zur ldentifizierung der kontextuellen Voice-Action-Ab-
sicht fuhrt.

[0108] Das Voice-Action-System ist dazu konfigu-
riert, eine Angabe einer Benutzerduflierung, die von
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einem Gerat empfangen wurde, auf dem die Soft-
ware-Anwendung installiert ist, zu empfangen (408).
Voice-Action-System 100 kann beispielsweise dazu
konfiguriert sein, eine Angabe zu erhalten, dass eine
AuRerung vom Benutzergerit 104 empfangen wur-
de, wobei die AuRerung vom Benutzergerat 104 als
Spracheingabe des Benutzers 105 erhalten wird. Auf
Benutzergerat 104 kann die mit der neuen Voice
Action verknupfte Software-Anwendung bereits in-
stalliert sein, beispielsweise die Mediaplayer-Anwen-
dung, besprochen in Zusammenhang mit Fig. 1.

[0109] Das Voice-Action-System ist dazu konfigu-
riert festzustellen, dass eine Transkription der Be-
nutzerauRerung dem einen oder den mehreren Aus-
I6serbegriffen entspricht, die mit der kontextuellen
Voice-Action-Absicht verknipft sind (410). Voice-Ac-
tion-System 100 kann beispielsweise dazu konfigu-
riert sein, Audiodaten zu empfangen, die der Be-
nutzerauBerung entsprechen, und kann unter Nut-
zung der Spracherkennungs-Engine 130 des Voice-
Action-Systems 100 eine Transkription der Benutze-
rauBerung erstellen. Die von der Spracherkennungs-
Engine 130 erstellte Transkription der Benutzerau-
Rerung kann mit mehreren kontextuellen Voice-Ac-
tion-Absichten verknilpften Ausléserbegriffen vergli-
chen werden, inklusive der kontextuellen Voice-Ac-
tion-Absicht fir die neue Voice Action und kontextuel-
ler Voice-Action-Absichten fiir andere Voice Actions.

[0110] In einigen Fallen kann der Vergleich durch-
gefihrt werden vom Voice-Action-Selektor 150 aus
Fig. 1, wobei der Voice-Action-Selektor 150 die Tran-
skription der BenutzeraulRerung mit Ausléserbegrif-
fen fir kontextuelle Voice-Action-Absichten verglei-
chen kann, die in der Anwendungs-Voice-Action-Da-
tenbank 110 oder der OS-Voice-Action-Datenbank
130 gespeichert sind. Auf Grundlage des Vergleichs
kann der Voice-Action-Selektor 150 feststellen, dass
die Transkription der Benutzerduflerung mit einem
oder mehreren von dem einen oder den mehreren
Ausloserbegriffen tGbereinstimmt, die mit der kontex-
tuellen Voice-Action-Absicht der neuen Voice Action
verknipft sind. Beispielsweise kann Spracherken-
nungs-Engine 130 eine Transkription fiir die vom Be-
nutzergerat 104 empfangene Benutzerduflerung er-
stellen, die als ,play next* angezeigt wird. Voice-Ac-
tion-Selektor 150 kann die Voice Action ,play next*
mit AuslOserbegriffen vergleichen, die mit mdglichen
kontextuellen Voice-Action-Absichten verknipft sind,
um festzustellen, dass die Transkription mit dem Aus-
I6sersatz ,play next* Gibereinstimmt, der mit der kon-
textuellen Voice-Action-Absicht fiir die neue Voice
Action ,play next‘ verknipft ist.

[0111] Das Voice-Action-System ist dazu konfigu-
riert, die kontextuelle Voice-Action-Absicht dem be-
stimmten Gerat bereitzustellen und dadurch anzu-
fordern, dass die auf dem bestimmten Gerét instal-
lierte Software-Anwendung die eine oder die meh-
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reren Operationen der neuen Voice Action ausflihrt
(412). Beispielsweise kann auf die Feststellung hin,
dass die Transkription der BenutzeraufRerung, die
von der Spracherkennungs-Engine 130 des Voice-
Action-Systems 100 erstellt wurde, mit dem einen
oder den mehreren Ausléserbegriffen Ubereinstimmt,
die mit der kontextuellen Voice-Action-Absicht fiir die
neue Voice Action verknUpft sind, der Voice-Action-
Selektor 150 dem Benutzergerat 104 die kontextuel-
le Voice-Action-Absicht fiir die neue Voice Action be-
reitstellen. Die kontextuelle Voice-Action-Absicht fur
die neue Voice Action kann effektiv anfordern, dass
die Software-Anwendung, die auf dem Benutzergeréat
104 installiert ist, die eine oder die mehreren Opera-
tionen der neuen Voice Action ausfiihrt. Beispielswei-
se kann die kontextuelle Voice-Action-Absicht Daten
beinhalten, die die eine oder die mehreren Operatio-
nen ausldsen, die mit der neuen Voice Action ver-
knupft sind, sobald das Benutzergerat 104 die kon-
textuelle Voice-Action-Absicht empfangt.

[0112] Es wurde eine Reihe von Implementierungen
beschrieben. Trotzdem versteht es sich, dass ver-
schiedene Modifikationen durchgefiihrt werden kon-
nen, ohne vom Geist und Umfang der Offenbarung
abzuweichen. Zum Beispiel kdnnen verschiedene
Formen der vorstehend dargestellten Ablaufe ver-
wendet werden, wobei Schritte neu geordnet, hinzu-
geflgt oder entfernt werden. Dementsprechend lie-
gen andere Implementierungen im Geltungsbereich
der folgenden Anspriiche.

[0113] In Fallen, in denen die Systeme und/oder
Verfahren, die hier besprochen werden, personliche
Informationen Giber Benutzer sammeln oder persénli-
che Informationen nutzen kénnen, kann fir die Benut-
zer eine Mdglichkeit der Kontrolle bereitgestellt wer-
den, ob Programme oder Funktionen persénliche In-
formationen sammeln, z. B. Informationen Uber das
soziale Netzwerk eines Benutzers, soziale Handlun-
gen oder Aktivitaten, Beruf, Praferenzen oder den
derzeitigen Standort, oder um zu kontrollieren, ob
und/oder wie das System und/oder die Verfahren
fir den Benutzer relevantere Operationen ausfih-
ren kénnen. Zusatzlich kébnnen gewisse Daten auf
einem oder mehreren Wegen anonymisiert werden,
bevor sie gespeichert oder verwendet werden, so
dass personenbezogene Informationen entfernt wer-
den. Eine Benutzeridentitdt kann beispielsweise so
anonymisiert werden, dass keine personlichen iden-
tifizierbaren Informationen fiir den Benutzer bestimmt
werden kénnen, oder ein Standort des Benutzers
kann verallgemeinert werden, wobei Standortinfor-
mationen entnommen werden, wie beispielsweise ei-
ne Stadt, Postleitzahl oder ein Bundesland, sodass
ein bestimmter Standort eines Benutzers nicht fest-
gestellt werden kann. So hat der Benutzer Kontrolle
dariiber, wie Informationen Uber ihn oder eingeholt
und verwendet werden.
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[0114] Wahrend die vorgenannten Ausfihrungsfor-
men hauptsachlich im Hinblick auf die Entwicklung
von Voice Actions zur Nutzung mit auf Benutzergera-
ten installierten Anwendungen beschrieben wurden,
kdnnen die beschriebenen Funktionen auch im Zu-
sammenhang mit Maschinen, anderen Geraten, Ro-
botern oder anderen Systemen genutzt werden. Zum
Beispiel das Voice-Action-System 100 aus Fig. 1
kann genutzt werden, um Voice Actions zur Interak-
tion mit Maschinen zu entwickeln und zu implemen-
tieren, wobei die Maschinen ein verkntipftes Compu-
tersystem besitzen; es kann auRerdem genutzt wer-
den, um Voice Actions zur Interaktion mit Robotern
oder Systemen mit Roboter-Komponenten zu entwi-
ckeln und zu implementieren; es kann genutzt wer-
den, um Voice Actions zur Interaktion mit Haushalts-
geraten, Entertainment-Systemen oder anderen Ge-
raten zu entwickeln und zu implementieren; oder es
kann genutzt werden, um Voice Actions zur Interak-
tion mit einem Fahrzeug oder einem anderen Trans-
portsystem zu entwickeln und zu implementieren.

[0115] Ausfihrungsformen und alle funktionsfahi-
gen in dieser Beschreibung beschriebenen Operatio-
nen kénnen in einer digitalen elektronischen Schal-
tung, in physisch greifbarer Computer-Software oder
Firmware, in Computer-Hardware, darunter auch in
aus dieser Beschreibung hervorgehenden Struktu-
ren und deren strukturellen Aquivalenten oder in
Kombinationen einer oder mehrerer derselben imple-
mentiert werden. Ausfihrungsformen kénnen als ei-
nes oder mehrere Computerprogrammprodukte, d. h.
als eines oder mehrere Module von Computerpro-
grammanweisungen, die auf einem computerlesba-
ren Medium fir die Ausfihrung durch oder fur die
Kontrolle der Operation der datenverarbeitenden Ein-
richtung verschlisselt sind, implementiert werden.
Das maschinenlesbare Speichermedium kann eine
maschinenlesbare Speichervorrichtung, ein maschi-
nenlesbares Speichersubstrat, eine Speichervorrich-
tung, eine Stoffzusammensetzung, die ein maschi-
nenlesbares verbreitetes Signal bewirkt, oder eine
Kombination aus einem oder mehreren davon sein.
Der Begriff ,datenverarbeitende Einrichtung“ umfasst
jedwede Einrichtung, Vorrichtung oder Maschine zur
Verarbeitung von Daten, einschlieBlich beispielswei-
se eines programmierbaren Prozessors, eines Com-
puters bzw. mehrerer Prozessoren oder Computer.
Der Apparat kann neben der Hardware auch einen
Code beinhalten, der eine Ausfiihrungsumgebung fur
das betreffende Computerprogramm erstellt, z. B. ei-
nen Code, der Prozessor-Firmware, einen Protokoll-
stapel, ein Datenbank-Managementsystem, ein Be-
triebssystem oder eine Kombination einer oder meh-
rerer der genannten darstellt. Ein propagiertes Signal
ist ein kinstlich erzeugtes Signal, z. B. ein maschi-
nell erzeugtes elektrisches, optisches oder elektro-
magnetisches Signal, das erzeugt wird, um Informa-
tionen fiir die Ubertragung an eine geeignete Emp-
féangereinrichtung zu kodieren.
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[0116] Ein Computerprogramm (auch als Pro-
gramm, Software, Software-Anwendung, Skript oder
Code bezeichnet) kann in einer beliebigen Form von
Programmiersprache geschrieben sein, einschlief3-
lich kompilierter oder interpretierter Sprachen, und
das Computerprogramm kann in jeder beliebigen
Form eingesetzt sein, darunter als unabhangiges
Programm oder als ein Modul, Komponente, Subrou-
tine, oder andere Einheit, die zur Benutzung in ei-
ner Rechenumgebung geeignet ist. Ein Computer-
programm entspricht nicht unbedingt einer Datei in
einem Dateisystem. Ein Programm kann in einem
Teil einer Datei gespeichert sein, die andere Pro-
gramme oder Daten enthalt (z. B. eines oder mehre-
re Scripts, die in einem Dokument in Markup-Spra-
che gespeichert sind), in einer einzelnen Datei spe-
ziell fir das betreffende Programm oder in mehre-
ren koordinierten Dateien (z. B. Dateien, die ein oder
mehrere Module, Unterprogramme oder Teile von
Code speichern). Ein Computerprogramm kann auf
einem Computer oder auf mehreren Computern be-
reitgestellt und ausgeflihrt werden, die sich an einem
Standort befinden oder tUber mehrere Standorte ver-
teilt und durch ein Kommunikationsnetzwerk mitein-
ander verbunden sind.

[0117] Die in dieser Beschreibung beschriebenen
Prozesse und Logikabldufe kénnen von einem oder
mehreren programmierbaren Computern ausgefiihrt
werden, die ein oder mehrere Computerprogramme
ausfuhren, die durch den auf Eingabedaten basie-
renden Betrieb und das Erzeugen von Ausgabeda-
ten bestimmte Funktionen aktivieren. Die Prozesse
und die logischen Abldufe kénnen auch durch lo-
gische Sonderzweckschaltungen durchgefihrt wer-
den, und der Apparat kann als Sonderzweckschal-
tungen implementiert werden, z. B. ein FPGA (Field
Programmable Gate Array) oder eine ASIC (anwen-
dungsspezifische integrierte Schaltung).

[0118] Prozessoren, die fiir die Ausfiihrung eines
Computerprogramms geeignet sind, umfassen bei-
spielsweise sowohl allgemeine als auch Spezialmi-
kroprozessoren sowie alle Arten von einem oder
mehreren Prozessoren von jeglicher Art von digitalen
Computern. Ein Prozessor nimmtim Allgemeinen An-
weisungen und Daten von einem Festspeicher oder
einem Arbeitsspeicher oder von beiden entgegen.

[0119] Die wesentlichen Elemente eines Computers
sind ein Prozessor fiir das Ausfiihren von Befehlen
und ein oder mehrere Speichergerate flr das Spei-
chern von Befehlen und Daten. Ganz allgemein ge-
horen zu einem Computer auch ein oder mehr Mas-
senspeichergerate fir das Speichern von Daten, z.
B. Magnet-, magnetooptische oder optische Disket-
ten, um Daten entgegenzunehmen und/oder zu tber-
tragen. Ein Computer muss jedoch nicht tber solche
Gerate verfugen. AulRerdem kann ein Computer in ein
anderes Gerat eingebettet sein, z. B. in ein Tablet, in
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ein Mobiltelefon, einen Organizer (PDA), einen mobi-
len Audioplayer, einen GPS-Empfanger (Global Posi-
tioning System), um nur einige zu nennen. Computer-
lesbare Medien, die flir das Speichern von Computer-
programmbefehlen und -daten geeignet sind, schlie-
Ren alle Formen von nichtfliichtigen Speichern, Medi-
en und Speichergeréten ein, einschliel3lich beispiels-
weise Halbleiter-Speichergerate, z. B. EPROM, EE-
PROM und Flash-Speicher; Magnetplatten, z. B. in-
terne Festplatten oder Wechselplatten; magneto-op-
tische Platten; und CD-ROM- und DVD-ROM-Platten.
Der Prozessor und der Speicher kbnnen mit Spezial-
logikschaltungen erganzt werden oder darin integriert
sein.

[0120] Um eine Interaktion mit einem Benutzer be-
reitzustellen, kénnen Ausflihrungsformen auf einem
Computer mit einer Displayvorrichtung, wie z. B. ein
CTR-(Kathodenstrahlréhren-) oder LCD-(Flussigkris-
talldisplay-)Monitor zum Anzeigen von Informationen
fur den Benutzer und einer Tastatur und einem Zei-
gegerat, z. B. einer Maus oder einem Trackball, Gber
die der Nutzer Eingaben in den Computer bereitstel-
len kann, erfolgen. Andere Arten von Geréaten kon-
nen auch verwendet werden, um eine Interaktion mit
einem Benutzer bereitzustellen; zum Beispiel kann
eine dem Benutzer bereitgestellte Rickmeldung ir-
gendeine Form von Sinnesriickmeldung sein, z. B.
visuelle Ruckmeldung, auditive Rickmeldung oder
Tastrickmeldung; und eine Eingabe vom Benutzer
kann in einer beliebigen Form empfangen werden,
einschliellich akustischer, Sprach- oder Tasteinga-
ben.

[0121] Ausfihrungsformen koénnen in einem Re-
chensystem implementiert werden, das Folgendes
umfasst: eine Backendkomponente, z. B. als Da-
tenserver; eine Middlewarekomponente, z. B. einen
Applikationsserver; eine Frontendkomponente, z. B.
einen Clientcomputer mit grafischer Benutzerober-
flache oder einen Webbrowser, mit dem ein Be-
nutzer mit einer Implementierung oder einer belie-
bigen Kombination einer oder mehrerer dieser Ba-
ckend-, Middleware- oder Frontendkomponenten in-
teragieren kann. Die Komponenten des Systems kon-
nen durch eine beliebige Form oder ein beliebi-
ges Medium von digitaler Datenkommunikation, z. B.
ein Kommunikationsnetzwerk, miteinander verbun-
den sein. Beispiele fir Kommunikationsnetzwerke
beinhalten ein lokales Netzwerk (,LAN®) und ein Fern-
netz (,WAN®), z. B. das Internet.

[0122] Das Computersystem kann Clients und Ser-
ver umfassen. Client und Server sind generell vonein-
ander entfernt und interagieren in der Regel Uber ein
Kommunikationsnetzwerk. Die Beziehung von Client
und Server ergibt sich durch Computerprogramme,
die auf den jeweiligen Computern ausgefiihrt werden
und eine Client-Server-Beziehung zueinander haben.
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[0123] Wahrend diese Beschreibung viele Einzel-
heiten enthalt, sollten diese nicht als Beschrankun-
gen des Umfangs der Offenbarung oder von dem,
was beansprucht werden kann aufgefasst werden,
sondern vielmehr als Beschreibungen von bestimm-
ten Merkmalen bestimmter Ausfihrungsformen. Be-
stimmte Merkmale, die innerhalb dieser Beschrei-
bung im Zusammenhang mit separaten Ausfuhrungs-
formen beschrieben werden, kénnen auch in Kom-
bination in einer einzelnen Ausfuhrungsform imple-
mentiert werden. Umgekehrt kdnnen verschiedene
Merkmale, die im Zusammenhang mit einer einzel-
nen Ausfihrungsform beschrieben werden, auch in
mehreren Ausflihrungsformen separat oder in einer
geeigneten Teilkombination implementiert werden.
AuBBerdem konnen, auch wenn die Merkmale wei-
ter oben als in bestimmten Kombinationen wirkend
beschrieben und sogar zunachst als solche bean-
sprucht werden, in einigen Féllen ein oder mehrere
Merkmale einer beanspruchten Kombination aus der
Kombination herausgeschnitten und die beanspruch-
te Kombination auf eine Teilkombination oder eine
Variante einer Teilkombination gerichtet werden.

[0124] GleichermalRen sollte, obwohl die Vorgén-
ge in den Zeichnungen in einer bestimmten Rei-
henfolge dargestellt sind, dies nicht so verstanden
werden, dass die besagten Vorgange in der darge-
stellten Reihenfolge oder in fortlaufender Reihenfol-
ge durchgefiihrt werden missen, oder dass alle ver-
anschaulichten Vorgange durchgefihrt werden, um
die erwlinschten Ergebnisse zu erzielen. Unter be-
stimmten Umsténden kénnen Multitasking und Paral-
lelverarbeitung von Vorteil sein. Dartiber hinaus sollte
die Trennung verschiedener Systemkomponenten in
den oben beschriebenen Ausflhrungsformen nichtin
allen Ausfihrungsformen als erforderlich aufgefasst
werden, und es versteht sich, dass die beschriebe-
nen Programmkomponenten und Systeme im Allge-
meinen zusammen in ein einziges Softwareprodukt
integriert oder zu mehreren Softwareprodukten ver-
kapselt werden kénnen.

[0125] In allen Fallen, in denen eine HTML-Da-
tei erwaéhnt wird, kann diese durch andere Dateity-
pen oder -formate ersetzt werden. Eine HTML-Da-
tei kann beispielsweise durch eine XML- oder JSON-
Datei, eine Klartextdatei oder andere Dateitypen er-
setzt werden. Dariiber hinaus kénnen wo eine Ta-
belle oder Hashtabelle erwadhnt wird andere Datei-
strukturen (wie Spreadsheets, relationale Datenban-
ken oder strukturierte Dateien) genutzt werden.

[0126] Weitere Implementierungen sind in den fol-
genden Beispielen zusammengefasst:

Beispiel 1: Computerimplementiertes System, umfas-
send:

das Empfangen von Daten durch ein Voice-Action-
System, die eine neue Voice Action flr eine Software-
Anwendung spezifizieren, die vom besagten Voice-
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Action-System verschieden ist, wobei die Daten eine
oder mehrere Operationen zur Ausfihrung der neuen
Voice Action und einen oder mehrere Ausléserbegrif-
fe zur Auslésung der neuen Voice Action umfassen.
das Erstellen einer kontextuellen Voice-Action-Ab-
sicht fur die Software-Anwendung durch das Voice-
Action-System auf Grundlage von mindestens den
empfangenen Daten, wobei die kontextuelle Voice-
Action-Absicht Daten umfasst, die, wenn sie von
der Software-Anwendung empfangen werden, anfor-
dern, dass die Software-Anwendung die eine oder die
mehreren Operationen der neuen Voice Action aus-
fuhrt

das Verknupfen, durch das Voice-Action-System, der
kontextuellen Voice-Action-Absicht mit dem einen
oder den mehreren Ausldserbegriffen fir die neue
Voice Action;

wobei das Voice-Action-System dazu konfiguriert ist:
eine Angabe einer BenutzerduRerung, die von einem
Gerat erhalten wurde, auf dem die Software-Anwen-
dung installiert ist, zu empfangen,

festzustellen, dass eine Transkription der Benutzer-
auflerung dem einen oder den mehreren Ausldser-
begriffen entspricht, die mit der kontextuellen Voice-
Action-Absicht verkntipft sind; und

auf die Feststellung hin dem Geréat die kontextuelle
Voice-Action-Absicht bereitzustellen und dadurch an-
zufordern, dass die auf dem Gerét installierte Soft-
ware-Anwendung die eine oder die mehreren Opera-
tionen der neuen Voice Action ausfihrt.

[0127] Beispiel 2: Computerimplementiertes Sys-
tem nach Beispiel 1, wobei die empfangenen Daten
einen Kontext spezifizieren, wobei der Kontext einen
Status eines Gerats oder der Software-Anwendung
spezifiziert, wenn die neue Voice Action aktiviert ist.

[0128] Beispiel 3: Computerimplementiertes Sys-
tem nach Beispiel 2, wobei der Kontext spezifiziert,
dass die Software-Anwendung im Vordergrund eines
Geréts lauft, auf dem die Software-Anwendung instal-
liert ist.

[0129] Beispiel 4: Computerimplementiertes Sys-
tem aus Beispiel 2, wobei der Kontext spezifiziert,
dass die Software-Anwendung im Hintergrund eines
Geréts lauft, auf dem die Software-Anwendung instal-
liert ist.

[0130] Beispiel 5: Computerimplementiertes Sys-
tem nach Beispiel 2, wobei der Kontext spezifiziert,
dass die Software-Anwendung eine spezifische Akti-
vitat ausfihrt.

[0131] Beispiel 6: Computerimplementiertes Sys-
tem nach Beispiel 2, wobei der Kontext spezifiziert,
dass eine von der Software-Anwendung ausgefihrte
Aktivitat spezifische Aktivitat sich in einem bestimm-
ten Aktivitatszustand befindet.
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[0132] Beispiel Nr. 7: Computerimplementiertes
System nach einem der Beispiele 2 bis 6, umfassend:
das Verknupfen der kontextuellen Voice-Action-Ab-
sicht mit dem Kontext fiir die neue Voice-Action;

das Empfangen von Kontextinformation durch das
Voice-Action-System, die einen Status eines be-
stimmten Geréts, auf dem die Software-Anwendung
installiert ist, oder der auf dem bestimmten Gerat in-
stallierten Software-Anwendung angibt;

das Feststellen, dass die Kontextinformation den
Kontext fiir die neue Voice Action erfullt; und

das Bereitstellen, in Reaktion auf das Feststellen,
dass eine Transkription einer Benutzerduf3erung, die
vom bestimmten Gerat erhalten wird, mit dem ei-
nen oder den mehreren Ausldserbegriffen tberein-
stimmt, die mit der kontextuellen Voice-Action-Ab-
sicht verknlpft sind, und dass die Kontextinforma-
tion den mit der kontextuellen Voice-Action-Absicht
verknlpften Kontext erfiillt, durch das Voice-Action-
System fiir das bestimmte Gerat, der kontextuellen
Voice-Action-Absicht, und dadurch die Anfrage, dass
die auf dem bestimmten Geréat installierte Software-
Anwendung die eine oder die mehreren Operationen
der neuen Voice Action ausfihrt.

[0133] Beispiel Nr. 8: Computerimplementiertes
System nach Beispiel 7, wobei das Empfangen der
Kontextinformation, die den Status des bestimmten
Geréts oder der auf dem bestimmten Gerat installier-
ten Software-Anwendung angibt, Folgendes umfasst:
das Bereitstellen, durch das Voice-Action-System fur
das bestimmte Gerét, einer Anfrage fir bestimmte
Kontextinformation; und

das Empfangen der bestimmten Kontextinformation
auf die Anfrage hin.

[0134] Beispiel Nr. 9: Computerimplementiertes
System nach einem der Beispiele 7 oder 8, umfas-
send:

das Feststellen, dass die Kontextinformation einen
Kontext fiir eine zweite Voice Action erfillt, und dass
die Transkription der BenutzerduRerung dem einen
oder den mehreren Ausléserbegriffen entspricht, die
mit einer Absicht fir die zweite Voice Action verknlpft
sind, wobei die Absicht fiir die zweite Voice Action
eine oder mehrere Operationen zur Ausfiihrung der
zweiten Voice Action spezifiziert.

das Auswahlen, in Reaktion auf das Feststellen, ei-
ner Voice Action aus der neuen Voice Action und der
zweiten Voice Action; und

das Bereitstellen, durch das Voice-Action-System fur
das bestimmte Gerét, der Absicht, die mit der aus-
gewahlten Voice Action verknupft ist, wodurch die
Anfrage ergeht, dass die auf dem bestimmten Ge-
rat installierte Software-Anwendung die eine oder die
mehreren Operationen der ausgewahlten Voice Ac-
tion ausfihrt.

[0135] Beispiel Nr. 10: Computerimplementiertes
System nach Beispiel 9, wobei das Auswahlen der
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ausgewahlten Voice Action aus der neuen Voice Ac-
tion und der zweiten Voice Action die Auswahl der
ausgewahlten Voice Action auf den Empfang von Da-
ten hin umfasst, die eine Benutzerauswabhl einer aus
der neuen Voice Action oder der zweiten Voice Ac-
tion angeben.

[0136] Beispiel 11: Computerimplementiertes Sys-
tem nach Beispiel 9 oder 10, wobei die Auswahl der
ausgewahlten Voice Action aus der neuen Voice Ac-
tion und der zweiten Voice Action Folgendes umfasst:
das Zuweisen eines jeweiligen Werts fir die neue
Voice Action und die zweite Voice Action; und

das Auswahlen der ausgewahlten Voice Action ba-
sierend auf mindestens dem jeweils zugewiesenen
Wert fir die neue Voice Action und die zweite Voice
Action.

[0137] Beispiel Nr. 12: Computerimplementiertes
System nach einem der Beispiele 9 bis 11, wobei das
Auswahlen der ausgewahlten Voice Action aus der
neuen Voice Action und der zweiten Voice Action das
Auswahlen der ausgewahlten Voice Action auf die
Feststellung hin umfasst, dass die mit der ausgewahl-
ten Voice Action verknipfte Software-Anwendung im
Vordergrund lauft.

[0138] Beispiel Nr. 13: Computerimplementiertes
System nach einem der Beispiele 1 bis 12, wobei die
Erstellung der kontextuellen Voice-Action-Absicht fur
die Software-Anwendung umfasst festzustellen, dass
die eine oder die mehreren Operationen der neuen
Voice Action von der Software-Anwendung ausfiihr-
bar sind.

[0139] Beispiel Nr. 14: Computerimplementiertes
System nach einem der Beispiele 1 bis 13, umfas-
send:

das Feststellen, dass eine Transkription einer Benut-
zeraufderung, die von einem bestimmten Gerat erhal-
ten wird, auf dem die Software-Anwendung installiert
ist, dem einen oder den mehreren Ausldserbegriffen
ahnelt, die mit der kontextuellen Voice-Action-Absicht
verknUpft sind;

das Bereitstellen, in Reaktion auf das Feststellen,
durch das Voice-Action-System fiir das bestimmte
Geréat, von Daten, die eine Anfrage einer Benutzer-
eingabe angeben, die bestétigt, ob die Benutzerau-
Rerung den einen oder die mehreren Ausléserbegrif-
fe angegeben hat oder mit der Absicht erfolgt ist,
die Software-Anwendung zu veranlassen, die neue
Voice Action auszufiihren;

das Empfangen, in Reaktion auf die Anfrage, durch
das Voice-Action System und vom bestimmten Gerét,
von Daten, die eine Bestatigung angeben; und

das Bereitstellen, in Reaktion auf das Empfangen der
Daten, die die Bestatigung angeben, der kontextu-
ellen Voice-Action-Absicht an das bestimmte Geréat
durch das Voice-Action-System, wodurch die Anfra-
ge ergeht, dass die auf dem bestimmten Gerét instal-
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lierte Software-Anwendung die eine oder die mehre-
ren Operationen der neuen Voice Action ausflihrt.

[0140] Beispiel Nr. 15: Computerimplementiertes
System nach einem der Beispiele 1 bis 14, umfas-
send:

das Empfangen, durch das Voice-Action-System von
einem mit der Software-Anwendung verknupften Ent-
wickler, einer Anfrage, die neue Voice Action fur die
Software-Anwendung auszurollen; und

das Bereitstellen, in Reaktion auf die Anfrage, der
neuen Voice Action fir die Software-Anwendung in
Reaktion auf die Anfrage, wobei das Ausrollen der
neuen Voice Action fir die Software-Anwendung die
neue Voice Action flr die Software-Anwendung frei-
schaltet.

[0141] Beispiel Nr. 16: Computerimplementiertes
System nach einem der Beispiele 1 bis 15, umfas-
send:

das Empfang, durch das Voice-Action-System von ei-
nem mit der Software-Anwendung verknipften Ent-
wickler, einer Anfrage, das Ausrollen der neuen Voice
Action fur die Software-Anwendung riickgangig zu
machen; und

das Ruckgéngigmachen, in Reaktion auf die Anfra-
ge, des Ausrollens der neuen Voice Action fir die
Software-Anwendung auf die Anfrage hin, wobei das
Rickgangigmachen des Ausrollens der neuen Voice
Action fir die Software-Anwendung die neue Voice
Action fur die Software-Anwendung deaktiviert.

[0142] Beispiel Nr. 17: Computerimplementiertes
System nach einem der Beispiele 1 bis 16, umfas-
send:

das Empfang, durch das Voice-Action-System von ei-
nem mit der Software-Anwendung verknipften Ent-
wickler, einer Anfrage, die Erprobung der neuen
Voice Action freizugeben, wobei die Anfrage ein oder
mehrere Geréate spezifiziert, fir die die neue Voice
Action freigegeben werden soll; und

das Freigeben, in Reaktion auf die Anfrage, der neu-
en Voice Action fir das eine oder die mehreren spezi-
fizierten Gerate, wobei die neue Voice Action fir Ge-
rate, die nicht in den spezifizierten Geraten enthalten
sind, deaktiviert ist.

[0143] Beispiel Nr. 18: Computerimplementiertes
System nach einem der Beispiele 1 bis 17, umfas-
send:

das Empfang, durch das Voice-Action-System, einer
Angabe einer BenutzerauRerung, die von einem be-
stimmten Gerét erhalten wird, auf dem die Software-
Anwendung installiert ist.

das Feststellen, durch das Voice-Action-System,
dass eine Transkription der BenutzerdufRerung dem
einen oder den mehreren Ausldserbegriffen ent-
spricht, die mit der kontextuellen Voice-Action-Ab-
sicht verknUpft sind; und
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das Bereitstellen, in Reaktion auf das Feststellen, der
kontextuellen Voice-Action-Absicht an das bestimmte
Gerat durch das Voice-Action-System, wodurch die
Anfrage ergeht, dass die auf dem bestimmten Ge-
rat installierte Software-Anwendung die eine oder die
mehreren Operationen der neuen Voice Action aus-
fuhrt.

[0144] Beispiel Nr. 19: Nichtfliichtiges computer-
lesbares Speichergerat, das Software speichert, die
durch einen oder mehrere Computer ausfiihrbare An-
weisungen umfasst, die bei einer solchen Ausfiihrung
den einen oder die mehreren Computer zum Aus-
fuhren von Téatigkeiten veranlassen, umfassend die
Schritte der Beispiele 1 bis 18.

[0145] Verfahren, Systeme und Apparate zum Emp-
fangen, durch ein Voice-Action-System, von Daten,
die eine neue Voice Action fir eine Anwendung spe-
zifizieren, die vom Voice-Action-System verschieden
ist, wurden beschrieben. Eine Voice-Action-Absicht
fur die Anwendung wird auf der Grundlage von zu-
mindest den Daten erstellt, wobei die Voice-Action-
Absicht Daten umfasst, die, wenn sie von der Anwen-
dung empfangen werden, anfordern, dass die An-
wendung eine oder mehrere Operationen ausfihrt,
die fir die neue Voice Action spezifiziert sind. Die
Voice-Action-Absicht ist mit fir die neue Voice Ac-
tion spezifizierten Ausléserbegriffen verknipft. Das
Voice-Action-System ist dazu konfiguriert, eine Anga-
be einer Benutzerdullerung zu empfangen, die von
einem Geréat erhalten wird, auf dem die Anwendung
installiert ist, und stellt fest, dass eine Transkripti-
on der BenutzerdufRerung den Ausléserbegriffen ent-
spricht, die mit der Voice-Action-Absicht verknipft
sind. Auf die Feststellung hin stellt das Voice-Action-
System dem Gerat die Voice-Action-Absicht bereit.

[0146] Somit wurden bestimmte Ausflhrungsfor-
men beschrieben. Weitere Ausfiihrungsformen lie-
gen innerhalb des Schutzumfangs der folgenden Pa-
tentanspriiche. Die in den Anspriichen ausgefiihrten
Vorgénge kdnnen beispielsweise in einer anderen
Reihenfolge ausgefiihrt werden und erzielen immer
noch gewtlinschte Ergebnisse.

Schutzanspriiche

1. Computersystem, umfassend:
das Empfang von Daten durch ein Voice-Action-Sys-
tem, die eine neue Voice Action fir eine Software-
Anwendung spezifizieren, die vom besagten Voice-
Action-System verschieden ist, wobei die Daten eine
oder mehrere Operationen zum Ausflihren der neuen
Voice Action und einen oder mehrere Ausléserbegrif-
fe zur Auslésung der neuen Voice Action umfassen.
das Erstellen einer kontextuellen Voice-Action-Ab-
sicht fur die Software-Anwendung durch das Voice-
Action-System auf Grundlage von mindestens den
empfangenen Daten, wobei die kontextuelle Voice-
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Action-Absicht Daten umfasst, die, wenn sie von
der Software-Anwendung empfangen werden, anfor-
dern, dass die Software-Anwendung die eine oder die
mehreren Operationen der neuen Voice Action aus-
fuhrt;

VerknlUpfung, durch das Voice-Action-System, der
kontextuellen Voice-Action-Absicht mit dem einen
oder den mehreren Ausldserbegriffen fir die neue
Voice Action;

wobei das Voice-Action-System dazu konfiguriert ist:
eine Angabe einer BenutzeraufRerung, die von einem
Gerat erhalten wurde, auf dem die Software-Anwen-
dung installiert ist, zu empfangen,

festzustellen, dass eine Transkription der Benutzer-
aulerung dem einen oder den mehreren Ausléser-
begriffen entspricht, die mit der kontextuellen Voice-
Action-Absicht verknipft sind; und

dem Gerét die kontextuelle Voice-Action-Absicht be-
reitzustellen, in Reaktion auf das Feststellen, und da-
durch anzufordern, dass die auf dem Gerat installier-
te Software-Anwendung die eine oder die mehreren
Operationen der neuen Voice Action ausfihrt.

2. Computersystem nach Anspruch 1, wobei
die empfangenen Daten einen Kontext spezifizieren,
wobei der Kontext einen Status eines Gerats oder
der Software-Anwendung spezifiziert, wenn die neue
Voice Action aktiviert ist.

3. Computersystem nach Anspruch 2, wobei der
Kontext spezifiziert, dass die Software-Anwendung
im Vordergrund eines Geréats lauft, auf dem die Soft-
ware-Anwendung installiert ist.

4. Computersystem nach Anspruch 2, wobei der
Kontext spezifiziert, dass die Software-Anwendung
im Hintergrund eines Gerats luft, auf dem die Soft-
ware-Anwendung installiert ist.

5. Computersystem nach Anspruch 2, wobei der
Kontext spezifiziert, dass die Software-Anwendung
eine spezifische Aktivitat ausfihrt.

6. Computersystem nach Anspruch 2, wobei der
Kontext spezifiziert, dass eine von der Software-An-
wendung ausgefiihrte Aktivitdt spezifische Aktivitat
sich in einem bestimmten Aktivitatszustand befindet.

7. Computersystem nach Anspruch 2, umfassend:
das Verknipfen der kontextuellen Voice-Action-Ab-
sicht mit dem Kontext fiir die neue Voice-Action;
das Empfangen von Kontextinformation durch das
Voice-Action-System, die einen Status eines be-
stimmten Geréts, auf dem die Software-Anwendung
installiert ist, oder der auf dem bestimmten Gerat in-
stallierten Software-Anwendung angibt;
das Feststellen, dass die Kontextinformation den
Kontext fir die neue Voice Action erflllt; und
das Bereitstellen, in Reaktion auf das Feststellen,
dass eine Transkription einer Benutzerduf3erung, die
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vom bestimmten Gerat erhalten wird, mit dem ei-
nen oder den mehreren Ausldserbegriffen tberein-
stimmt, die mit der kontextuellen Voice-Action-Ab-
sicht verknlpft sind, und dass die Kontextinforma-
tion den mit der kontextuellen Voice-Action-Absicht
verknilpften Kontext erflillt, durch das Voice-Action-
System fir das bestimmte Gerat, der kontextuellen
Voice-Action-Absicht, und dadurch die Anforderung,
dass die auf dem bestimmten Gerat installierte Soft-
ware-Anwendung die eine oder die mehreren Opera-
tionen der neuen Voice Action ausfihrt.

8. Computersystem nach Anspruch 7, wobei das
Empfangen der Kontextinformation, die den Status
des bestimmten Geréts oder der auf dem bestimmten
Gerét installierten Software-Anwendung angibt, Fol-
gendes umfasst:
das Bereitstellen, durch das Voice-Action-System fir
das bestimmte Gerét, einer Anforderung fir bestimm-
te Kontextinformation; und
das Empfangen der bestimmten Kontextinformation
auf die Anforderung hin.

9. Computersystem nach Anspruch 7, umfassend:
das Feststellen, dass die Kontextinformation einen
Kontext fiir eine zweite Voice Action erflllt, und dass
die Transkription der Benutzerduflerung dem einen
oder den mehreren Ausldserbegriffen entspricht, die
mit einer Absicht fir die zweite Voice Action verknipft
sind, wobei die Absicht fir die zweite Voice Action
eine oder mehrere Operationen zur Ausfiihrung der
zweiten Voice Action spezifiziert.
das Auswahlen, in Reaktion auf das Feststellen, ei-
ner Voice Action aus der neuen Voice Action und der
zweiten Voice Action; und
das Bereitstellen, durch das Voice-Action-System fir
das bestimmte Gerat, der Absicht, die mit der ausge-
wahlten Voice Action verknlpft ist, wodurch die An-
forderung ergeht, dass die auf dem bestimmten Ge-
rat installierte Software-Anwendung die eine oder die
mehreren Operationen der ausgewahlten Voice Ac-
tion ausfihrt.

10. Computersystem nach Anspruch 9, wobei das
Auswahlen der ausgewahlten Voice Action aus der
neuen Voice Action und der zweiten Voice Action das
Auswahlen der ausgewahlten Voice Action auf den
Empfang von Daten hin umfasst, die eine Benutzer-
auswahl einer aus der neuen Voice Action oder der
zweiten Voice Action angeben.

11. Computersystem nach Anspruch 9, wobei das
Auswahlen der ausgewahlten Voice Action aus der
neuen Voice Action und der zweiten Voice Action Fol-
gendes umfasst:
das Zuweisen eines jeweiligen Werts fir die neue
Voice Action und die zweite Voice Action; und
das Auswahlen der ausgewahlten Voice Action ba-
sierend auf mindestens dem jeweils zugewiesenen
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Wert fiir die neue Voice Action und die zweite Voice
Action.

12. Computersystem nach Anspruch 9, wobei das
Auswahlen der ausgewahlten Voice Action aus der
neuen Voice Action und der zweiten Voice Action das
Auswahlen der ausgewahlten Voice Action in Reakti-
on auf das Feststellen umfasst, dass die mit der aus-
gewabhlten Voice Action verknlpfte Software-Anwen-
dung im Vordergrund lauft.

13. Computersystem nach Anspruch 1, wobei das
Erstellen der kontextuellen Voice-Action-Absicht fur
die Software-Anwendung das Feststellen umfasst,
dass die eine oder die mehreren Operationen der
neuen Voice Action von der Software-Anwendung
ausfuhrbar sind.

14. Computersystem nach Anspruch 1, umfas-
send:
das Feststellen, dass eine Transkription einer Benut-
zerdulderung, die von einem bestimmten Gerat erhal-
ten wird, auf dem die Software-Anwendung installiert
ist, dem einen oder den mehreren Ausléserbegriffen
ahnelt, die mit der kontextuellen Voice-Action-Absicht
verknupft sind;
das Bereitstellen, in Reaktion auf das Feststellen,
durch das Voice-Action-System fir das bestimmte
Gerét, von Daten, die eine Anfrage einer Benutzer-
eingabe angeben, die bestatigt, ob die Benutzerau-
Rerung den einen oder die mehreren Ausléserbegrif-
fe angegeben hat oder mit der Absicht erfolgt ist,
die Software-Anwendung zu veranlassen, die neue
Voice Action auszufiihren;
das Empfangen in Reaktion auf die Anfrage, durch
das Voice-Action System und vom bestimmten Gerat,
von Daten, die eine Bestatigung angeben; und
das Bereitstellen, in Reaktion auf das Empfangen der
Daten, die die Bestatigung angeben, der kontextu-
ellen Voice-Action-Absicht an das bestimmte Gerat
durch das Voice-Action-System, wodurch die Anfra-
ge ergeht, dass die auf dem bestimmten Geréat instal-
lierte Software-Anwendung die eine oder die mehre-
ren Operationen der neuen Voice Action ausflihrt.

15. Computersystem nach Anspruch 1, umfas-
send:
das Empfangen, durch das Voice-Action-System von
einem mit der Software-Anwendung verknupften Ent-
wickler, einer Anfrage, die neue Voice Action fir die
Software-Anwendung auszurollen; und
das Bereitstellen, in Reaktion auf die Anfrage, der
neuen Voice Action fiir die Software-Anwendung auf
die Anfrage hin, wobei das Bereitstellen der neuen
Voice Action fir die Software-Anwendung die neue
Voice Action fur die Software-Anwendung freischal-
tet.

16. Computersystem nach Anspruch 1, umfas-
send:

2017.07.13

das Empfangen, durch das Voice-Action-System von
einem mit der Software-Anwendung verknupften Ent-
wickler, einer Anfrage, das Ausrollen der neuen Voice
Action fir die Software-Anwendung riickgangig zu
machen; und

auf die Anfrage hin, Ruckgéngigmachen des Ausrol-
lens der neuen Voice Action fur die Software-Anwen-
dung auf die Anfrage hin, wobei das Ruckgéngigma-
chen des Ausrollens der neuen Voice Action flr die
Software-Anwendung die neue Voice Action fir die
Software-Anwendung deaktiviert.

17. Computersystem nach Anspruch 1, umfas-
send:
das Empfangen, durch das Voice-Action-System von
einem mit der Software-Anwendung verknupften Ent-
wickler, einer Anfrage, die Erprobung der neuen
Voice Action freizugeben, wobei die Anfrage ein oder
mehrere Gerate spezifiziert, fir die die neue Voice
Action freigegeben werden soll; und
das Freigeben, in Reaktion auf die Anfrage, der neu-
en Voice Action fiir das eine oder die mehreren spezi-
fizierten Gerate, wobei die neue Voice Action fir Ge-
rate, die nicht in den spezifizierten Geraten enthalten
sind, deaktiviert ist.

18. Computersystem nach Anspruch 1, umfas-
send:
das Empfangen, durch das Voice-Action-System, ei-
ner Angabe einer Benutzerduflerung, die von einem
bestimmten Geréat erhalten wird, auf dem die Soft-
ware-Anwendung installiert ist.
das Feststellen, durch das Voice-Action-System,
dass eine Transkription der Benutzerduflerung dem
einen oder den mehreren Ausldserbegriffen ent-
spricht, die mit der kontextuellen Voice-Action-Ab-
sicht verknlpft sind; und
das Bereitstellen, in Reaktion auf das Feststellen, der
kontextuellen Voice-Action-Absicht an das bestimmte
Geréat durch das Voice-Action-System, wodurch die
Anfrage ergeht, dass die auf dem bestimmten Ge-
rat installierte Software-Anwendung die eine oder die
mehreren Operationen der neuen Voice Action aus-
fuhrt.

19. System, umfassend:

ein oder mehrere Computer, und eine oder mehre-
re Speichereinrichtungen, welche Anweisungen spei-
chern, die betreibbar sind, wenn sie von einem oder
mehreren Computern ausgefiihrt werden, um den ein
oder die mehreren Computer dazu zu veranlassen,
Operationen auszufiihren, welche das Folgende um-
fassen:

das Empfangen von Daten durch ein Voice-Action-
System, die eine neue Voice Action fiir eine Software-
Anwendung spezifizieren, die vom besagten Voice-
Action-System verschieden ist, wobei die Daten eine
oder mehrere Operationen zur Ausfihrung der neuen
Voice Action und einen oder mehrere Auslserbegrif-
fe zur Auslésung der neuen Voice Action umfassen.
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das Erstellen einer kontextuellen Voice-Action-Ab-
sicht fir die Software-Anwendung durch das Voice-
Action-System auf Grundlage von mindestens den
empfangenen Daten, wobei die kontextuelle Voice-
Action-Absicht Daten umfasst, die, wenn sie von
der Software-Anwendung empfangen werden, anfor-
dern, dass die Software-Anwendung die eine oder die
mehreren Operationen der neuen Voice Action aus-
fuhrt;

das Verknupfen, durch das Voice-Action-System, der
kontextuellen Voice-Action-Absicht mit dem einen
oder den mehreren Ausldserbegriffen fir die neue
Voice Action;

wobei das Voice-Action-System dazu konfiguriert ist:
das Empfangen einer Angabe einer Benutzerdulle-
rung, die von einem Gerét erhalten wurde, auf dem
die Software-Anwendung installiert ist,

das Feststellen, dass eine Transkription der Benutze-
rauflerung dem einen oder den mehreren Ausléser-
begriffen entspricht, die mit der kontextuellen Voice-
Action-Absicht verknipft sind; und

das Bereitstellen, in Reaktion auf das Feststellen, der
kontextuellen Voice-Action-Absicht fir das Gerat und
dadurch anzufordern, dass die auf dem Gerat instal-
lierte Software-Anwendung die eine oder die mehre-
ren Operationen der neuen Voice Action ausflihrt.

20. System nach Anspruch 19, wobei die empfan-
genen Daten einen Kontext spezifizieren, wobei der
Kontext einen Status eines Gerats oder der Software-
Anwendung spezifiziert, wenn die neue Voice Action
aktiviert ist.

21. Nichtflichtiges computerlesbares Speicher-
gerat, welches Software speichert, die durch einen
oder mehrere Computer ausfihrbare Anweisungen
umfasst, die bei einer solchen Ausfiihrung den einen
oder die mehreren Computer zum Ausfiihren von Ta-
tigkeiten veranlassen, umfassend:
das Empfangen von Daten durch ein Voice-Action-
System, die eine neue Voice Action flr eine Software-
Anwendung spezifizieren, die vom besagten Voice-
Action-System verschieden ist, wobei die Daten eine
oder mehrere Operationen zur Ausflihrung der neuen
Voice Action und einen oder mehrere Ausldserbegrif-
fe zur Auslésung der neuen Voice Action umfassen.
das Erstellen einer kontextuellen Voice-Action-Ab-
sicht fir die Software-Anwendung durch das Voice-
Action-System auf Grundlage von mindestens den
empfangenen Daten, wobei die kontextuelle Voice-
Action-Absicht Daten umfasst, die, wenn sie von
der Software-Anwendung empfangen werden, anfor-
dern, dass die Software-Anwendung die eine oder die
mehreren Operationen der neuen Voice Action aus-
fuhrt;

VerknlUpfung, durch das Voice-Action-System, der
kontextuellen Voice-Action-Absicht mit dem einen
oder den mehreren Ausldserbegriffen fir die neue
Voice Action;

wobei das Voice-Action-System dazu konfiguriert ist:
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eine Angabe einer BenutzerduRerung, die von einem
Gerat erhalten wurde, auf dem die Software-Anwen-
dung installiert ist, zu empfangen;

das Feststellen, dass eine Transkription der Benutze-
rauerung dem einen oder den mehreren Ausléser-
begriffen entspricht, die mit der kontextuellen Voice-
Action-Absicht verkntipft sind; und

das Bereitstellen, in Reaktion auf das Feststellen, der
kontextuellen Voice-Action-Absicht dem Gerat und
dadurch anzufordern, dass die auf dem Gerat instal-
lierte Software-Anwendung die eine oder die mehre-
ren Operationen der neuen Voice Action ausflihrt.

Es folgen 4 Seiten Zeichnungen
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Empfang von Daten, die eine neue Voice Action fir eine
Anwendung spezifizieren, umfassend: Operationen zur
Ausfiihrung der neuen Voice Action und Ausloserbegriffe zur
Auslosung der neuen Voice Action 402
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404

v

Verknipfung der kontextuellen Voice-Action-Absicht mit den
Ausloserbegriffen fur die neue Voice Action

406

!

Empfang einer Angabe fir eine BenutzerauBerung, die von
einem bestimmten Gerat erhalten wird, auf dem die
Anwendung installiert ist 408

¥

Feststellung, dass eine Transkription der Benutzerauferung
den Ausloserbegriffen fiir die neue Voice Action entspricht

410

v

Bereitstellung der kontextuellen Voice-Action-Absicht an das
bestimmte Gerat und dadurch Anfrage, dass die Anwendung
die Operationen fur die neue Voice Action ausfiihrt

412

FIG. 4
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