w0 20177210359 A1 | 00000 O O

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

J

=

(19) World Intellectual Property
Organization
International Bureau

(43) International Publication Date

(10) International Publication Number

WO 2017/210359 A1l

07 December 2017 (07.12.2017) WIPO I PCT
(51) International Patent Classification: (74) Agent: SCHWEIGERT, Jeremy A. et al; Blakely
HO4W 56/00 (2009.01) HO4W 64/00 (2009.01) Sokoloff Taylor & Zafman LLP, 1279 Oakmead Parkway,
(21) International Application Number: Sunnyvale, California 94085 (US).
PCT/US2017/035307 (81) Designated States (uniess otherwise indicated, for every
. ore kind of national protection available). AE, AG, AL, AM,
(22) International Filing Date: 71 Mav 2017 (31052017 AO, AJ"IF, AU, AijBA, BB, BG, BI, ])3N, BR, BW, BY, BZ,
ay 2017 (31.05.2017) CA, CH, CL, CN, CO, CR, CU, CZ, DE, DJ, DK, DM, DO,
(25) Filing Language: English DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT, HN,
o . HR, HU, ID, IL, IN, IR, IS, JP, KE, KG, KH, KN, KP, KR,
(26) Publication Language: English KW,KZ LA,LC,LK,LR,LS, LU, LY, MA, MD, ME, MG,
(30) Priority Data: MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ, OM,
15/173,531 03 June 2016 (03.06.2016) US PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA, SC,
. SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN, TR,
(71) Applicant: DRAGONFLY . TECHNOLOGY INC. TT, TZ. UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.
[US/US]; 999 Bayhill Drive, Suite 130, San Bruno, Califor-
nia 94066 (US). (84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
(72) Imventors: SETH, Manu; 1933 Carleton Street, Berkeley,

California 94704 (US). KONG, Lingkai; 173 Creekside
Drive, Palo Alto, California 94306 (US). YLAMURTO,
Tommi; 19101 Laurel Drive, Los Gatos, California 95033
(US). SUBRAMANIAN, Vivek; 8 Hidden Lane, Orinda,
California 94563 (US).

GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ, TZ,
UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FI, FR, GB, GR, HR, HU, IF, IS, IT, LT, LU, LV,
MC, MK, MT, NL, NO, PL, PT, RO, RS, SF, SI, SK, SM,
TR), OAPI (BF, BJ, CF, CG, CIL, CM, GA, GN, GQ, GW,
KM, ML, MR, NE, SN, TD, TG).

(54) Title: SYSTEMS AND METHODS FOR PRECISE RADIO FREQUENCY LOCALIZATION IN THE PRESENCE OF MULTI-
PLE COMMUNICATION PATHS

(57) Abstract: Systems and methods for determining locations of wireless
nodes in a network architecture are disclosed herein. In one example, an asyn-
chronous system includes a first wireless node having a wireless device with
one or more processing units and RF circuitry for transmitting and receiving
communications in the wireless network architecture including a first RF signal
having a first packet. The system also includes a second wireless node having
a wireless device with a transmitter and a receiver to enable bi-directional com-
munications with the first wireless node in the wireless network architecture
including a second RF signal with a second packet. The first wireless node de-
termines a time of flight estimate for localization based on a time estimate of
round trip time of the first and second packets and a time estimate that is based
o on channel sense information of the first and second wireless nodes.

COARSE 442
RESCLUTION ~
ESTIMATOR

TIAB-OF-FLIGHT
470

RF SIGNAL
M2

FIRE
RESOLUTION
ESTRATOR | <

450 452

B comainem

FIG. 4

[Continued on next page]



WO 20177210359 A1 {00000 0 T OO O

Published:
—  with international search report (Art. 21(3))



10

15

20

25

30

35

WO 2017/210359 PCT/US2017/035307

SYSTEMS AND METHODS FOR PRECISE RADIO FREQUENCY
LOCALIZATION IN THE PRESENCE OF MULTIPLE COMMUNICATION PATHS

RELATED APPLICATIONS
This applications claims the benefit of U.S. Application No. 15/173,531, filed on June 3,

2016, the entire contents of which are hereby incorporated by reference.

FIELD
Embodiments of the invention pertain to systems and methods for precise radio frequency

localization in the presence of multiple communication paths.

BACKGROUND

In the consumer electronics and computer industries, wireless sensor networks have been
studied for many years. In archetypal wireless sensor networks, one or more sensors are
implemented in conjunction with a radio to enable wireless collection of data from one or more
sensor nodes deployed within a network. Each sensor node may include one or more sensors,
and will include a radio and a power source for powering the operation of the sensor node.
Location detection of nodes in indoor wireless networks is useful and important in many
applications.

Localization based on triangulation performed using radio frequency measurements is an
attractive method for determining location of wirelessly equipped objects in three dimensional
space. RF-based localization may be performed in numerous ways. Distances between multiple
object pairs must be determined to enable calculation of relative positions in three dimensional
space via triangulation based on the individual pair distances. An exemplary implementation
includes a hub and multiple sensor nodes. Note that the hub may be replaced with a node, or
indeed, one or more of the nodes may be replaced with a hub. Distances are estimated using
radio frequency techniques between all the individual pairs via RF communications. Once the
distance is estimated, triangulation may be used to determine the relative position in three
dimensional space of each object. If the position of at least 2 of the objects is known in real
space, then the absolute position of each object in the network may be determined. Indeed, if the
position of 1 object (e.g., the hub) is known within the network, along with the angular path to at
least one other node, then again the absolute position of each object within the network may be
determined.

Distance measurement between object pairs is therefore a key step in RF-based

localization. Distance estimation may be performed in numerous ways. Signal strength of
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communication (RSSI) may be measured between pairs and used to estimate distance based on
known models of signal attenuation. Time of Flight (TOF) may be measured for signals
transmitted between objects and distance may be estimated based on known propagation delay
models. Angle of arrival (AOA) may additionally be estimated based on resolution of angular
variation in signal strength. Of these, RSSI is often prone to error due to variations in
attenuation, and is therefore less attractive than TOF for distance estimation.

TOF based distance estimation is susceptible to error due to reflections causing the
presence of multiple paths between two objects. In this situation, the estimated path may be
detected as being longer than the real path due to the reflected path being longer than the direct
path. If the system estimates the TOF based on the reflected path, then errors are introduced in

triangulation.

SUMMARY

For one embodiment of the present invention, systems and methods for determining
locations of wireless sensor nodes in a network architecture are disclosed herein. In one example,
an asynchronous system for localization of nodes in a wireless network architecture includes a
first wireless node having a wireless device with one or more processing units and RF circuitry
for transmitting and receiving communications in the wireless network architecture including a
first RF signal having a first packet. The system also includes a second wireless node having a
wireless device with a transmitter and a receiver to enable bi-directional communications with
the first wireless node in the wireless network architecture including a second RF signal with a
second packet. The one or more processing units of the first wireless node are configured to
execute instructions to determine a time of flight estimate for localization based on a time
estimate of round trip time of the first and second packets and a time estimate of the time of
flight that is based on channel sense information of the first and second wireless nodes.

In another example, a synchronous system for localization of nodes in a wireless network
architecture includes a first wireless node having a wireless device with one or more processing
units and RF circuitry for transmitting and receiving communications in the wireless network
architecture including a RF signal having a packet. The system also includes a second wireless
node having a wireless device with a transmitter and a receiver to enable bi-directional
communications with the first wireless node in the wireless network architecture. The one or
more processing units of the first wireless node are configured to execute instructions to
determine a time of flight estimate for localization based on a time estimate of trip time of the
packet and a time estimate of the time of flight that is based on channel sense information. The

first and second wireless nodes have the same reference clock signal.
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Other features and advantages of embodiments of the present invention will be apparent

from the accompanying drawings and from the detailed description that follows below.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the present invention are illustrated by way of example and not
limitation in the figures of the accompanying drawings, in which like references indicate similar
elements, and in which:

Figure 1 illustrates an exemplar system of wireless nodes in accordance with one
embodiment.

Figure 2 shows a system with an asymmetric tree and mesh network architecture having
multiple hubs for communicating in accordance with one embodiment.

Figure 3 illustrates a time of flight measurement system in accordance with one
embodiment.

Figure 4 illustrates a block diagram of a time of flight measurement system in accordance
with one embodiment.

Figure 5 illustrates a fully synchronous system that is used for distance estimation in
accordance with one embodiment.

Figure 6 illustrates how a packet of a recorded RF signal is a time-shifted version of a
signal transmitted from device 510 in accordance with one embodiment.

Figure 7A illustrates a phase response of an ideal channel in accordance with one
embodiment.

Figure 7B illustrates a phase response of a non-ideal channel in accordance with one
embodiment.

Figure 8A shows measured signal amplitude as a function of the delay associated with
exemplary paths for a plot 830 in accordance with one embodiment.

Figure 8B illustrates a normalization of amplitude versus ToF delay in a plot 860 in
accordance with one embodiment.

Figure 8C illustrates an asynchronous system that is used for time of flight estimation in
accordance with another embodiment.

Figure 9 illustrates a calibration system having automatic gain control in accordance with
one embodiment.

Figure 10 illustrates in one embodiment a 2-way ToF measurement system 1000.

Figure 11 illustrates an asynchronous system 1100 in accordance with an alternative
embodiment.

Figure 12 illustrates a method for determining location estimation of nodes using time of
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flight techniques in accordance with one embodiment.

Figure 13A shows an exemplary embodiment of a hub implemented as an overlay 1500
for an electrical power outlet in accordance with one embodiment.

Figure 13B shows an exemplary embodiment of an exploded view of a block diagram of
a hub implemented as an overlay for an electrical power outlet in accordance with one
embodiment.

Figure 14A shows an exemplary embodiment of a hub implemented as a card for
deployment in a computer system, appliance, or communication hub in accordance with one
embodiment.

Figure 14B shows an exemplary embodiment of a block diagram of a hub 964
implemented as a card for deployment in a computer system, appliance, or communication hub in
accordance with one embodiment.

Figure 14C shows an exemplary embodiment of a hub implemented within an appliance
(e.g., smart washing machine, smart refrigerator, smart thermostat, other smart appliances, etc.)
in accordance with one embodiment.

Figure 14D shows an exemplary embodiment of an exploded view of a block diagram of
a hub 1684 implemented within an appliance (e.g., smart washing machine, smart refrigerator,
smart thermostat, other smart appliances, etc.) in accordance with one embodiment.

Figure 15 illustrates a block diagram of a sensor node in accordance with one
embodiment.

Figure 16 illustrates a block diagram of a system or appliance 1800 having a hub in

accordance with one embodiment.

DETAILED DESCRIPTION

Systems and methods for precise radio frequency localization in the presence of multiple
communication paths are disclosed herein. In one example, an asynchronous system for
localization of nodes in a wireless network architecture includes a first wireless node having a
wireless device with one or more processing units and RF circuitry for transmitting and receiving
communications in the wireless network architecture including a first RF signal having a first
packet. The system also includes a second wireless node having a wireless device with a
transmitter and a receiver to enable bi-directional communications with the first wireless node in
the wireless network architecture including a second RF signal with a second packet. The one or
more processing units of the first wireless node are configured to execute instructions to
determine a time of flight estimate for localization based on a time estimate of round trip time of

the first and second packets and a time estimate of the time of flight that is based on channel
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sense information of the first and second wireless nodes.

In various applications of wireless sensor networks, it may be desirable to determine the
location of sensor nodes within the network. For example, such information may be used to
estimate the relative position of sensors such as security cameras, motion sensors, temperature
sensors, and other such sensors as would be apparent to one of skill in the art. This information
may then be used to produce augmented information such as maps of temperature, motion paths,
and multi-view image captures. Therefore, localization systems and methods are desired to
enable accurate, low-power, and context-aware localization of nodes in wireless networks,
particularly in indoor environments. For the purpose of this, indoor environments are also
assumed to include near-indoor environments such as in the region around building and other
structures, where similar issues (e.g., presence of nearby walls, etc.) may be present.

A wireless sensor network is described for use in an indoor environment including
homes, apartments, office and commercial buildings, and nearby exterior locations such as
parking lots, walkways, and gardens. The wireless sensor network may also be used in any type
of building, structure, enclosure, vehicle, boat, etc. having a power source. The sensor system
provides good battery life for sensor nodes while maintaining long communication distances.

Embodiments of the invention provide systems, apparatuses, and methods for localization
detection in indoor environments. U.S. Patent Application No. 14/830,668 filed on August 19,
2015, which is incorporated by reference herein, discloses techniques for RF-based localization.
Specifically, the systems, apparatuses, and methods implement localization in a wireless sensor
network that primarily uses a tree network structure for communication with periodic mesh-
based features for path length estimation when localization is needed. The wireless sensor
network has improved accuracy of localization while simultaneously providing good quality of
indoor communication by using high-frequencies for localization and lower frequencies for
communication.

Tree-like wireless sensor networks are attractive for many applications due to their
reduced power requirements associated with the radio signal reception functionality. An
exemplar tree-like network architecture has been described in U.S. Patent Application No.
14/607,045 filed on January 29, 2015, US Patent Application No. 14/607,047 filed on January
29, 2015, U.S. Patent Application No. 14/607,048 filed on January 29, 2015, and U.S. Patent
Application No. 14/607,050 filed on January 29, 2015, which are incorporated by reference in
entirety herein.

Another type of wireless network that is often used is a mesh network. In this network,
communication occurs between one or more neighbors, and information may then be passed

along the network using a multi-hop architecture. This may be used to reduce transmit power
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requirements, since information is sent over shorter distances. On the other hand, receive radio
power requirements may increase, since it is necessary for the receive radios to be on frequently
to enable the multi-hop communication scheme.

Based on using the time of flight of signals between nodes in a wireless network, it is
possible to estimate distance between individual pairs of nodes in a wireless network by
exploiting the fact that the speed of signal propagation is relatively constant. Embodiments of
the present network architecture allow measuring multiple pairs of path lengths and performing
triangulation and then estimating the relative location of individual nodes in three-dimensional
space.

Figure 1 illustrates an exemplar system of wireless nodes in accordance with one
embodiment. This exemplar system 100 includes wireless nodes 110-116. The nodes
communicate bi-directionally with communications 120-130 (e.g., node identification
information, sensor data, node status information, synchronization information, localization
information, other such information for the wireless sensor network, time of flight (TOF)
communications, etc.). Based on using time of flight measurements, path lengths between
individual pairs of nodes can be estimated. An individual time of flight measurement between
nodes 110 and 111 for example, can be achieved by sending a signal at a known time from node
110 to node 111. Node 111 receives the signal, records a time stamp of reception of the signal of
the communications 120, and can then, for example, send a return signal back to A, with a time
stamp of transmission of the return signal. Node 110 receives the signal and records a time
stamp of reception. Based on these two transmit and receive time stamps, an average time of
flight between nodes 110 and 111 can be estimated. This process can be repeated multiple times
and at multiple frequencies to improve precision and to eliminate or reduce degradation due to
poor channel quality at a specific frequency. A set of path lengths can be estimated by repeating
this process for various node pairs. For example, in figure 1, the path lengths are TOF 150-160.
Then, by using a geometric model, the relative position of individual nodes can be estimated
based on a triangulation-like process.

This triangulation process is not feasible in a tree-like network, since only path lengths
between any node and a hub can be measured. This then limits localization capability of a tree
network. To preserve the energy benefits of a tree network while allowing localization, in one
embodiment of this invention, a tree network for communication is combined with mesh-like
network functionality for localization. Once localization is complete with mesh-like network
functionality, the network switches back to tree-like communication and only time of flights
between the nodes and the hub are measured periodically. Provided these time of flights are held

relatively constant, the network then assumes nodes have not moved and does not waste energy is
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attempting to re-run mesh-based localization. On the other hand, when a change in path length in
the tree network is detected, the network switches to a mesh-based system and re-triangulates to
determine location of each node in the network.

Figure 2 shows a system with an asymmetric tree and mesh network architecture having
multiple hubs for communicating in accordance with one embodiment. The system 700 includes
a central hub 710 having a wireless control device 711, hub 720 having a wireless control device
721, hub 782 having a wireless control device 783, and additional hubs including hub n having a
wireless control device n. Additional hubs which are not shown can communicate with the
central hub 710, other hubs, or can be an additional central hub. Each hub communicates bi-
directionally with other hubs and one or more sensor nodes. The hubs are also designed to
communicate bi-directionally with other devices including device 780 (e.g., client device, mobile
device, tablet device, computing device, smart appliance, smart TV, etc.).

The sensor nodes 730, 740, 750, 760, 770, 788, 792, n, and n+1 (or terminal nodes) each
include a wireless device 731, 741, 751, 761, 771, 789, 793, 758, and 753, respectively. A
sensor node is a terminal node if it only has upstream communications with a higher level hub or
node and no downstream communications with another hub or node. Each wireless device
includes RF circuitry with a transmitter and a receiver (or transceiver) to enable bi-directional
communications with hubs or other sensor nodes.

In one embodiment, the central hub 710 communicates with hubs 720, 782, hub n, device
780, and nodes 760 and 770. These communications include communications 722, 724, 774,
772,764,762, 781, 784, 786, 714, and 712 in the wireless asymmetric network architecture. The
central hub having the wireless control device 711 is configured to send communications to other
hubs and to receive communications from the other hubs for controlling and monitoring the
wireless asymmetric network architecture including assigning groups of nodes and a guaranteed
time signal for each group.

The hub 720 communicates with central hub 710 and also sensors nodes 730, 740, and
750. The communications with these sensor nodes include communications 732, 734, 742, 744,
752, and 754. For example, from the perspective of the hub 720, the communication 732 is
received by the hub and the communication 734 is transmitted to the sensor node. From the
perspective of the sensor node 730, the communication 732 is transmitted to the hub 720 and the
communication 734 is received from the hub.

In one embodiment, a central hub (or other hubs) assign nodes 760 and 770 to a group
716, nodes 730, 740, and 750 to a group 715, nodes 788 and 792 to a group 717, and nodes n and
n+1 to a group n. In another example, groups 716 and 715 are combined into a single group.

By using the architectures illustrated in figures 1-2, nodes requiring long battery life
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minimize the energy expended on communication and higher level nodes in the tree hierarchy are
implemented using available energy sources or may alternatively use batteries offering higher
capacities or delivering shorter battery life. To facilitate achievement of long battery life on the
battery-operated terminal nodes, communication between those nodes and their upper level
counterparts (hereafter referred to as lowest-level hubs) may be established such that minimal
transmit and receive traffic occurs between the lowest-level hubs and the terminal nodes.

In one embodiment, the nodes spend most of their time (e.g., more than 90% of their
time, more than 95% of their time, approximately 98% or more than 99% of their time) in a low-
energy non-communicative state. When the node wakes up and enters a communicative state,
the nodes are operable to transmit data to the lowest-level hubs. This data may include node
identification information, sensor data, node status information, synchronization information,
localization information and other such information for the wireless sensor network.

To determine the distance between two objects based on RF, ranging measurements are
performed (i.e., RF communication is used to estimate the distance between the pair of objects).
To achieve this, an RF signal is sent from one device to another. Figure 3 illustrates a time of
flight measurement system in accordance with one embodiment. A transmitting device 310 sends
an RF signal 312, and a receiving device 320 receives the RF signal 312, as shown in figure 3.
Here, in an exemplary wireless network, the device 310 may be a hub or a node, and the device
320 may also be a hub or a node.

Figure 4 illustrates a block diagram of a time of flight measurement system in accordance
with one embodiment. A receiving device (e.g., device 320) receives the transmission from the
transmitting device (e.g., device 310) and processes the RF signal 412 to generate at least one
coarse estimation 442 using a coarse resolution estimator 440 and at least one fine estimation 452
of the propagation delay between the two devices over the air using a fine resolution estimator
450. The system 400 then utilizes a combiner 460 to combine the coarse time estimation 442 and
the fine time estimation 452 to generate an accurate time-of-flight measurement 470. This time-
of-flight measurement 470 can then be multiplied by the speed of light to calculate the distance,
as shown in figure 4.

Time of flight measurements are inherently sensitive to the timing of operations within
the network, and therefore, the clocking of the devices performing the measurements is
important. Figure 5 illustrates a fully synchronous system that is used for distance estimation in
accordance with one embodiment. In a fully synchronous system 500, i.e. both devices share the
same clock reference, device 510 first sends a RF signal 512 (e.g., RF signal having a packet) to
device 520 at time T1. The packet arrives at the device 520 at time T2 and triggers a packet

detection algorithm in device 520 to register this time T2. Because it is a synchronous system,
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the coarse estimation of time of flight can be calculated as T2-T1. However, the resolution of this
measurement is limited by the time resolution of the sampling clock, which will have a frequency
of fs and a time resolution of Ts. The time resolution is illustrated in Figure 6. Here, the
sampling clock represents the maximum precision of time estimation of the system, and may, in
an exemplary system, be set by the frequency of the clock used to control the circuitry used to
detect the timing of transmission or reception. For example, if the sampling clock is 100 MHz,
the resolution of this measurement will be at 10 nanoseconds (ns), which corresponds to roughly
10-foot accuracy.

In order to improve this accuracy, the RF signal 512 may be recorded and analyzed at
device 520. Figure 6 illustrates how a packet of a recorded RF signal is a time-shifted version of
a signal transmitted from device 510 in accordance with one embodiment. At a sample clock
time interval (Ts), a packet 514 of the RF signal 512 is detected at T2. The true beginning of the
received packet 514 is a fraction period (e.g., AT) of a sampling clock period earlier than T2.

Multiple methods can be used to estimate this fractional period (e.g., AT). For example,
the time domain signal can be converted into frequency domain using a fast fourier transform
(FFT), then divided by the spectrum of the original signal to obtain the frequency response of the
channel. In an orthogonal frequency-division multiplexing (OFDM) based system, this
information can also be obtained from channel sense information (CSI). In an ideal channel over
the air, the channel response in frequency domain is

H(f) = Aei 27 AT

Where A is the loss of the channel and AT is the delay of the channel. Figure 7A
illustrates a phase response of an ideal channel in accordance with one embodiment. A plot of
phase 202 on a vertical axis and frequency 204 on a horizontal axis illustrates an ideal channel
210 as a straight line with a slope corresponding to 2x*AT.

Combining AT with T2-T1, an accurate distance estimation can be established as:

Distance = (T2 — T1- slope/(2w)) X C
where C is the speed of light.

In the case of non-ideal channels, there are multiple reflections from the environment and
the overall channel response can be annotated as

H(f) = Y Ael 21 ATK

where Ay is the amplitude of each path, and ATk is the delay of each path. As a result, the
channel response will differ from a straight line in phase. Figure 7B illustrates a phase response
of a non-ideal channel in accordance with one embodiment. A plot of phase 252 on a vertical

axis and frequency 254 on a horizontal axis illustrates a non-ideal channel 260.
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Advanced algorithms like Matrix Pencil, MUSIC, etc. can be used to estimate the
minimum delay of the multiple paths (ATy), and the distance can be calculated from this
extracted minimum delay.

Distance = (T2 - T1- S{H(H}) X C
where S{H(1)} is the result of minimum delay extraction from the channel response
measurement, i.e. it should be equal to min{ATx }.

By separating the system into coarse and fine estimation, high efficiency and high
performance can be achieved simultaneously. The coarse time estimator can cover long range,
albeit with reduced accuracy. Such low accuracy requirements also make this estimator less
sensitive to interference and multi-path, which is an important error source for time-of-flight
measurements. There are multiple methods that can be used to determine the coarse time
estimation. For example, the coarse time can be extracted from timestamps that indicate the time
when the signal is transmitted and when the signal is received. Alternatively, a measurement of
the phase of signals received at multiple carrier frequencies can be unwrapped using the Chinese
Remainder Theorem to estimate the coarse delay. A non-uniform discrete Fourier transform
using a particular set of non-uniform carrier frequencies can also be used to estimate the coarse
delay.

On the other hand, the fine resolution estimator only needs to cover a relatively short
range, therefore reducing the computing resources needed for the system. The fine estimation is
only required to cover a maximum delay of one coarse sample period. Advanced algorithms can
also be applied to this estimator to improve the performance with interference and multi-path
environments. This fine estimate can also be derived using multiple methods. For example, it can
be derived from cross correlation of the received signal with an ideal version of the signal. It can
also be derived from channel estimation using the received signal. The channel estimate can be
converted into a fine delay estimate by using the slope of the phase, inverse FFT, matrix pencil,
MUSIC, or other methods.

In linear algebra, matrix pencil is defined as a matrix-valued function with a complex
variable A

Ly =Y MA;
In the context of ranging measurement, the channel response has a similar format of
H(f) = H(n*fsub) = T Axel 27 ATE =5 A (el 2% fub ATRyn—§" A () )
where frequency domain measurement is performed at frequencies equally spaced by fsub

(sub-carrier frequency).

10
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The matrix-pencil method can therefore be used to extract the poles(A) of such system.
Once all possible poles ()x) are extracted from measurement, each time delay can be calculated
as

ATy =1log(?x)/( 21 tun)
In another embodiment,, a multiple signal classification (MUSIC) algorithm may be used.
MUSIC is based on signal modeling consisting of a sum of harmonic signals
X(n) = Y Arel™kn
Similar to the case of Matrix-Pencil, the channel response can be written as
H(f) = H(n*fsub) = T Ayel 2" ATk =5 A gi*2nfsub*aTkn

The algorithm then extracts Ax and wy based on the measurement results X(n), and the

delay elements can be calculated as
ATy = wi /(21 foup))

In the systems described herein, noise, numerical errors, and other such limitations may
cause the wrong delay to be estimated. If longer-than the actual time delay is estimated, the time
delay result will not be affected because only the shortest delay is used for distance-related delay
calculation. On the other hand, if a shorter-than time of flight delay is estimated, it can be
mistaken as the actual time of flight delay. Therefore, it is important to eliminate false short paths
to improve the time delay estimation accuracy. Therefore, in one embodiment, a system to
correct for this error is implemented.

In a wireless environment, the amplitude of the signal decreases with distances
quadratically as described by free-space-path-loss. Therefore, the shorter path estimated from the
delay-estimation algorithm is expected to have a higher amplitude. This foreknowledge is then
used to eliminate false short path estimates. The amplitude of the received signals can be
normalized by multiplying the square of the estimated distance by the estimated amplitude. If this
normalized amplitude is lower than a certain threshold, it is an indication that the estimation of
this path is due to either noise or algorithm limitations, and therefore can be eliminated.

In practice, the actual signal strength also depends on the additional loss incurred on the
path, including walls, windows, reflections, and etc. The threshold mentioned previously can be
set according to the expected loss due to these factors, or can be set according to empirical data.

In one example, the path estimation algorithm may produce 5 paths. One of these paths
may be generated due to noise and have a ToF delay estimate of 20 ns when the actual line of
sight (LOS) delay is 40 ns. This is shown in figures 8 A and 8B. Figure 8A shows the measured
signal amplitude as a function of the delay associated with the 5 exemplary paths for a plot 830
in accordance with one embodiment. The plot 830 illustrates ToF delay (ns) 842 for 5 paths on a

horizontal axis and measured signal amplitude (dB) 840 on a vertical axis. The data points 851-
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855 represent measured signal amplitudes for different ToF delays of the 5 paths. The data point
851 represents a potential false short path due to having a ToF delay of 20 ns that is less than the
actual LOS delay of 40 ns. The LOS amplitude could be 1 and the amplitude of the false short
path that is associated with the data point 851 could be 0.1. The amplitudes can be normalized by
the square of the distance so the LOS amplitude is 1 and the normalized amplitude of the false
path is 0.025. Such a normalization of amplitude versus ToF delay is shown in a plot 860 of
figure 8B in accordance with one embodiment. The plot 860 illustrates ToF delay (ns) 862 for 5
paths on a horizontal axis and the normalization of the signal amplitude (dB) 864 on a vertical
axis. The data points 871-875 represent normalization of the measured amplitudes for different
ToF delays of the 5 paths. The data point 871 represents a potential false short path due to having
a ToF delay of 20 ns that is less than the actual LOS delay of 40 ns. The normalized amplitude of
the false path that is associated with the data point 871 is 32 dB below the LOS amplitude. In one
example, if a maximum of 30 dB of loss from environmental factors (excluding path loss) is
expected, then the 20 ns path that is associated with the data point 871 can be eliminated as a
false short path estimate.

The threshold itself can also be a function of path length to account for the amount of
environmental loss expected in a short distance versus a long distance. Other implementations
could also incorporate the dynamic range of the physical hardware (e.g., dynamic operating range
of signal levels of RF receivers of hubs, sensor nodes, etc.) in setting the threshold.

In another embodiment, an asynchronous system is used for time of flight estimation. In
the case where the two devices are asynchronous, timing offsets between devices can introduce
large errors into the delay estimate. The aforementioned setup can be extended into a two-way
system to mitigate this issue. Figure 8C illustrates an asynchronous system that is used for time
of flight estimation in accordance with another embodiment. A device 810 first sends a RF signal
812 having a packet to device 820 at time T1. The packet arrives at the device 820 at time T2,
triggering the packet detection algorithm in device 820 to register this time. Device 820 then
sends back a signal 822 having a packet at time T3, which arrives at device 810 at time T4 and
triggers the device 810 to register the time and process the waveform. Notice that unlike the case
of fully synchronous system, T1 and T4 are times recorded on device 810 and therefore is
referenced to its reference clock. T2 and T3 are recorded based on the time reference of device
820. The coarse time estimation is done as

2 x ToF =(T4-T1) — (T3-T2)

Because T4 and T1 are sampled at the same clock, there is no arbitrary phase between T4

and T1. Therefore, T4-T1 is accurate in time; the same principle applies to T3-T2. Therefore,

this measurement is immune to any phase-walking between the two devices resulting from the
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asynchronous nature of this system. Similar to the previous embodiment, this measurement is
limited by the resolution of the sampling clock period of T1/T2/T3/T4. In order to improve this
accuracy, a frequency response measurement can be performed on both devices. Device 820
measures the channel response using the packet from device 810 and device 810 measures the
channel response using the packet from device 820. Because the two devices are not
synchronous, there is an uncertainty in the phase between the two clocks, annotated as Toffset here.
This phase offset of the clock manifests itself as an extra phase of the channel response
measurement on each side, but it can be eliminated by multiplying the channel responses from
the two sides. Assuming the channel response is the same as before, then the measurement from
device 820 will be
Hsao(f) = H(f) e 2 Toffset
The measurement from the device #1 will be
Hs1o(f) = H(f) e*i 22t Toffset
The combined channel response is therefore
Hs10(f) Hs2o(f) = H()? = (3 Axed 21 ATK)2

which cancels out the phase difference between the two clocks. Similar to the previous
embodiment, algorithms such as matrix pencil, MUSIC, etc. can be used to estimate the delay
from Hsio(f) Hgo(f), which produces the 2 min{ ATk}, and the distance measurement is given by

Distance =[ (T4-T1)/2 — (T3-T2)/2 - S{Hs10(f) Hs20(f) }/2] x C
Alternatively Tosrsec can be estimated from
H:o(£)/Haoo(f)= e*2i 22t Toffset

The Tofrsec is half the phase slope of the divided channel responses. The channel response
in either direction can be corrected by the calculated offset. The distance estimation can then be
calculated as

Distance =[ (T4-T1)/2 — (T3-T2)/2 - S{Hsz10(f) }- Tofrset] x C
Or
Distance =[ (T4-T1)/2 — (T3-T2)/2 - S{Hs20o() }+ Tofrser] x C

This method has advantages over the multiplication method. The H(f)?> channel response
includes terms at double the amplitude and distance of each path as well as cross terms for every
2 path permutation. That is for a 2 path case, Agio’e 72 ATH Agyo?el 282 AT2 and AgioAszoe! 2™
(ATI+AT2) The fine estimation methods are more effective and more robust to noise when applied
to the unidirectional channel response H(f) as there are less paths to distinguish and lower
dynamic range.

The aforementioned short path elimination algorithm can also be used in asynchronous

systems such as those disclosed above
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As is apparent from the above embodiments, measurement of timing is critical to
establishment of distance estimation. Errors in timing can reduce accuracy of distance
estimation. Timing errors often exist within wireless systems. For example, automatic gain
control (AGC) is commonly used to ensure robust receiver operation for signals of varying signal
strength. During operation, AGC stages may have delays that vary based on the gain. As such,
these variations in delay can add to the uncertainty of TOF estimation. In one embodiment, this
error can be minimized through calibration. The delay as a function of AGC stage gain may be
pre-measured and used to correct the timing during the actual TOF measurement, by subtracting
such deviations from the baseline delay. Figure 9 illustrates RF circuitry having automatic gain
control in accordance with one embodiment. The RF circuitry 900 (e.g., 1550, 1670, 1692, 1770,
1870, etc.) can be included in any wireless node (e.g., hub, sensor node) as described in
embodiments of the present disclosure. The RF circuitry 900 includes a low noise amplifier to
receive a RF signal and to generate an amplified signal sent to an in-phase quadrature (I/Q)
downconversion unit 920 to downconvert RF signals to a desired intermediate frequency. A
variable gain amplifier 930 amplifiers the intermediate frequency signal and then an analog to
digital converter (ADC) converts the amplified signal into a baseband signal. The AGC 950 is a
closed-loop feedback regulating circuit that provides a controlled signal amplitude at its output
952 despite variation of the amplitude in its input 942. As discussed above, the delay as a
function of AGC stage gain (e.g., AGC 950) may be pre-measured and used to correct the timing
during the actual TOF measurement, by subtracting such deviations from a baseline pre-
measured delay. Similarly, other calibrated system configurations such as filter delay may be pre-
measured and deducted as well.

As shown above, in an asynchronous system, the information from the two devices needs
to be combined for calculation. In order to do that, in one embodiment, one of the devices can
send the information to the other device, either using the same RF signals (e.g., 812, 822, 1022,
1023) mentioned before, or using an independent RF signal path 1024, as shown in figure 10 in
one embodiment of a 2-way ToF measurement system 1000.

Figure 11 illustrates an asynchronous system 1100 in accordance with an alternative
embodiment. Devices 1110 and 1120 can send their information to a third device 1130 through
the same RF signals 1112 and 1113 or independent RF signals 1122 and 1123, and the third
device 1130 can process and combine the information to calculate time-of-flight.

Once distances between the various pairs on the networks are established, the information
can be passed to one or more members of the network or even to systems outside the network for
estimation of relative and/or absolute locations of the various members of the network. This can

be performed using a variety of techniques. For example, triangulation approaches may be used
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as are well known to those of skill in the art. Error minimization techniques such as least squares
approaches may be used to improve accuracy and reduce errors of position estimation. Such
approaches may be used to reduce any errors associated with distance estimation in the
embodiments above by taking advantage of the redundant information produced in the various
paired distance estimates. Other techniques that may be used to perform localization based on
the determined ranging data include multi-dimensional scaling, self-positioning algorithm,
terrain algorithm, collaborative multilateration, distributed maximum likelihood, hyperbolic
position fix, mobile geographic distributed localization, elastic localization algorithm, and other
such anchor-free and anchor-based localization algorithms.

The localization information determined herein may be used to facilitate or improve the
operation of a wireless sensor network. An exemplary wireless sensor network is disclosed in
U.S. Patent Application No. 14/925,889 filed on August 19, 2015, which is incorporated by
reference herein. The localization may be used to establish logical and/or functional
relationships within the network. In one exemplary embodiment, localization information may
be used to define constellation membership in a sensor network that allows node-to-node
communication with a constellation of a normally tree-like network, such as shown in Figure 2.
In this embodiment, localization is used to identify nodes that should be assigned to be within the
same constellation. These may then communicate directly with each other without going through
the hub. An advantage of this approach is that errors in distance estimate that survive
triangulation calculations will not cause catastrophic failure of the network; rather, at most, these
errors will cause erroneous assignment of constellations. Use of overlapping constellation
assignments or loose constellation assignment rules may further be used to prevent this from
impacting network performance in an undesirable manner.

In one embodiment, a Location Algorithm includes anchor-based Triangulation. In an
anchor-based system, the location of anchor nodes (e.g., hubs, sensors, devices, etc.) is known.
The unknown location of other devices is calculated based on the known location of the anchors
as well as the measured distance between each device and each anchor. The location of these
unknown devices is calculated one by one with the same procedure. For each of the devices, the

distance measurement with anchor 1 is:

di=+(x —x)7 + @ —y)® (2 - )iy
where x;, yi, and z; are the coordinates of the ith anchor; d;is the measured distance
between the unknown device and the ith anchor; x, y, and z are the coordinates of the unknown
device, which is the goal of the estimation. By setting up different error function for the

estimation, one can use linear least squares to calculate the location of the unknown device

(X.y,2).
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In another embodiment, for an Anchor-less Triangulation setup, there is no known
location for any of the devices. The algorithm has to use the distance measurement between pairs
of the devices to determine the relative location of each device. The goal is to find out the
relative location of all devices to minimize the overall error of the distance measurement. There
are multiple types of algorithms including an incremental algorithm and a concurrent algorithm.
An incremental algorithm starts with a small set of devices and calculates their locations based
on distance measurement. The small set of device is then used as anchor nodes for other devices.
It is a simple algorithm but with the drawback that the error in early calculated nodes can be
easily propagated to the later nodes, even with an advanced algorithm which updates location of
the early nodes.

A concurrent algorithm solves the issue of the incremental algorithm due to the
concurrent algorithm estimating all locations at the same time to achieve a global optimum with
lower error than incremental algorithm. It usually uses iterative process to update the location of
the devices, therefore it will take longer time to converge while using more computation power
and memory.

Figure 12 illustrates a method for determining location estimation of nodes using time of
flight techniques in accordance with one embodiment. The operations of method 1200 may be
executed by a wireless device, a wireless control device of a hub (e.g., an apparatus), or system,
which includes processing circuitry or processing logic. The processing logic may include
hardware (circuitry, dedicated logic, etc.), software (such as is run on a general purpose computer
system or a dedicated machine or a device), or a combination of both. In one embodiment, a hub
performs the operations of method 1200.

Upon initialization of a wireless network architecture, at operation 1201, the processing
logic calibrates at least one component (e.g., automatic gain control (AGC) stage of the RF
circuitry, filter stage of the RF circuitry, etc.) that has a delay. The calibration of at least one
component may include measuring a delay of the at least one component (e.g., AGC stage as a
function of gain, filter stage), determining if a deviation exists between the measured delay and a
baseline delay of the at least one component, and correcting a timing of the determined time of
flight estimate if a deviation exists. The calibration typically occurs during the initialization of
the wireless network architecture. Alternatively, the calibration may occur at a later time of the
method 1200.

At operation 1202, the hub having radio frequency (RF) circuitry and at least one antenna
transmits communications to a plurality of sensor nodes in the wireless network architecture
(e.g., wireless asymmetric network architecture). At operation 1203, the RF circuitry and at least

one antenna of the hub receives communications from the plurality of sensor nodes each having a
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wireless device with a transmitter and a receiver to enable bi-directional communications with
the RF circuitry of the hub in the wireless network architecture. At operation 1205, processing
logic of a hub having a wireless control device initially causes a wireless network of sensor
nodes to be configured as a mesh-based network architecture for a time period (e.g.,
predetermined time period, time period sufficient for localization, etc.).

At operation 1206, the processing logic of the hub determines localization of at least two
nodes (or all nodes) using at least one time of flight technique and possibly a signal strength
technique as discussed in the various embodiments disclosed herein.

At operation 1208, upon localization of the at least two network sensor nodes being
complete, the processing logic of the hub terminates time of flight measurements if any time of
flight measurements are occurring and continues monitoring the signal strength of
communications with the at least two nodes. Similarly, the at least two nodes may monitor the
signal strength of communications with the hub. At operation 1210, the processing logic of the
hub configures the wireless network in a tree based or tree-like network architecture (or tree
architecture with no mesh-based features) upon completion of localization.

The communication between hubs and nodes as discussed herein may be achieved using a
variety of means, including but not limited to direct wireless communication using radio
frequencies, Powerline communication achieved by modulating signals onto the electrical wiring
within the house, apartment, commercial building, etc., WiFi communication using such standard
WiFi communication protocols as 802.11a, 802.11b, 802.11n, 802.11ac, and other such Wifi
Communication protocols as would be apparent to one of ordinary skill in the art, cellular
communication such as GPRS, EDGE, 3G, HSPDA, LTE, and other cellular communication
protocols as would be apparent to one of ordinary skill in the art, Bluetooth communication,
communication using well-known wireless sensor network protocols such as Zigbee, and other
wire-based or wireless communication schemes as would be apparent to one of ordinary skill in
the art.

The implementation of the radio-frequency communication between the terminal nodes
and the hubs may be implemented in a variety of ways including narrow-band, channel
overlapping, channel stepping, multi-channel wide band, and ultra-wide band communications.

The hubs may be physically implemented in numerous ways in accordance with
embodiments of the invention. Figure 13A shows an exemplary embodiment of a hub
implemented as an overlay 1500 for an electrical power outlet in accordance with one
embodiment. The overlay 1500 (e.g., faceplate) includes a hub 1510 and a connection 1512 (e.g.,
communication link, signal line, electrical connection, etc.) that couples the hub to the electrical

outlet 1502. Alternatively (or additionally), the hub is coupled to outlet 1504. The overlay 1500
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covers or encloses the electrical outlets 1502 and 1504 for safety and aesthetic purposes.

Figure 13B shows an exemplary embodiment of an exploded view of a block diagram of
a hub 1520 implemented as an overlay for an electrical power outlet in accordance with one
embodiment. The hub 1520 includes a power supply rectifier 1530 that converts alternating
current (AC), which periodically reverses direction, to direct current (DC) which flows in only
one direction. The power supply rectifier 1530 receives AC from the outlet 1502 via connection
1512 (e.g., communication link, signal line, electrical connection, etc.) and converts the AC into
DC for supplying power to a controller circuit 1540 via a connection 1532 (e.g., communication
link, signal line, electrical connection, etc.) and for supplying power to RF circuitry 1550 via a
connection 1534 (e.g., communication link, signal line, electrical connection, etc.). The
controller circuit 1540 includes memory 1542 or is coupled to memory that stores instructions
which are executed by processing logic 1544 (e.g., one or more processing units) of the controller
circuit 1540 for controlling operations of the hub for forming, monitoring, and performing
localization of the wireless asymmetrical network as discussed herein. The RF circuitry 1550
may include a transceiver or separate transmitter 1554 and receiver 1556 functionality for
sending and receiving bi-directional communications via antenna(s) 1552 with the wireless
sensor nodes. The RF circuitry 1550 communicates bi-directionally with the controller circuit
1540 via a connection 1534 (e.g., communication link, signal line, electrical connection, etc.).
The hub 1520 can be a wireless control device 1520 or the controller circuit 1540, RF circuitry
1550, and antenna(s) 1552 in combination may form the wireless control device as discussed
herein.

Figure 14A shows an exemplary embodiment of a hub implemented as a card for
deployment in a computer system, appliance, or communication hub in accordance with one
embodiment. The card 1662 can be inserted into the system 1660 (e.g., computer system,
appliance, or communication hub) as indicated by arrow 1663.

Figure 14B shows an exemplary embodiment of a block diagram of a hub 1664
implemented as a card for deployment in a computer system, appliance, or communication hub in
accordance with one embodiment. The hub 1664 includes a power supply 1666 that provides
power (e.g., DC power supply) to a controller circuit 1668 via a connection 1674 (e.g.,
communication link, signal line, electrical connection, etc.) and provides power to RF circuitry
1670 via a connection 1676 (e.g., communication link, signal line, electrical connection, etc.).
The controller circuit 1668 includes memory 1661 or is coupled to memory that stores
instructions which are executed by processing logic 1663 (e.g., one or more processing units) of
the controller circuit 1668 for controlling operations of the hub for forming, monitoring, and

performing localization of the wireless asymmetrical network as discussed herein. The RF
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circuitry 1670 may include a transceiver or separate transmitter 1675 and receiver 1677
functionality for sending and receiving bi-directional communications via antenna(s) 1678 with
the wireless sensor nodes. The RF circuitry 1670 communicates bi-directionally with the
controller circuit 1668 via a connection 1672 (e.g., communication link, signal line, electrical
connection, etc.). The hub 1664 can be a wireless control device 1664 or the controller circuit
1668, RF circuitry 1670, and antenna(s) 1678 in combination may form the wireless control
device as discussed herein.

Figure 14C shows an exemplary embodiment of a hub implemented within an appliance
(e.g., smart washing machine, smart refrigerator, smart thermostat, other smart appliances, etc.)
in accordance with one embodiment. The appliance 1680 (e.g., smart washing machine) includes
a hub 1682.

Figure 14D shows an exemplary embodiment of an exploded view of a block diagram of
a hub 1684 implemented within an appliance (e.g., smart washing machine, smart refrigerator,
smart thermostat, other smart appliances, etc.) in accordance with one embodiment. The hub
includes a power supply 1686 that provides power (e.g., DC power supply) to a controller circuit
1690 via a connection 1696 (e.g., communication link, signal line, electrical connection, etc.) and
provides power to RF circuitry 1692 via a connection 1698 (e.g., communication link, signal
line, electrical connection, etc.). The controller circuit 1690 includes memory 1691 or is coupled
to memory that stores instructions which are executed by processing logic 1688 (e.g., one or
more processing units) of the controller circuit 1690 for controlling operations of the hub for
forming, monitoring, and performing localization of the wireless asymmetrical network as
discussed herein. The RF circuitry 1692 may include a transceiver or separate transmitter 1694
and receiver 1695 functionality for sending and receiving bi-directional communications via
antenna(s) 1699 with the wireless sensor nodes. The RF circuitry 1692 communicates bi-
directionally with the controller circuit 1690 via a connection 1689 (e.g., communication link,
signal line, electrical connection, etc.). The hub 1684 can be a wireless control device 1684 or the
controller circuit 1690, RF circuitry 1692, and antenna(s) 1699 in combination may form the
wireless control device as discussed herein.

In one embodiment, an apparatus (e.g., hub) for providing a wireless asymmetric network
architecture includes a memory for storing instructions, processing logic (e.g., one or more
processing units, processing logic 1544, processing logic 1663, processing logic 1688, processing
logic 1763, processing logic 1888) of the hub to execute instructions to establish and control
communications in a wireless asymmetric network architecture, and radio frequency (RF)
circuitry (e.g., RF circuitry 1550, RF circuitry 1670, RF circuity 1692, RF circuitry 1890)

including multiple antennas (e.g., antenna(s) 1552, antenna(s) 1678, antenna(s) 1699, antennas
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1311, 1312, and 1313, etc.) to transmit and receive communications in the wireless asymmetric
network architecture. The RF circuitry and multiple antennas to transmit communications to a
plurality of sensor nodes (e.g., node 1, node 2) each having a wireless device with a transmitter
and a receiver (or transmitter and receiver functionality of a transceiver) to enable bi-directional
communications with the RF circuitry of the apparatus in the wireless asymmetric network
architecture.

In one example, a first wireless node includes a wireless device with one or more
processing units and RF circuitry for transmitting and receiving communications in the wireless
network architecture including a first RF signal having a first packet. A second wireless node
includes a wireless device with a transmitter and a receiver to enable bi-directional
communications with the first wireless node in the wireless network architecture including a
second RF signal with a second packet. The one or more processing units of the first wireless
node are configured to execute instructions to determine a time of flight estimate for localization
based on a time estimate of round trip time of the first and second packets and a time estimate of
the time of flight that is based on channel sense information of the first and second wireless
nodes.

In one example, the apparatus is powered by a mains electrical source and the plurality of
sensor nodes are each powered by a battery source to form the wireless network architecture.

Various batteries could be used in the wireless sensor nodes, including lithium-based
chemistries such as Lithium Ion, Lithium Polymer, Lithium Phosphate, and other such
chemistries as would be apparent to one of ordinary skill in the art. Additional chemistries that
could be used include Nickel metal hydride, standard alkaline battery chemistries, Silver Zinc
and Zinc Air battery chemistries, standard Carbon Zinc battery chemistries, lead Acid battery
chemistries, or any other chemistry as would be obvious to one of ordinary skill in the art.

The present invention also relates to an apparatus for performing the operations described
herein. This apparatus may be specially constructed for the required purposes, or it may
comprise a general purpose computer selectively activated or reconfigured by a computer
program stored in the computer. Such a computer program may be stored in a computer readable
storage medium, such as, but not limited to, any type of disk including floppy disks, optical
disks, CD-ROMs, and magnetic-optical disks, read-only memories (ROMs), random access
memories (RAMs), EPROMs, EEPROMs, magnetic or optical cards, or any type of media
suitable for storing electronic instructions.

The algorithms and displays presented herein are not inherently related to any particular
computer or other apparatus. Various general purpose systems may be used with programs in

accordance with the teachings herein, or it may prove convenient to construct a more specialized
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apparatus to perform the required method operations.

Figure 15 illustrates a block diagram of a sensor node in accordance with one
embodiment. The sensor node 1700 includes a power source 1710 (e.g., energy source, battery
source, primary cell, rechargeable cell, etc.) that provides power (e.g., DC power supply) to a
controller circuit 1720 via a connection 1774 (e.g., communication link, signal line, electrical
connection, etc.), provides power to RF circuitry 1770 via a connection 1776 (e.g.,
communication link, signal line, electrical connection, etc.), and provides power to sensing
circuitry 1740 via a connection 1746 (e.g., communication link, signal line, electrical connection,
etc.). The controller circuit 1720 includes memory 1761 or is coupled to memory that stores
instructions which are executed by processing logic 1763 (e.g., one or more processing units) of
the controller circuit 1720 for controlling operations of the sensor node for forming and
monitoring the wireless asymmetrical network as discussed herein. The RF circuitry 1770 (e.g.,
communication circuitry) may include a transceiver or separate transmitter 1775 and receiver
1777 functionality for sending and receiving bi-directional communications via antenna(s) 1778
with the hub(s) and optional wireless sensor nodes. The RF circuitry 1770 communicates bi-
directionally with the controller circuit 1720 via a connection 1772 (e.g., electrical connection).
The sensing circuitry 1740 includes various types of sensing circuitry and sensor(s) including
image sensor(s) and circuitry 1742, moisture sensor(s) and circuitry 1743, temperature sensor(s)
and circuitry, humidity sensor(s) and circuitry, air quality sensor(s) and circuitry, light sensor(s)
and circuitry, motion sensor(s) and circuitry 1744, audio sensor(s) and circuitry 1745, magnetic
sensor(s) and circuitry 1746, and sensor(s) and circuitry n, etc.

The wireless localization techniques disclosed herein may be combined with other sensed
information to improve localization accuracy of the overall network. For example, in wireless
sensors in which one or more of the nodes contain cameras, captured images can be used with
image processing and machine learning techniques to determine whether the sensor nodes that
are being monitored are looking at the same scene and are therefore likely in the same room.
Similar benefits can be achieved by using periodic illumination and photodetectors. By strobing
the illumination and detecting using the photodetectors, the presence of an optical path can be
detected, likely indicating the absence of opaque walls between the strobe and the detector. In
other embodiments, magnetic sensors can be integrated into the sensor nodes and used as a
compass to detect the orientation of the sensor node that is being monitored. This information
can then be used along with localization information to determine whether the sensor is on the
wall, floor, ceiling, or other location.

In one example, each sensor node may include an image sensor and each perimeter wall

of a house includes one or more sensor nodes. A hub analyzes sensor data including image data
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and optionally orientation data along with localization information to determine absolute
locations for each sensor node. The hub can then build a three dimensional image of each room
of a building for a user. A floor plan can be generated with locations for walls, windows, doors,
etc. Image sensors may capture images indicating a change in reflections that can indicate home
integrity issues (e.g., water, leaking roof, etc.).

Figure 16 illustrates a block diagram of a system 1800 having a hub in accordance with
one embodiment. The system 1800 includes or is integrated with a hub 1882 or central hub of a
wireless asymmetric network architecture. The system 1800 (e.g., computing device, smart TV,
smart appliance, communication system, etc.) may communicate with any type of wireless device
(e.g., cellular phone, wireless phone, tablet, computing device, smart TV, smart appliance, etc.)
for sending and receiving wireless communications. The system 1800 includes a processing
system 1810 that includes a controller 1820 and processing units 1814. The processing system
1810 communicates with the hub 1882, an Input/Output (I/O) unit 1830, radio frequency (RF)
circuitry 1870, audio circuitry 1860, an optics device 1880 for capturing one or more images or
video, an optional motion unit 1844 (e.g., an accelerometer, gyroscope, etc.) for determining
motion data (e.g., in three dimensions) for the system 1800, a power management system 1840,
and machine-accessible non-transitory medium 1850 via one or more bi-directional
communication links or signal lines 1898, 1818, 1815, 1816, 1817, 1813, 1819, 1811,
respectively.

The hub 1882 includes a power supply 1891 that provides power (e.g., DC power supply)
to a controller circuit 1884 via a connection 1885 (e.g., communication link, signal line,
electrical connection, etc.) and provides power to RF circuitry 1890 via a connection 1887 (e.g.,
communication link, signal line, electrical connection, etc.). The controller circuit 1884 includes
memory 1886 or is coupled to memory that stores instructions which are executed by processing
logic 1888 (e.g., one or more processing units) of the controller circuit 1884 for controlling
operations of the hub for forming and monitoring the wireless asymmetrical network as discussed
herein. The RF circuitry 1890 may include a transceiver or separate transmitter (TX) 1892 and
receiver (RX) 1894 functionality for sending and receiving bi-directional communications via
antenna(s) 1896 with the wireless sensor nodes or other hubs. The RF circuitry 1890
communicates bi-directionally with the controller circuit 1884 via a connection 1889 (e.g.,
communication link, signal line, electrical connection, etc.). The hub 1882 can be a wireless
control device 1884 or the controller circuit 1884, RF circuitry 1890, and antenna(s) 1896 in
combination may form the wireless control device as discussed herein.

RF circuitry 1870 and antenna(s) 1871 of the system or RF circuitry 1890 and antenna(s)

1896 of the hub 1882 are used to send and receive information over a wireless link or network to
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one or more other wireless devices of the hubs or sensors nodes discussed herein. Audio
circuitry 1860 is coupled to audio speaker 1862 and microphone 1064 and includes known
circuitry for processing voice signals. One or more processing units 1814 communicate with one
or more machine-accessible non-transitory mediums 1850 (e.g., computer-readable medium) via
controller 1820. Medium 1850 can be any device or medium (e.g., storage device, storage
medium) that can store code and/or data for use by one or more processing units 1814. Medium
1850 can include a memory hierarchy, including but not limited to cache, main memory and
secondary memory.

The medium 1850 or memory 1886 stores one or more sets of instructions (or software)
embodying any one or more of the methodologies or functions described herein. The software
may include an operating system 1852, network services software 1856 for establishing,
monitoring, and controlling wireless asymmetric network architectures, communications module
1854, and applications 1858 (e.g., home or building security applications, home or building
integrity applications, developer applications, etc.). The software may also reside, completely or
at least partially, within the medium 1850, memory 1886, processing logic 1888, or within the
processing units 1814 during execution thereof by the device 1800. The components shown in
Figure 18 may be implemented in hardware, software, firmware or any combination thereof,
including one or more signal processing and/or application specific integrated circuits.

Communication module 1854 enables communication with other devices. The I/O unit
1830 communicates with different types of input/output (I/O) devices 1834 (e.g., a display, a
liquid crystal display (LCD), a plasma display, a cathode ray tube (CRT), touch display device, or
touch screen for receiving user input and displaying output, an optional alphanumeric input
device).

In one example, an asynchronous system for localization of nodes in a wireless network
architecture comprises a first wireless node having a wireless device with one or more processing
units and RF circuitry for transmitting and receiving communications in the wireless network
architecture including a first RF signal having a first packet and a second wireless node having a
wireless device with a transmitter and a receiver to enable bi-directional communications with
the first wireless node in the wireless network architecture including a second RF signal with a
second packet. The one or more processing units of the first wireless node are configured to
execute instructions to determine a time of flight estimate for localization based on a time
estimate of round trip time of the first and second packets and a time estimate of the time of
flight that is based on channel sense information of the first and second wireless nodes.

In another example, the first wireless node has a first reference clock signal and the

second wireless node has a second reference clock signal.
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In another example, the time estimate of round trip time of the first and second packets is
based on a first time when the first wireless node sends the first packet, a second time when the
second wireless node receives the first packet, a third time when the second wireless node sends
the second packet, and a fourth time when the first wireless node receives the second packet.

In another example, the channel sense information of the first wireless node comprises a
first measurement of a channel response of the second packet and the channel sense information
of the second wireless device comprises a second measurement of a channel response of the first
packet.

In another example, a combined channel response comprises multiplying the first
measurement and the second measurement to cancel a phase difference between the first and
second reference clock signals.

In another example, a divided channel response comprises dividing the first measurement
by the second measurement to estimate a phase difference between the first and second reference
clock signals.

In another example, at least one of Matrix Pencil and MUSIC algorithms are used to
estimate minimum delay of multiple paths from the first measurement of the channel response of
the second packet and the second measurement of the channel response of the first packet.

In another example, the time of flight estimate for localization comprises determining a
distance between the first and second wireless nodes based on the time estimate of round trip
time of the first and second packets and the minimum delay of multiple paths.

In another example, the distance between the first and second wireless nodes is used to
determined relative or absolute locations of the first and second wireless nodes based on anchor
node based triangulation or anchor node less triangulation.

In another example, the distance between the first and second wireless nodes is used to
determine localization information which is used to define constellation membership in a
wireless sensor network having a plurality of wireless sensor nodes.

In another example, a third wireless node having a wireless device with one or more
processing units and RF circuitry for transmitting and receiving communications in the wireless
network architecture includes a first RF information signal from the first wireless node and a
second RF information signal from the second wireless node. The one or more processing units
of the third wireless node are configured to execute instructions to determine a time of flight
estimate for localization based on the first and second RF information signals.

In one example, a synchronous system for localization of nodes in a wireless network
architecture comprises a first wireless node having a wireless device with one or more processing

units and RF circuitry for transmitting and receiving communications in the wireless network
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architecture including a RF signal having a packet. A second wireless node includes a wireless
device with one or more processing units and RF circuitry to enable bi-directional
communications with the first wireless node in the wireless network architecture. The one or
more processing units of the second wireless node are configured to execute instructions to
determine a time of flight estimate for localization based on a time estimate of trip time of the
packet and a time estimate of the time of flight that is based on channel sense information. The
first and second wireless nodes have the same reference clock signal in this example.

In another example, the time estimate of trip time of the packet is based on a first time
when the first wireless node sends the packet and a second time when the second wireless node
receives the packet.

In another example, the channel sense information comprises a measurement of a channel
response of the packet including a delay of multiple paths between the first and second wireless
nodes and a phase response of the channel.

In another example, at least one of Matrix Pencil and MUSIC algorithms are used to
estimate minimum delay of multiple paths between the first and second wireless nodes.

In another example, the time of flight estimate for localization comprises determining a
distance between the first and second wireless nodes based on the time estimate of trip time of
the packet and the minimum delay of multiple paths.

In another example, the distance between the first and second wireless nodes is used to
determine relative or absolute locations of the first and second wireless nodes based on anchor
node based triangulation or anchor node less triangulation.

In another example, the distance between the first and second wireless nodes is used to
determine localization information which is used to define constellation membership in a
wireless sensor network having a plurality of wireless sensor nodes.

In another embodiment, an apparatus, comprises a memory for storing instructions, one or
more processing units to execute instructions for controlling a plurality of sensor nodes in a
wireless network architecture and determining locations of the plurality of sensor nodes and radio
frequency (RF) circuitry to transmit communications to and receive communications from the
plurality of sensor nodes each having a wireless device with a transmitter and a receiver to enable
bi-directional communications with the RF circuitry of the apparatus in the wireless network
architecture. The one or more processing units of the apparatus are configured to execute
instructions to calibrate an automatic gain control (AGC) stage of the RF circuitry and to
determine a time of flight estimate for communications between the apparatus and a sensor node
based on the calibration of the AGC stage.

In one example, the one or more processing units of the apparatus are configured to
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execute instructions to calibrate the AGC stage by measuring a delay of the AGC stage as a
function of gain prior to or during the determination of the time of flight estimate, determining if
a deviation exists between the measured delay and a baseline delay of the AGC stage, and
correcting a timing of the determined time of flight estimate if a deviation exists.

In another example, the one or more processing units of the apparatus are configured to
execute instructions to calibrate a filter stage by measuring a delay of the filter stage prior to or
during the time of flight estimate, determining if a deviation exists between the measured filter
delay and a baseline filter delay, and correcting a timing of the determined time of flight estimate
if a deviation exists.

In another embodiment, a system for localization of nodes in a wireless network
architecture comprises a first wireless node having a wireless device with one or more processing
units and RF circuitry for transmitting and receiving communications in the wireless network
architecture and a second wireless node having a wireless device with a transmitter and a receiver
to enable bi-directional communications with the first wireless node in the wireless network
architecture. The one or more processing units of the first wireless node are configured to
execute instructions to determine a time of flight estimate for localization based on implementing
a path estimate algorithm that determines signal amplitudes of received signals of multiple paths
between the first and second wireless nodes for communications received from the second
wireless node, compares the signal amplitudes of the received signals of the multiple paths to a
threshold, and eliminates a false short path of the multiple paths when the signal amplitude for
the false short path compares in a predetermined manner to the threshold.

In one example, the signal amplitude for the false short path compares in a predetermined
manner to the threshold when the signal amplitude for the false short path is less than the
threshold.

In one example, the threshold is set based on at least one of expected loss of the multiple
paths due to environmental factors, empirical data, and path length.

In the foregoing specification, the invention has been described with reference to specific
exemplary embodiments thereof. It will, however, be evident that various modifications and
changes may be made thereto without departing from the broader spirit and scope of the
invention. The specification and drawings are, accordingly, to be regarded in an illustrative

rather than a restrictive sense.
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CLAIMS

What is claimed is:

1. An asynchronous system for localization of nodes in a wireless network architecture,
comprising:

a first wireless node having a wireless device with one or more processing units and RF
circuitry for transmitting and receiving communications in the wireless network architecture
including a first RF signal having a first packet; and

a second wireless node having a wireless device with a transmitter and a receiver to
enable bi-directional communications with the first wireless node in the wireless network
architecture including a second RF signal with a second packet, wherein the one or more
processing units of the first wireless node are configured to execute instructions to determine a
time of flight estimate for localization based on a time estimate of round trip time of the first and
second packets and a time estimate of the time of flight that is based on channel sense

information of the first and second wireless nodes.

2. The asynchronous system of claim 1, wherein the first wireless node has a first

reference clock signal and the second wireless node has a second reference clock signal.

3. The asynchronous system of claim 2, wherein the time estimate of round trip time of
the first and second packets is based on a first time when the first wireless node sends the first
packet, a second time when the second wireless node receives the first packet, a third time when
the second wireless node sends the second packet, and a fourth time when the first wireless node

receives the second packet.

4. The asynchronous system of claim 3, wherein the channel sense information of the
first wireless node comprises a first measurement of a channel response of the second packet and
the channel sense information of the second wireless device comprises a second measurement of

a channel response of the first packet.
5. The asynchronous system of claim 4, wherein a combined channel response comprises
multiplying the first measurement and the second measurement to cancel a phase difference

between the first and second reference clock signals.

6. The asynchronous system of claim 4, wherein a divided channel response comprises

dividing the first measurement by the second measurement to estimate a phase difference
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between the first and second reference clock signals.

7. The asynchronous system of claim 4, wherein at least one of Matrix Pencil and
MUSIC algorithms are used to estimate minimum delay of multiple paths from the first
measurement of the channel response of the second packet and the second measurement of the

channel response of the first packet.

8. The asynchronous system of claim 7, wherein the time of flight estimate for
localization comprises determining a distance between the first and second wireless nodes based
on the time estimate of round trip time of the first and second packets and the minimum delay of

multiple paths.

9. The asynchronous system of claim 8, wherein the distance between the first and
second wireless nodes is used to determined relative or absolute locations of the first and second

wireless nodes based on anchor node based triangulation or anchor node less triangulation.

10. The asynchronous system of claim 8, wherein the distance between the first and
second wireless nodes is used to determine localization information which is used to define
constellation membership in a wireless sensor network having a plurality of wireless sensor

nodes.

11. The asynchronous system of claim 1, further comprising:

a third wireless node having a wireless device with one or more processing units and RF
circuitry for transmitting and receiving communications in the wireless network architecture
including a first RF information signal from the first wireless node and a second RF information
signal from the second wireless node, wherein the one or more processing units of the third
wireless node are configured to execute instructions to determine a time of flight estimate for

localization based on the first and second RF information signals.

12. A synchronous system for localization of nodes in a wireless network architecture,
comprising:

a first wireless node having a wireless device with one or more processing units and RF
circuitry for transmitting and receiving communications in the wireless network architecture
including a RF signal having a packet; and

a second wireless node having a wireless device with one or more processing units and
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RF circuitry to enable bi-directional communications with the first wireless node in the wireless
network architecture, wherein the one or more processing units of the second wireless node are
configured to execute instructions to determine a time of flight estimate for localization based on
a time estimate of trip time of the packet and a time estimate of the time of flight that is based on
channel sense information, wherein the first and second wireless nodes have the same reference

clock signal.

13. The synchronous system of claim 12, wherein the time estimate of trip time of the
packet is based on a first time when the first wireless node sends the packet and a second time

when the second wireless node receives the packet.

14. The synchronous system of claim 12, wherein the channel sense information
comprises a measurement of a channel response of the packet including a delay of multiple paths

between the first and second wireless nodes and a phase response of the channel.

15. The synchronous system of claim 14, wherein at least one of Matrix Pencil and
MUSIC algorithms are used to estimate minimum delay of multiple paths between the first and

second wireless nodes.

16. The synchronous system of claim 15, wherein the time of flight estimate for
localization comprises determining a distance between the first and second wireless nodes based

on the time estimate of trip time of the packet and the minimum delay of multiple paths.

17. The synchronous system of claim 16, wherein the distance between the first and
second wireless nodes is used to determined relative or absolute locations of the first and second

wireless nodes based on anchor node based triangulation or anchor node less triangulation.

18. The synchronous system of claim 16, wherein the distance between the first and
second wireless nodes is used to determine localization information which is used to define
constellation membership in a wireless sensor network having a plurality of wireless sensor

nodes.
19. An apparatus, comprising:

a memory for storing instructions;

one or more processing units to execute instructions for controlling a plurality of sensor
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nodes in a wireless network architecture and determining locations of the plurality of sensor
nodes; and

radio frequency (RF) circuitry to transmit communications to and receive
communications from the plurality of sensor nodes each having a wireless device with a
transmitter and a receiver to enable bi-directional communications with the RF circuitry of the
apparatus in the wireless network architecture, wherein the one or more processing units of the
apparatus are configured to execute instructions to calibrate an automatic gain control (AGC)
stage of the RF circuitry and to determine a time of flight estimate for communications between

the apparatus and a sensor node based on the calibration of the AGC stage.

20. The apparatus of claim 19, wherein the one or more processing units of the apparatus
are configured to execute instructions to calibrate the AGC stage by measuring a delay of the
AGC stage as a function of gain, determining if a deviation exists between the measured delay
and a baseline delay of the AGC stage, and correcting a timing of the determined time of flight

estimate if a deviation exists.

21. The apparatus of claim 19, wherein the one or more processing units of the apparatus
are configured to execute instructions to calibrate a filter stage by measuring a delay of the filter
stage, determining if a deviation exists between the measured filter delay and a baseline filter

delay, and correcting a timing of the determined time of flight estimate if a deviation exists.

22. A system for localization of nodes in a wireless network architecture, comprising:

a first wireless node having a wireless device with one or more processing units and RF
circuitry for transmitting and receiving communications in the wireless network architecture; and

a second wireless node having a wireless device with a transmitter and a receiver to
enable bi-directional communications with the first wireless node in the wireless network
architecture, wherein the one or more processing units of the first wireless node are configured to
execute instructions to determine a time of flight estimate for localization based on implementing
a path estimate algorithm that determines signal amplitudes of received signals of multiple paths
between the first and second wireless nodes for communications received from the second
wireless node, compares the signal amplitudes of the received signals of the multiple paths to a
threshold, and eliminates a false short path of the multiple paths when the signal amplitude for

the false short path compares in a predetermined manner to the threshold.
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23. The system of claim 22, wherein the signal amplitude for the false short path

compares in a predetermined manner to the threshold when the signal amplitude for the false

short path is less than the threshold.

24. The system of claim 22, wherein the threshold is set based on at least one of expected

loss of the multiple paths due to environmental factors, empirical data, and path length.
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1200
v

CALIBRATE, WiTH THE PROCESSING LOGIC, AT LEAST ONE COMPONENT (E.G.,, AUTOMATIC
GAIN CONTROL (AGC) STAGE OF THE RF CIRCUITRY, FILTER STAGE OF THE RF CIRCUITRY,
ETC.) THAT HAS A DELAY WITH THE CALIBRATION OF AT LEAST ONE COMPONENT
INCLUDING MEASURING A DELAY OF THE AT LEAST ONE COMPONENT (E.G., AGC STAGE AS
A FUNCTION OF GAIN, FLTER STAGE) DETERMINING IF A DEVIATION
EXISTS BETWEEN THE MEASURED DELAY AND A BASELINE DELAY OF THE AT LEAST ONE
COMPONENT, AND CORRECTING A TIMING OF THE DETERMINED TIME OF FLIGHT
ESTIMATE IF A DEVIATION EXISTS.

1201

¥

TRANSMIT, WITH THE HUB HAVING RADIO FREQUENCY (RF) CIRCUITRY AND AT LEAST ONE
ANTENNA, COMMUNICATIONS TO A PLURALITY OF SENSOR NODES IN THE WIRELESS
NETWORK ARCHITECTURE (E.G., WIRELESS ASYMMETRIC NETWORK ARCHITECTURE).

1202

¥

RECEIVE, WiTH THE RF CIRCUITRY AND AT LEAST ONE ANTENNA OF THE HUB,
COMMUNICATIONS FROM THE PLURALITY OF SENSOR NODES EACH HAVING A WIRELESS
DEVICE WITH A TRANSMITTER AND A RECEIVER TO ENABLE BI-DIRECTIONAL
COMMUNICATIONS WITH THE RF CIRCUITRY OF THE HUB IN THE WIRELESS NETWORK
ARCHITECTURE.

1203

¥

INITIALLY CAUSE, WITH THE PROCESSING LOGIC OF A HUB HAVING A WIRELESS CONTRCL
DEVICE, A WIRELESS NETWORK OF SENSOR NODES TO BE CONFIGURED AS A
MESH-BASED NETWORK ARCHITECTURE FOR A TIME PERIOD (E.G., PREDETERMINED
TIME PERIOD, TIME PERIOD SUFHCIENT FOR LOCALIZATION, ETC)).

1205

¥

DETERMINE, WITH THE PROCESSING LOGIC OF THE HUB, LOCALIZATION OF AT LEAST
TWO NODES (OR ALL NODES) USING AT LEAST ONE TIME OF FLIGHT TECHNIQUE AND
POSSIBLY A SIGNAL STRENGTH TECHNIQUE.

1206

¥

UPON LOCALIZATION OF THE AT LEAST TWO NETWORK SENSOR NODES BEING
COMPLETE, THE PROCESSING LOGIC OF THE HUB TERMINATES TIME OF FLIGHT
MEASUREMENTS [F ANY TIME OF FLIGHT MEASUREMENTS ARE OCCURRING AND
CONTINUES MONITORING THE SIGNAL STRENGTH OF COMMUNICATIONS WITH THE AT
LEAST TWO NODES.

1208

¥

CONFIGURE THE WIRELESS NETWORK IN A TREE BASED OR TREE-LIKE NETWORK
ARCHITECTURE (OR TREE ARCHITECTURE WiTH NO MESH-BASED FEATURES) UPON
COMPLETION OF LOCALIZATION.
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