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(57) Abrege(suite)/Abstract(continued):
unclassified documents (14a) that satisfy the selection criteria (61) are selected as reference set candidates. A classification code is

assigned (55) to each reference set candidate. A reference set (14b) Is formed (57) from the classified reference set candidates.
The reference set (14b) I1s quality controlled and shared between one or more users.
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(57) Abstract: A system (10) and method (50) for providing generating
reference sets (14b) for use during document review i1s provided. A collec-
tion of unclassified documents (14a) is obtained. Selection criteria (61) are
applied (53) to the document collection and those unclassified documents
(14a) that satisfy the selection criteria (61) are selected as reference set
candidates. A classification code 1s assigned (55) to each reference set can-
didate. A reference set (14b) 1s formed (57) from the classified reference
f set candidates. The reference set (14b) 1s quality controlled and shared be-
tween one or more users.
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GENERATING A REFERENCE SET FOR USE DURING DOCUMENT REVIEW
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the mwvention refates i general to miorpaton retrieval and, spectfically, {o a system and

mcthod for generating a reference set tor use during document revicw:,

BACKGROUND ART
Docement review 18 an actvty frequently undertaken m the fegal hield dunag the
10 discovery phase of htigation., Typically, document classification requures reviewsers to assess the
relevance of documents to a particuiar fopic as animial step.  Document reviews can be
condacted mamually by human reviewers, automatically by a machime, or by a combination of
human reviewers and a machine.
Generally, tramed reviewers anadyze documents and provide a recommendation for
1S classifving each docwment in regards o the particular legal issue bemng hitigated. A setof
exemplar docuwments s provided to the reviewer as a guide for classttving the documents. The

exemplar docwments are cach previousty classified with a particular code relevant to the legal

issue, such as “responsive,” Tnon-responsive,” and Vprivileged.” Based on the exemplar

docaments, the human reviewers or machine can ideptify documents that are simidar to one or
200 more of the exemplar documents and assign the code ot the exemplar document o the uncoded
dociaments.
The set of exemplar documents selected for document review can dictate results of the
review. A cohesive representative exemplar set can produce accurately coded documents, while

effects of maccurately coded documents can be detrimental to a tegal procecding. For example,

{d
L

a “privileged” document contains information that s protected by a privilege, meaning that the
docament should not be disclosed to an opposing party. Disclosing a “privileged” document can
resutt m an wantentional warver of privilege (o the subject matter,

The prior art focuses on docwment classification and generally assumes that exemplar
documents are already defined and exist as a reference sot for use n classifyving document. Such
3G classification can benciit from having betier referonce seis generated o morease the accuracy of
classified documents.

Thus, there romams a need for a systen and mcethod for gencrating a set of exemplar
docaments that are cobestve and whach can serve as an acourate and efficient exampie for use in
classifving documents,

-1~
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DPISCLONURE OF THE INVENTION

A system and mcthod for providing gencrating reference sets for use dunng document
review 1§ provided. A collection of unclassified docoments s obtained. Selection enteria are

apphied to the document eoliection and those unclassified documents that satisfy the selection

5y

criteria are selected as reference sot candidates. A classification code 15 assigned to each

reference set candidate., A referenee set s formed from the classified seference set candiddates.

The reference set 1s quality controlled and shared between one of more users.
A further crobodiment provides a method for generating a reference set via clustering, A

collection of docwments 1s obtamed. The documents are grouped nto clusters of documents.

G Omne or more of the documents are selected from at feast one cluster as reference sot candsdates.
A classification code is asstaned to cach of the reference sot candidates. The classified reference
sef candidates are grouped as the reterence set.

A stll further embodument provides a method for generating a reference set via seed
documents. A collection of docaments s obtamed. One of more seed documents are wdentified.

15 the seed docaments are compared 10 the docament collection. Those documents that are sumlar
to the sced documents are dentified as reference set candidates. A size threshold is apphied 1o

the reference set candidates and the reference set candidates are grouped as the reference set

f“.-r

when the s1ze threshold s satishied.
An even further embodiment provides a mcthod for generating a traiming set for use
20 during document review, Classification codes are assigned 1o a sof of docwments. Further
classihication codes assigned o the same set of documents ave recenved. The classification code
for at least one docurnent is conmpared with the further classification code for that decwment. A
determination as to whether a disagreement exists between the assigned classification code and
the further classification cade 1s made for at least one document. Those docunients with
25 dwsagrecing classification codes arc wdentibied as tra ining sef candidates. A stop threshold i
apphied to the fratming set candidates and the tratning set candidates are grouped as a franing sef
when the stop threshold ss satistied.
St other embodiments of the present myvention will become readily apparent to those
skitled m the art from the following detailed description, wherein are described embodiments by
3 way of dlustrating the hest mode contemplated for carrving out the mvention. As will be
reatized, the mvention 1s eapﬁhfie of other and different embodiments and its several details are
capable of modifications m vanons obyvious respocts, all without departing from the sparit and the
scope of the present invention, Accordingly, the drawings and detatded description are to be

regarded as ilustratitve m nature and not as restrichive.
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DRESCRIPTION OF THE DRAWINGD

FIGURE 1 15 a block diagram showng a systern for generating a reference set for use
during document review, m accordance with one embodiment.

FIGURE 2 15 a flow diagram showing a method for generafing a reforence set for use
durmng document review, i accordance with one embodiment.

FIGURE 3 15 a data flow diagmam showing examples of the selection eriteria of
FIGURE 2.

FIGURE 4 15 a tlow diagram showing, by way of example, a mcthod for gencrating a
reference set via bierarchical clustering.

FIGURE 5 15 a flow diagram showing, by way of example, a method for generating a
reference set via iterative clustering.

FIGURE 6 15 a flow diagram showing, by way of example, a method for generating a
reference set via document seeding.

FIGURE 7 15 a flow diagram showmyg, by way of exampie, a method for generating a
reference set via randony samphing.

FIGURE 8 15 a flow diagran showing, by way of exampie, a method for generating a
reference set via user assisted means.

FIGURE Y 18 a flow diagram showing, by way of example, a method for generating a

reference set via active iem‘fning.

.................................................................................................................................

Keterence documents are each assoctated with a classification code and are selected as
cxemplar documents or a “reference set 10 assist lnanan reviewers or a machine to wdeptsty and
code unclassificd documents, The quality of a reference set can dictate the results of a document
review project and an underlyving legal proceeding or other activity, Usc of a noncohesive or

“had” reference set can provide maccurately coded documents and could negatively affect a
pending legal 1ssue during, for mstance, htigation, Generally, reference sets should be cohesiy
for a particular issuc or topic and provide accurate gatdance to a:.iassii?’yin o documents.

( ‘ohesive reference set generaiion requires a support environment (o review, analyvze, and
seleet appropriate dociomenis for inclasion m the reference set. FIGURE 1 13 g block dhagram
showing a system for gengrating a retorence set for use in classifving documents, m accordanes
with one embodinent. By way of ilustration, the systern 10 operates m a distributed computing

environment, ncluding “cloud environments,” which include a plurality of systems and sources.

“v} -
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A backend server 11 1s coupled to a storage device 13, a database 3 for mamtammng information
about the documonts, and a lookup database 38 {or stonng many-to-many mappings 39 between
docwments and document features, such as concepts. The storage device 13 stores documents

tda and reference sets 14b. The documents 14 can mehude uncoded or “unclassified”

5y

documoents and coded or “classificd” documents, m the fonm of structured or unstructured data.
Hervemafier, the terms “classified” and “coded™ are used interchangeably with the same mmtended
mcaning, unless otherwise indicated,
The uncoded and coded documents can he related 1o one or more topics or legal 1ssues.
Lincoded documents are analyvzed and assianed a classification code during a document review,
10 while coded documents that have been previcusly reviewed and associated with a classificanon
code. The storage device 13 also stores reference documents 14b, which together form a
reference set of frusted and known results for use mn guiding documaent classification. A setof
reference documents can be hand~selected or auwtomatically selected, as discussed infrg,
Reforence sets can be generaied for one of morg topics or legal ssucs, as well as for any

13 other data {o be organized and classihicd. For istance, the topie can mclude data regardimnyg a
person, place, or object. in one embodument, the reference set can be generated for a legal
proceeding based on a filed complaint or other court or adnunistrative filing or submission.
Documents i the reference set 14h are each associated with an assianed classificabon code and
can highlight important information for the current topic or egal 1ssue. A reference set can

20 nclude reference documoents with ditferent classification codes or the same classification code.
Core reference documents most clearly exhibit the particudar topice or legal matter, whereas
boundary condition reference documents include mtormation simtlar o the core reference
documents, but which are different enough to require assignment of a different classification
code.

25 Onee generated, the reference sef can be used as a guide for classityving wcoded

documents, such as desenbed m conmmonby-assigned LIS, Patent Application Serial No.

F2/833 860, entitled "System and Method for Displaving Relatonships Between Electronically

o
r

Nored Intormation o Provide Ulassylication Su

i S

roestions via inclusion,” filed hdy 9, 2010,

xR

- ‘ 0
1

pending; LS, Patent Application Serial No. 12/

m.

33872, entitled “System and Method for

3 Displaymg Relationships Between Electronically Stored Information to Provide (lasstfication
Sugeestions via gection,” filed Judy 9, 2010, pending; ULS. Patent Apphication Senal No.
12/833 880, entitled “Svstem and Metbod for Displaving Relationships Between Electromcally

Stored formation to Provide Classification Suggestions via Nearest Neyghbor, ™ fied July 9,

2010, pendimg; and LS. Patent Application Sernal No. 1278353,769, entitled “System and Method

I
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acstion for Electromcally Stoved Intormation,” filed on July 9,

s

for Providhing a Classification Sug
2010, pending, the disclosures of which are incorporated by reference.
in a frther embodiment, a reference set can also be generated based on features

assoctated with the document, The feature reference set can be used to identtfy uncoded

5y

documents associated with the reference set features and provide classsfication suggestions, such

as described m commontyv-assigned ULS. Patent Application Senal No. 27844 810, entitled

“System and Method for Displaying Relationships Between Concepts o Provide (lassification

Suggestions via inclusion,” filed July 27, 2010, pending; U.S. Patent Application Sertal No.

127844792 entitled “Svystem and Method for Dhsplaving Relationshups Between Congepts to

10 Provide Classthcation Suggestons via Injection,” filed July 27, 2010, pendming; U5, Patent
Application Senial No. 12/844 813, entitled “Systenm and Methad for Displaving Relationships
Between Concepts to Provide Classification Suggestions via Nearest Netghbor,™ filed July 27,
2010, pending:, and LLS. Patend Application Senal No. 12/844 785, entitled “Svstent and Method
for Providing a Classitfication Saggestion for Concepts,” filed July 27, 2010, pending, the

15 disclosures of which are meorporated by reference.

The backend server 11 s also coupled to an miranctwork 21 and executes a workbench
sutte 31 for providing a user interface framework for avtomated document management,
processing, analysis, and classificagon. In a further embodanent, the backend server 11 can be
accessed via an ntemetwork 22, The workbench software sute 31 includes a document mapper

20 2 that mcludes a clustenng engine 33, sclector 34, classifier 35, and display generator 36, Other
waorkbonch suite modales are possible, In a further embodoment, the chistening engine, selector,
classtficr, and display generator can be provided independently of the dacument mapper,

The clustering engine 33 perfornms efficient document scoring and clustering of uncoded
documents and reference documents, such as desceribed m commonly-assigned U5, Patent No.

25 761313, mssucd on October 27, 2009, the disclosure of which s incorporated by referenec.
The uncoded documents 14a can be grouped mio clusters and one or more documents can be
seiccted from at fcast one cluster o form reforence st candidates, as further discussed below in

detzal with reference to FEGURES 4 and 5. The clasters can be organized along vectors, known

as spines, based on a simtlanty of the clus The selector 34 applics pmdctenrmmd ¢riteria o
3 asct of documents o wentify candidates for inclusion 1 a reference set, as discussed ffra. The

classifier 35 provides a machine~gencrated classification code suggestion and confidence level

tor coding of selected uncoded documents.
the display geacrator 36 arranges the clusters and spmes i thematic neighborhood

relationships in a two-dimensional visual display space. Ounee generated, the visual display
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space 18 transmitted to a work client 12 by the backend server 11 via the docwment mapper 32 for
presenting o a buman reviewer. The reviewer can inchsde an individual person who 15 assigned
to review and classify one or more ancoded documents by designating a code. Other types of
reviewers are possible, inchuding machine-implomented reviewaers.

1he document mapper 32 operaies on uncoded docwments 1da, which ¢an be retneved
from the storage 13, as well as from a plurality of local and remote sources. As well, the local
and remote sources can also store the reference documents 14b. The local sources include
documents 17 mamtained in a storage device 16 coupled o a local server 13 and documents 20
niaintamed i a storage device 19 coupled to a local chient 18, The local server 13 and local
chent 18 are mterconnected to the backend server 11 and the work chient 12 over an intranetwork
21. Inaddition, the document mapper 32 can wdentify and refrieve documents from remofe
serurees over an internetwork 22, including the Internet, through a gateway 23 mierfaced fo the
stranetwork 21, The remote sources melude documents 26 mamntamed i a storage device 25
coupled to a remote server 24 and docaments 29 mamtamned i a storage device 28 coupled o a
remote chent 27, Other docament sources, eithor local or remote, are possible.

The mdividaal documents 1da, 14b.17, 20, 26, 29 include all forms and types of
structured and unstructured data, meluding clectronic message stores, word processing
docurnents, electromce matl {omail) folders, Web pages, and graphical or nudtimedia data.
Notwithstanding, the documents could be in the form of sivucturally organtzed data, such as
stoved i a spreadsheet or database.

In one embodiment, the mdmvidaal docwments Tda, b, 17, 24, 26, 29 mchede electronic
message folders storing ematl and attachments, such as mamntained by the Outlook and Windows
Live Mail products, icensed by Microsoft Corporation, Redmond, WA, The database can be an
SO ~based relational database, such as the Oracle database management system, Release 11,
freensed by Oracle Corporagion, Redwood Shores, CA. Further, the suwhvidual docements 17,
243, 26, 29 can be stored 1 3 “cloud,” such as m Windows Live Hotmatl, heensed by Microsoft
Corporation, Redmond, WA, Additionally, the imdnvidual documents 17, 20, 26, 29 mclude
uncoded docaments and refercnce docianents.

The svstem H) includes mdovidual computer systems, such as the backend server 11,
work server 12, server 158, client 18, remote server 24 and remete client 27, The mdividual
compater systems are general purpose, programmed digitat compating devices that have a
central processing antf (CPLD, random access memory (RAM ), non~volatile secondary storage,
stich as a hard drive or UD ROM drrve, network stertaces, and penipheral devices, includmy

user mterfncing means, such as a kevboard and display. Program code, including software

"
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prograns, and data are joaded o the RAM for execution and processing by the CPU and
results are generated for display, output, transmittal, or storage.

Reference set candidates selected for inclusion i a reference set are wdentified asing
selection criteria, which can reduce the number of documents tor selection, FIGURE 2 15 g tlow
chiagram showing a method for generating a reference set for use m document review, in
accordance with one embodiment. A coliection of documents 1s obtained {block 31). The
collection of docurnents can include uncoded documents selected from a current fopic or legal
matter, previousty coded docwments selected from g related topic or legal matter, or pseudo
documents. Pscudo documents are ¢reated using knowledge obtained by a person fiarnihar with
the ssue or topic that 18 converted mto a docionent, For example, a reviewer who pariicipated i
a verbal conversation with a litigant or other party durmg which spectfics of a lawsuit were
discussed could create a pscude document hased on the verbal conversation. A pscudo
document can exist electromcaltly or it hardeopy form. In one embodiment, the pseudo
docament 18 created specifically for gse duanng the document review., Other types of document
collections are possible,

Filter eritena are optionally applied o the document collection to wdeniify a subset of
documents {block 52} for generating the reference set. The filter eniteria can be based on
metadata assoctated with the docwpents, mcluding date, file, folder, custodian, or content. Other
fiiter erttenia are possible. In one example, a filter eritenia could be defined as “all documents
created after 19977 and thus, all documents that satisfy the filter erttena are sclected as a subscot
of the docwment collection.

The hilter enterta can be wsed to reduce the number of documents m the collection.
Subscguently, selection eriteria are apphied to the document subset (hlock 33) to wdentify those
documents that satisfy the selection eritena as candhidates {(black 54) for mclusion in the
reference set. The selection enteria can nwelude clustering, feature denfification, assignmends ot
random selection, and are discussed in detasd below with reference to FIOGURE 3. A candidate

decision 15 apphed (block 55) to the reference set candidates to wdentify the reference candidates
for potentiad mclasion m the reforence set {hlock 37). Dhnng the candidate decision, the
reference sef candidates are analyzed and a classitication code 1s assigned o cach reference set
candidate. A human reviewer or machine can assign the classification codes to the reference set
candidates based on features of cach candidate. The features include preces of mformation that
described the document candidate, such as entifies, metadata, and summaries, as well as other
mtormation. Coding mstractions goide the reviewer of machine to assign the correct

classtfication code using the foatures of the referenee set candidates. The coding mstructions can

v
B, B
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be provided by a revicwer, a supervisar, a law firm, a party to a legal proceeding, or & maching,
(ther sources of the coding mstructions are possible.

Also, a determination as o whether that reference set candidate 15 a suntable candidate for
including in the reference sot 1s made. Once the reference set candidates are coded, cach
candidate 1s analvzed o ensure that candidates seiected for the reterence set cover or “span’™ the
largest area of feature space provided by the document collection. In one embaodiment, the
candidates that arc most dissinular from all the other candidates are selected as the reference set.
A first reference set canchdate is selected and placed o a ist. The remaining reference set
candidates are compared to the first reference set candidate 1n the list and the candidate most
disstmifar to all the hsted candidates 15 also added o the hist. The process continues anti all the
dissiiar candidates bave been identified or other stop crieria have been satishied. The stop
criteria can include a predetermimed number of dissmular reference set eniteria, all the candidates
have been reviewed, or a measure of the most dissimular document fails to satisfy a dissinularty
Liser Information Needs i Recommender Systems”. Ph.D. Dissertaton, Umversity of
Mmnesota-'Dwin Cites. June 2000, which 1s hereby meormporated by reference. QOther stop
eriterta are possible.

However, refinement {block 36} of the reforence set candidates can optionally occur prioy
to sclection of the reference set. The refinement assists m parrowing the number of reference set
candidates used to generate a reference set of a particular size or other enitena. It refinement s
to pcowr, furthor seleehion eriienia ave applied (blogk 33} to the reference set candhdates and a
further eration of the process steps occurs. Each ieration can involve different selection
criteria. For example, clustering orifeng can be apphied during a first pass and random sampling
can be applied during a second pass to dentify reference set candidates for mclusion n the
reference set.

in a further embodiment, features can be used to wdentify documents for mclusion i a
reference set. A coliection of documents 15 obtamed and features are wlentified from the
docamoent collection. The features can be optionally filtered to reduce the featare set and
subscquently, sclection criteria can be applicd to the features. The features that satisfy the
selection criterta are sclected as reforence set candidate features. A candidate decision, ncluding
asstgming clagsification codes to cach of the reference set candidate features, 18 applied.
Refinement of the classified reference set candidate features 1s optionally applied to broaden or
narrow the reterence set candidate features for mclysion o the reference set. The retinoment can

mciude applying further sclection eritena to reference set documents during a second Heration.
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Altemnaftvely, the selection crfena can first be applied to documents and in a further tieration;
the selection eritena are apphed to features from the douments. Subsequently, documents
associated with the reference set candidate featuwres are grouped as the reference set.

The candidate critena can be applicd to a document set fo wdentify reference set

5y

e e

canchdates for potential mchusion i the reference set. FIOURE 3 15 a data flow diagram 6{)
clustering 62, features 63, assignments 04, document seeding 65, and random sampling 66.
Other selection crttera are possible, Chustering 62 mncludes grouping documents by similanty
and subsequently selecting documents from one or more of the clusters. A number of documents
10 to be selected can be predetermined by a reviewer or machines, as further described below with
reference o FIGURES 4 and 5. Features 63 mclude metadata about the documents, including
nouns, noun phrases, length of document, “To™ and “From™ ficlds, date, complexity of sentence
structure, and concepts. Assignments 64 mclude @ subset of documents selected trom a larger
coliection of ancoded docament to be reviewed. The assigrments can be gencraied based on
and assignment Criteria are possibie.
Document seeding 65 includes selecting one or more seed documents and identifving
documents sidar 1o the seed docaments from a larger collection of documents as reterenee set

20 Random samphing 66 mcludes randomly selecting documents from a larger collection of
documonts as reference set candhdates, Random sampling s fugther discussed below in detasd
with reference to FIGURE 7.

The process for generating a reference sef can be iterative and each pass through the
process can use different selection ontena, as described above with reference to FIGUIRE 2.

25 Alernatrvely, a single pass through the process sy only one selection oriena to gencrate a
cohesive reference set is also possible. Use of the clustering selection eriteria can wdentify and
group documents by simtarity, FIGURE 415 a How dingram showing, by way of example, a
method for generating a reforence set via hwerarchicad clustenng. A collection of documents i
obtained {block 71} and filter criteria can optionally be applhied to reduce a mumber of the

3 documents {block 723, The documents are then clustered (block 73) to generate a hucrarchical

tree via luerarchucal clustenng, Hierarchical clostering, includmng agelomerative or devisive

clustening, can be uvsed to generate the clusters of documents, which can be used to wentity a set
of reference documents having a particular predetermined size. Drnng agglomerative clustenng,

cach docurment 1s assigned to a cluster and sinular chusters are combined 10 generate the
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hierarchical tree. Meanwhile, during devisive clustermng, all the documents are grouped nfo a
single chuster and subsequently divided to generate the huerarctucal tree.
The clusters of the hierarchical tree can be traversed (hlock 74) to identify s-documents

as reference set candidates (hlock 73). The n-documents can be predetermined by a user or a

X
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maching. In one embodiment, the p~documents are influential documents, meanmng that a
decision made tor the #-document, such as the assignment of a classification code, can be
propagated to other similar documents. Using influential docwments can improve the speed and
classification consistency of a document review.
To obtain the #~-documents, s#-chusters can be identified dunng the traversal of the
10 hierarchical tree and one document from gach of the identshied clusters can be selected. The
single document selected from cach cluster can be the document closest o the cluster conter or
another documents, Other values of »# are possible, such as w2, For example, #/2 clusters arc
sdentified during the traversal and two docunents are seiected from each identified cluster. In
ong cmbodimoent, the selected doaaents are the document closest to the cluster ceonter and the
15 docuament hurthest from the cluster center. However, other docaments can be selected, such as
randoniy picked documents.

Once identified, the reference set candidates are analyzed and a candidate decision 13
made thlock 76). During the analysis, a classification code 15 assigned to cach reference set
candchidate and a deternunation of whether that reference set candidate 18 appropriate for the

20 reference set s made. I one or more of the reference set candidates are not sufficient for the
reference set, refinement of the reference sot candsdates may optionally ocaur {block 77) by
reclustering the reference set candidates (block 733 Refinement can include changing input
parameters of the clustering process and then reclustering the documents, changing the document
collection by filtening different documentds, or selecting a different subset of n-documents from

25 the clustors. Other fypes of and processes for rehinement are possible., The refinement assists in
narrowing the number of reference set candidates to penerate a reference set of a particular size
charmg which reference set candidates can be added or removed. (One or more of the reference
set candidates are grouped 1o form the reference set {block 78). The size of the reference set can
be predetermined by a human reviewer or a maching.

343 o a further embodiment, features can he used to wdentify documents for inclusion m a

reference set. A collechion of documents 1s obtamied and features from the documents are
wdenutied. Filter ortenta can optionally be apphed to the features to reduce the number of
poteniial docuaments for mclusion o the reference set, The features are then grouped syo

clusters, which are traversed to wlentify n-features as reference set candidate features. A

~ j{} -
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candidate decision, including the asstgnment of classification codes, s applied to each of the
reference set candidate features and refinement of the features 18 optional. Docwments associated
with the classified reference set candidate Features are then grouped as the reference set.

frerative clustering s a speciiic tyvpe of hicrarchical clustering that provides 3 reference
set of documents having an approxsmate stze. FIOURE 515 a flow diagram showing, by wav of
exampie, a method for generating a reference set via Herative clustening. A collection of
documents s obigmed (block 81). The documents can be ophionally divided nfo assigmunenis
(block 823, or groups of documents, based on docurnent characteristics, including metadata about
the document. In general, existing knowledee about the document 15 used to generate the
assigmments, Uther processes for generating the assignments are possible, In one embodiment,
attachiments to the document can be included in the same assignment as the docuwment, and 1 an
alternaftve embodimend, the attachments are wdenftficd and set aside for review or assigned to a
separate assignment. The documents are then grouped nfo clusters (black %3), One or more
docaments can be sclected from the clusters as reference set candidates (block 84). Inone
crbodiment, two doanents are selected, including the docament closest to the cluster conter
and the document closest (o the edee of the cluster. The docwmend closest (o the conter provides
mformation regarding the center of the cluster, while the outer document provides information

regarding the edee of the cluster. Other numbers and tvpes of documents can be selected.

1he selected documents are then analyzed to deternune whether a sufficient number of
documents have been identified as reference set candiclates {(block 83). The number of
documonts can be based on a predehined vahue, threshold, or bounded range selected bv a
reviewer of 3 machine, I a suthiciont muraber of reference set candidates are not wdentified,
further clustering (block 83} is perfonmed on the reference set candidates until a sufhicient
nuntber of reference st candidates exists. However, if a sufficient number of reference set
candidates are wdentthicd, the candidates are analyvzed and a candsdate decision 3 made {block
RO). For example, a thresbold can define a desired sumber of documents for inclusion m the
reference set. It the number of seference set candidates s equal o or below the thweshold, those
candidates are turther analvzed, wherecas if the mumber of refereonce set candidates 18 above the
threshold, further clustering is performed until the number of candidates is sufficient. Ina
further example, a bounded range, having an upper lnntiation and a lower hnufation, s
determined and if the mumber of reference set candidates falls within the bounded range, those
reference set candidates are further analvzed.

the candidate deciston weludes coding of the docuamients and a deternunation as (o

whether each reference sot candidate 15 a good candudate for mchision i the reference set. The
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coded reference set candidates form the reference set (block 87). Once formed, the reference set
can be used ag a group of exemplar doGuments to classify uncoded documents.

in a further embodiment, features can be used to identify documents for inctosion in the
reference set. A collection of docunients 15 obtained and features are wdentified within the
documents. The features can optionatly be divided mto one or more assignments. The features
are then grouped to clusters and at least one feature 18 selected from one or maore of the
clusters. The selected features are comnpared with a predetermined number of docurenis for

inclusion m the reference set. I the predetermined number s not satishied, further clustering is

{

performied on the features to mncrease or reduce the number of featuwres. However, if saushied, the
selected features are assigned classification codes. Refinement of the classified featires 1s
opiional. Subscquently, documenis associated with the classified features are identified and
grouped as the reference set.

The selection eritena used to wdeniify reference set candidates can melude documentd
seeding, which also groaps sinnlar docaments. FIGURE 6 15 a flow diagram showing, by wav of
example, a method tor gencrating a reference set via dociment seeding. A collection of
documents s obtained (block 1), The colicction of documents includes unmarked documends
related to a topie, legal matter, or other thome or purpose. The documents can be optionally
erouped nto mdividual assignments {block 92). One or more seed documents are wdentified
{(block 93}, The seed documents are considered to be unporiant o the topic or legal matter and
can mchide documents wdentified from the current matter, documents wdentificd from a previous
mxtter, or pseudo documents.

The seed documents from the current case can include the complaint filed 1 a legal
proceoding for which documents are to be classified or other documents, as explamed supra.
Alemnatively, the seed documents can be quickly wdentified using a kevword search or
knowledge obtamed from a reviewer. In a turther embodiment, the seed documents can be
sdentitied as reference set candidates identified v a first pass through the process described
meiude one or more of the reference documents from the reference set generated for the previoas
matter. The pseudo documents use knowledge from a reviewer or other user, such as a partv to g
lawsuit, as described above with reference to FIGURE 2.

The seed docwments are thon applied to the docament collection or at least one of the
asstgrunents and docwments similar to the seed docoments ave identified as reference set
candidates {block 943 In a further embodiment, dissinular documents can be identified ag

reference set candidates. in vet a further embodiment, the sinular and dissimilar documents can

12
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be cominped to form the seed dociuments. The sunilar and dissimidar documents can be
wentrfied using oritena, including document injection, linear search, and index fook up.
However, other reference set selection critenia are possthie.

The number of reference set candhidates are analvzed to deternune whether there are

sutficiont number of candsdates {(block 958}, The number of candidates can be predetermined and

selected by a reviewer or machine. It a sufficient number of reference sot candidates exist, the
reference sef candidates form the reference set (block 97). However, if the munher of reference
set candidates 18 not suthicient, such as too large, refincment of the candidates 18 performed to
remove one or more reference candidates fron the set (hlock 96). Large reference sets can affect
the performance and ouwteome of document classification. The refinement assists m narrowing
the number of reference set candidates o gonerate g reference st of a particular size, If
refinement s to ocour, further selection ontena are applicd to the reference sot candwdates. For
exaumple, tf too many reference set candidates are wentihied, the candidate set can be narrowed o
remove conmon or closely related docaments, wiile lcaving the most snportant or
representative doaanent i the candidate set. The common ar closely related docianents can be
wdentificd as described m commonly-assizned ULS. Patent No. 6,745,187, ennitled “System and
Method for Efficiently Processing Messages Stored m Multiple Message Stores,” issued on June
i, 2004, and US. Patent No. 6,820,081, entitled “System and Method for Evaluating a Structured
Message Store for Message Redundancy,” issued on November 16, 2004, the disclosures of
winch are incorporated by reference. Additionally, the common or closcly related documents
can be identificd based on mftucntal documents, whaeh arve desenbed above with reference
FIGURE 4, or other measures of document sinularity,  After the candidate set has been refined,
the rematning reference set candidates form the reference set (block 97).

In a further ebodiment, features can be used 1o identify documents for inclusion 1 the
reference set. A colicction of documoents 1s obtamed and features from the doQamcny are
sdentifred. The features are optionatly doviided into assignments. Seed features are wdentified and
apphied to the wWdentified teatures. The features simiar to the seed features are wlentified as
reference set candidate features and the sumilar features are analvzed to determine whether a
sufficient number of reference set candidate featwres are wdentified. If not, refinement can occur
to increase or decrease the munber of reference set candidate foatures until a sufficiont number
exists. Hso, docomoents associated with the reference set candidate features are identified and
grouped as the reference set.

Random samplmg can also be used as selection critena (o wdeatify reference set

cancidates. FIGURE 7 is a flow diagram showing, by way of example, a method for eenerating

13-
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a reference st via random samphing. A collection of docunments is obtained {(block 101}, as
described above with reference to FIGURE 2. The documents are then grouped nto categories
(hiock 102) hased on metadata about the docaments. The metadata can inclade date, file, folder,
helds, and structure, Other metadata types and groupings are possible. Document wdentification
vahues are assigned (block 103} to cach of the documents in the collection. The wdentification
values can mehude letters, numbers, symbols or color coding, as well as other values, and can be
human readable or machine readable. A random machine generafor or a human reviewer can
assign the wentification values to the docwments. Subscquently, the documents are randomly
ordered into a list {(block 104) and the first s-documents are selected from the hist as reference
candidates {block 103). In a further embodiment, the document identification values are
provided to a random number generator, which randomiy selects # document dentification
values. The documents associated with the sclected wdentification values are then selected as the
reference set candidates. The munber of n~-documents can be deternuned by a hbuman reviewer,
aser, of machme, The vahse of » dictates the size of the reference set. The reforence candidates
are then coded (block 106) and grouped as the reterence set {block 107}

in a hurther embodiment, features or terms seiected from the documents m the collection
can be sampled. Features can mclude metadata about the documents, including nouns, noun
phrases, fength of docwment, “To” and “From™ ficlds, date, complexity of sentence structwre, and
concepts. Other features are possible. Identification valucs are assigned 1o the features and a
subset of the features or terms are selected, as desceribed supra. Subsequently, the subset of
feanres 1s vandomly ordered mito a bist and the first n-features are selected as reference candidate
features. The documents associated with the selected reference candidate features are then
gronped as the reference set. Altemnatively, the mumber of n-features can be randomly selecied
by a random number generator, which provides p-feature identification values. The features
assoctated with the seleeted w-feabre wdenfthication values are selected as reference candhidate
features.

Reference scts for coding documents by a huwman reviewer or a machine can be the same
set or a difteront set. Reterence soty for human reviewers should be cobestve: but need not be
representative of a collection of documents since the revicwer is comparing uncaded documents
to the reference documents and identifying the similar uncoded documents to assign a
classification code. Meanwhile, a reference or “tratming” set for classifiers should be
representaiive of the collection of docuaments, so that the classifier can distinguish between
docianents hayvmy ditterent classihication codes. FIGURE 8 13 a flow diagram showing, by way

of exampie, a method 110 for generating a reference set with user assistance. A colicction of
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documents associated with a topic or legal 1ssue s obtamed (block 1), A reviewer marks ong
or more of the docwments in the collection by assigning a classification code (block 112
Towether, the classified docwenents can form an mitial or candidate reference set, which can he
subsequently tested and refined. The reviewer can randomly select the documents, receive
review requests for particular documents by a classifier, or recetve a predeternuned hist of
documents tor marking. 1o one embodiment, the documents marked by the reviewer can be
considered reference documents, which can be used o train a classifior,

While the reviewer is marking the documents, a machine classifier analyvzes the coding
decistons provided by the reviewer {(block 113}, The analvsis of the coding decisions by the

classtfier can melude onc or more steps, winch can occur simutltancously or sequentially, Inone

entbodiment, the analysis process 13 a tratning or retraining of the classifier. Refratung of the
classificr can ocour when now information, such as documents or coding decisions are identified.
in a further embodimient, muitiple classifiers are ufthzed. Thereatter, the classifier begins
classitving documents (block 114) by astomatically asstgmng classification codes o the
documents. The classilior can begmn classification based on factors, such as a predetermmed
number of docwments for review by the classifier, after a predetermined ttme penod has passed.,
or after a predeternuned number of documents m cach classification category 1s reviewed. For
mstance, w one embodimoent, the classifier can begin classifving docwianents after analyazing at
icast two documents coded by the reviewer. As the number of documents analyzed by the
classifier prior to classification wmereases, a confidence level associated with assigmed
classification codes by the classihier can merease. . The classibeation codes provided by the
classitier arc comparced (block 115} with the classification codes for the same documents
provided by the reviewer to deferpune whether there 1s a disagreement between the assigned
codes (block 116). For examiple, a disagreement exasts when the reviewer assigms a classification
code of Tprivileged” o a docwment and the classiticr assigns the same document a classification
code of “responsive.”

H a disagreement docs not oxist {bloek 116}, the classtfier begms to automatically

classityv documents {block 118). However, it a disagreement exists {block 116), a degree of the

disagreement is analvzed to determine whether the disagreement falls below a predeternuned
threshold (hiock 1173 The predetermuncd threshold can be measured using a percentage,

hoanded range, or vaﬂé ue, as well as other measarements. {n one embodament, the disagreement
threshold is sot as 99% agreement, or alternatively as 1% disagreement. In a further
embodanent, the predeternuned threshold 15 based on a number of agreed apon documents, For

example, the threshold can requure that the last 100 documents coded by the roviewer and the

. 15.
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classitier be mn agreement. In vet a hwrther embodiment, zere~defect testing can be used to
determine the threshold. A defect can be a disagreemient m a coding decision, such as an
mconsistency i the classification code assigned. An orror rate for classification s determined

based on the expected percentages that g particular classification code will be assigned, as well

5y

as a confidence fevel. The error rate can inchude a percentage, number, or other value, A
collection of documents 1s randomiy sampled and marked by the reviewer and classitier. Ifa
value of documents with disagreed upon classitication codes exceeds the error rate, further
traming of the classifior s necessary. Howover, if the value of documents having a disagrecment
falls below the error rate, automated classification can begin,

It I the disagreement value 1s below the threshold, the classihier begms to mutomancally
classify documents {hiock 118}, not, the reviewer confinues fo mark documents from the
coliection sot {hlock 112}, the classifier analvzes the coding decisions (block 1133, the classifier
marks documents (block 114}, and the classtfication codes are compared {hlock 115) until the
disagreement of the classihication codes assigned by the elassifier and the reviewer falls below

15 the predeternuned threshold.

In one cmbodunent, the disagrecd upon docwmends can be selected and grouped as the
reference set. Alternatively, all documents marked by the classifier can be ncluded m the
reference set, such as the agreed and disagreed upon documents.

In a further embodiment, features can be used to wdentify documents for mclusion m the

20 reference set. A coliection of documents 15 obtamed and features are wdentified from the
collection. A rewviewer marks one or more featares by asstgning classthicatson codes and
provides the marked featives fo a classihier for apalvsis. After the analysis, the classifier also
begins to assign classification codes o the featurcs. The classification codes assigned by the
reviewer and the classifier tor & commeon feature are compared to determine whether a

25 dwsagreement oxists. 1 there 1s no disagreemaent, classification of the features bocomes

auntomated. Howewver, sf there 1s disagreement, a threshold s applied to determine whether the

F

cisagrecment falls below threshold, 1t so, classification of the features becomes avtomated.
However, it not, further marking of the featwes and analyvsis oceurs.

Reterence seis sencrated using hicrarchical clustering, serative clustering, random
3 samphng, and document sceding relv on the human reviewer for coding of the reference
docwments. However, a machine, such ag a classifier, can also be tramed to wdentity veference
sefs for use n classifying docwments. FIGURE Y 3 a flow diagram showing, by way of
example, a method for gencrating a reference sct via aetive learmng, A set of coded documents

15 oblamed (biock 1211 Thoe set of docwments can mclude 3 document seed set or a reference
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sof, as woll as other types of document sets. The document set can be obtamed from a previous
related topic or tegal matter, as well as from documents i the current matter. The coding of the
docunent set can be performed by a lnamay reviewer or a machine. The docwment set can be

used to train one or mwre classifiers (hiock 122) to identity documents for inchusion m a

5y

reference set. The classifiers can be the same or different, meluding neavest noighbor or Support
Vector Machine classitiers, as well as other tvpes of classifiers. The classifiers review and mark
a set of uncoded documents for a particular topie, legal matter, theme, or purpose by assigning a
classtfication code {block 123} to cach of the uncoded docwments, The classification codes
assigned by cach classifier for the same document are compared {block 124} to detemune
10 whether there s a disagreement in classiiication codes provided by the classihers (block 125) A
disagreement exists when one document is assigned different classitication codes. If there is no
disagreement, the classifiers continue to review and classify the uncoded deocuments (block 123)
widtl there are no uncoded documents remiining. Otherwise, if there 1s a disagreement, the

docament 18 provided to a lnoman roviewer for review and marking. The nanan reviewer

e
L

provides a new classification code or confirms a classiiication code assigned by ong of the
classitiers {block 126} The classifiers that meorrectly marked the document and reviewer
assigned classification code {(block 127) can be analvzed for further trainmg. For the classifiers
that correctly marked the document (block 1273, no additional tramung need occwr. The
documoents receiving meonssstent classification codes by the classifiers form the reference set
20 (block 128). The reference sot can then be used to trasn further classtfiers for classiying
docuamonts.

o a further ecmbodiment, features can be analyzed to wdentify reference docwments for

inehusion i a refercnee A collection of coded documents., such as a secd set or referonce set

A

is obtained. The document set can be obtauned from a previous related topic, legal matter, theme
25 or purpose, as well as from documents ui the cuwrrent matter. Featwes within the document set
are wlentified. The features can include metadata about the docwments, mchuding nouns, noun
phrases, length of document, o and from ficids, date, complexity of sentence structure, and
concepts. Diher foatures are possthie, The deanfied features are then classified by a manan
reviewer and used to tramn one or more classificrs. Once traned, the classitiers review a further
3 set of uncoded documents, dentity features within the further set of uncoded documents, and
assign classification codes o the featares. The classification codes assigned to a common
teature by cach classifier are compared to determine whether a discrepancy iy the assigned
classthication code exasts. H not, the classificrs confinae to review and classity the teatures of the

uncoded docwments untyd ne uncoded documoents reman. 1 there 1s a classihication

-
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disagrecnent, the feature 15 provided o a human reviewer for analysis and coding. The
classification code is vocetved front the user and used to retrain the classifiers, which incorrectly
coded the featire. Documents associated with the disagreed upow features are identified and

grouped 1o form the reference set.

5y

Feature selection can be used to wdentify specific areas of two or more documents that are
mteresting based on the classification disagreement by highlighting or marking the areas of the
documents containing the particalar disagreed upon featwres, Documents or secttons of
documents can be considered micresting basced on the classification disagreement because the
document data is prompiing multiple classifications and should be further reviewed by a human
G reviewer.

I yet a further ecmbodiment, g combination of the reference documaends idenfified by
document and the reference documents identitied by features can be combined to create a single
reference set of dociimends.,

The reference set can be provided to a reviewer for use in manaally coding documents or

15 can be provided to a classihier for msomatically coding the docamoents. In a farther embodiment,
different reforence scis ¢an be gsed for providing (o a reviewer and a classifier, FIGURE 10153
Hlow diagram 130 showing, by way of example, a method for generating a tramning sct for a
classificr. A set of coded document, such as a reference set, is obtamned {(block 131} One ov
more classifiers can be tramned (block 132) using the reference set. The classifiers ¢an be the

20 same or different, such as a nearest neighbor classifior or a Support Vector Machime classifier.
Othoer types of classifiers are possible. Once trained, the classibiers ave cach ruan over a conunon
sample of assignments to classity documents in that assiunend {block 133}, The classification
codes assigned by cach classtfier are analyzed for the docwruents and a deternunation of whether
the classifiers disagree on a parbicular classification code is made {(block 134). If there 15 no

2% dwsagreement {block 134), the classifiers are run over further conunon samples (block 133) of
assignnients until disagreed upon documents are dentified. However, if there 18 disagreement
between the classifiers on a document marking, the classified document i disagreement must
then be reviewed (block 133} and wdentificd as tramning set candidates. A fiwther classification
code 15 assigned to the classitied document in disagreement (hlock 137). The further

3 classification code can be assigned by a human reviewer or a machine, such as one of the

classifiers or a difterent classifier. The classifiers can cach be optionally updated (block 132)

with the nowly assigned code. The review and document coding can occur mamsally by a

reviewer or automatically. The traming set candidates are then combmed with the reterence set

{(block 137). A stop threshold s applied (block 138} to the combined trammg set candidates and
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reference set to determine whether each of the documents 1 appropnate for mchusion in the
traming sct. The stop threshold can include a predetormined traming sct size, a breadth of the
trannmy set candidates with respect to the featare space of the reference set, or the zero defect

test. Other types of tests and processes for determining the stopping threshold are possible. it

5y

the threshold 1s not satistied, the classifiers are run over further assignments {block 133) for
classifving and comparing. (therwise, of satistied, the combined tratming set candidates and
reference set form the traming set (block 139}, Once generated, the traming set can be used for
automatic classitication of documents, such as descrnibed above with reference to FIGURE &,
In a further embodiment, features can be used to identify documents for inchusion m the
10 reference set. A set of coded docisnents s obtained and features are identified from the coded
documents. Ulassifiers are tramed using the features and then run over a random sample of
features to assign classification codes o the features. The classtfication codes for a commmon
feature are compared 1o determune whether a disagrecment exasts. 1 not, further features can be
classified. However, if so, the disagreed upon features are provided to a reviewer for further
15 anabvsis. The reviewer can assign further classification codes to the {eahwes, whieh are grouped
as framing sef candidate features. The documaends associated with the traming set candidate
features can be wdentified as tramning set candidates and combined with the coded documents. A
stop threshold s applicd o determine whether cach of the documents 1s appropriate for inclusion
in the reference set. If s, the tramung set candidates and coded documents are identified as the
20 tramng sel. However, it not, further coding of foatures is performed o sdenfily tratrung set
candidates appropnate for mchision i the reference set.
While the invention has been particularty shown and described as referenced to the
crabodiments thereof, those skitled o the art will understand that the foregoing and other
changes i form and detail may be made therein without departing from the spirit and scope of

24 the invention.
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CLAIMES:

i i A method 30} for generating a reference set (14h) for use

b

duting document review, comprising;

b ad

obtaning a collection of unclassified documents (14a);

4 applyving selection criteria {61} to the collechion and selecting those

":____r(

unclassificd docuwments (14a} that satisty the selection critena (61) as

& reference set candidates;

7 assigiung a classification code {535} to cach reference set candidate; and
X formang a reference set {14b) from the classified reference set

9 candidates, wherein the reference set { 14b) compnises coded documents {(14a)

10 that are quabity condrolied and shared botween one or more reviewars.,

i 2. A method {30} accordhing o Clans 1, further comprising:

.

refintng the reference set {14b) by reducing a number of reference set

fb

candidates included m the reference set {14b).

H 3, A method (50} gecordmyg to Clamm 1, wherein the selection

e

criteria {61} comprises randomy samphng (100), further comprising:

Tkt

randomily ordering the unclassified documents (14a) mto a hist; and

selecting g predetennined number (103) of the unclassified documents

)

{ 14a} from the list as the reference sot candidates.

i 4. A method (507 gecording to Ulamm 1, whoeremn the selection

It

critenia {61 ) comprises random samphing (100), further comprising:

3 assigning document sdentifscation values 1o gach of the unclassified

o

-
»

documents (1da)

LA

selecting one or more of the docament wdentification values (105); and

7

wlentifyving the unclassified documents (14a) associated with the

selected document wdentification values as the reference sef candidates.

-,
-
.,3

i S, A systom (1) for generating a reference set {14b) for use
2 during document reVIOw, COMPTIsing:

3 a collection of unclassified documents (14a);
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4 a selection modide to apply selection eriteria (61) to the colicction and
5 o select those unclassified documents (14a) that sanisfy the selection crierta
& {61) as reference st candidates;

a classification modale to assign a classification code {85) (o cach

5  reterence sot candidate: and

9 a data moduie to form g reforence set {14b) from the classified
10 veference set candidates, wherein the reference set (14b) comprises coded
i1 documents (14a) that are quality controlied and shared between one or more

12 reviewers,

i Q. A system (10} according o Ulaim 3, furthor comprisiny:

b

refining the reference set {(14b) by reducing a number of reference set

' i

candidates included in the reforence set {14b).

i i A system (10) according to Clatm §, wherein the selection

[nad

critenia {61} comprises random samipime {100}, Rurther comprising:

L

randomiy orderning the unclassified docaments (14a) into a hst; and

4 scleeting a predetermingd mumber (103) of the anclassified docaments

L&

{ {da) from the List as the reference set candidates.

i 8. A systemt (1) according to Clatm §, wherein the selection

.

critenia {61) comprises random samipling {100), further comprismg

L

assignming docwnent identification values to cach of the anclassified

documents (1dal;

OF LT <

selecting one or more of the document kdentification values (103); and

-

identibving the unclassified docwments (14a) associated with the

7 selected document identiBicgtion vahues as the reference sot candidates,

} 3, A method for generating a reference set (14b) via clustering,

b

cCOmprising:

b dnd

obigining (71, 81} a collection of docwments { 1da);

4 crouping the documents ( 14a) mito clusters of documents {1da);

".____r(

sclecting {75, 84} one or more documents (Hda) from at least ong

& cluster as reference sef candidates:
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7 assigning {76, 86} a classification code to cach of the roference sat

X ecandidates: and

4 gropnyg the classificd reference set candidates as the reforence set
1 {i4b).

i 10, A method accordmg to Clazm 9, further comprising:

2 bwrlding & hicrarchical tree of the clusters; and

3 traversing {74} the nerarchical tree to wdentity the relerence set

4 candidates.

i H, Amethod according to Claam 9, father comprising:

2 applying {83} a stze threshold o the veference set candidates; and

3 selecting the reference set candidates for mchusion n the seference set

4 {14b) when the size threshold 1s satishied.

i 12, A mwethod accordmyg to Clam 9, further comprising:
2 applyving (85} a stze threshold to the reference sef candidates; and

b ad

reclustening the reference set candidates when the size threshold s not

4 satisbed antil the size threshold s satistied.

i 13, A mcthod for gencrating a reference set (14b) via seed

2 documents, COmMprising:

3 obizintg a collection of documents { 14a);

! denttiyving {(93) one or more seod documents {14ad;

5 comparing {94} the seed documents {14a} to the document collection
& and wlentifving those documents { 14a) similar to the sced documents (14a) as
7 reference sef candidates;

B applying (Y5} a size threshold to the reference set candidates; and

4 orouping the reference set candidates as the reference set (14b) when

10 the size thresheld is satisfied.

H t4. A method according to Clagm 13, further compnising:

2 refining (Y6) the reference set (14b) by reducing a mumber of reference
3 sefcandidates inchuded mn the reference set {Hdh),

1 15, A method according to Ulatm 13, further compnising:
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D

‘b

Ft

ok

fb

5' J}

b

s

[~

£
¥ b

scloctinyg the seed documonts { Hda) from at least one of a current

document set and a previousiy defined document set.

16, Anwthod accordmyg to Clmm 13, turther conprising:

deternuning the sced documents { 14a) using a kevword search.

7. A method for gencratimg a trasung set for use dunng docisent

FEVICW, COmprismg,

asstgming classification codes to a set of documents (Hday;

recerving further classitfication codes assigned (o the same set of
documents (1day:

comparing {124} the classification code for at least one document with
the further classification code for that document:

determammg (116, 123, 134 whether 3 disagreement oxists between the
asstened classiiication code and the further classification code tor at least one

document;

wdentifving those docanents {1da}) with disagrecmy classihication
codes as trapung sot canddates;

applving a stop thweshold (117, 138} to the fraining set candidates; and

hic stop

threshiodd 1s satished.

i

1. A moethod accordmy to Clam 17, further comprismy:
assigmag further classiication codes to the docuaments (14a) for whach

a disagreement oxisis.

19 A mcthod according to Clamm 17, whergin the classification
codes are assigned by a machine and the Further classification codes are

assigned by a reviewer.

20, A method accovding to Clatm 17, wheren the classification
codes are asstgned by a machine and the fiwther classificaton codes are

assigned by a further machine.
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