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(57) ABSTRACT 

In techniques for fast dense patch search and quantization, 
partition center patches are determined for partitions of 
example image patches. Patch groups of an image each 
include similar image patches and a reference image patch 
that represents a respective patch group. A partition center 
patch of the partitions is determined as a nearest neighbor to 
the reference image patch of a patch group. The partition 
center patch can be determined based on a single-nearest 
neighbor (1-NN) distance determination, and the determined 
partition center patch is allocated as the nearest neighbor to 
the similar image patches in the patch group. Alternatively, a 
group of nearby partition center patches are determined as the 
nearest neighbors to the reference image patch based on a 
k-nearest neighbor (k-NN) distance determination, and the 
nearest neighbor to each of the similar image patches in the 
patch group is determined from the nearby partition center 
patches. 
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1. 

FAST DENSE PATCH SEARCH AND 
QUANTIZATION 

BACKGROUND 

Digital image patch searching and matching, such as when 
matching patches between digital images, or between regions 
of the images, is also referred to as computing a nearest 
neighbor field and is a common technique used for image 
processing and computer graphics applications. Patches of an 
image may be compared as each pixel of the image, or patches 
may be a larger region of the image that includes a grid of 
multiple pixels. Patch matching can be time-consuming and 
processor intensive to search for a corresponding nearest 
neighbor database patch for every overlapping patch in an 
image. Such as when comparing hundreds of thousands of 
image patches from an image to millions of external database 
image patches for nearest neighbor distance determinations. 
Some techniques leverage an approximate nearest neighbor 
search, Such as on partition center patches of partitions of 
similar patches, in an effort to improve processor efficiency. 
However, even an approximate nearest neighbor search can 
be slow and processor intensive when attempting to search 
and match every image patch from an image to the external 
database patches. 

SUMMARY 

This Summary introduces features and concepts of fast 
dense patch search and quantization, which is further 
described below in the Detailed Description and/or shown in 
the Figures. This Summary should not be considered to 
describe essential features of the claimed subject matter, nor 
used to determine or limit the scope of the claimed subject 
matter. 

Fast dense patch search and quantization is described. In 
embodiments, example image patches taken from external, 
example images are grouped into partitions of example image 
patches, and a partition center patch is determined for each of 
the partitions. In implementations, each of the example image 
patches can represent one of the partitions and is the partition 
center patch for its respective partition. Alternatively, the 
partitions are clusters of example image patches and the par 
tition center patch of a respective partition is an average of the 
example image patches in the partition. 

In embodiments, patch groups of an image are formed that 
each include similar image patches and a reference image 
patch that represents the similar image patches in each of the 
patch groups. The patch groups of the similar image patches 
in the image can be formed by sampling the image patches of 
the image, determining the similar image patches based on 
computed distances between the image patches, and then 
grouping the similar image patches into one of the patch 
groups based on the computed distances between the similar 
image patches being less than a distance threshold. Addition 
ally, the reference image patch for each of the patch groups 
can be randomly selected from the similar image patches in 
each of the respective patch groups. 

In embodiments, a partition center patch of the partitions is 
determined as a nearest neighbor to the reference image patch 
of a patch group. The partition center patch can be determined 
based on a single-nearest neighbor (1-NN) distance determi 
nation, and the determined partition center patch can be allo 
cated as the nearest neighbor to all of the similar image 
patches in the patch group that is represented by the reference 
image patch. Alternatively, a group of nearby partition center 
patches can be determined as the nearest neighbors to the 
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2 
reference image patch based on a k-nearest neighbor (k-NN) 
distance determination, and the nearest neighbor to each of 
the similar image patches in the patch group is determined 
from the group of nearby partition center patches. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Embodiments of fast dense patch search and quantization 
are described with reference to the following Figures. The 
same numbers may be used throughout to reference like fea 
tures and components that are shown in the Figures: 

FIG. 1 illustrates an example of a device that implements a 
patch search application in accordance with one or more 
embodiments of fast dense patch search and quantization. 

FIG. 2 illustrates an example of developing partitions and 
partition center patches from an example images database in 
accordance with one or more embodiments of fast dense 
patch search and quantization. 

FIG. 3 illustrates example implementations of fast dense 
patch searches in accordance with one or more embodiments. 

FIG. 4 illustrates example method(s) of fast dense patch 
search and quantization in accordance with one or more 
embodiments. 

FIG.5 illustrates an example of denoising image patches of 
a noisy image and utilizing fast dense patch search techniques 
in accordance with one or more embodiments. 

FIG. 6 illustrates an example system in which embodi 
ments of fast dense patch search and quantization can be 
implemented. 

FIG. 7 illustrates an example system with an example 
device that can implement embodiments of fast dense patch 
search and quantization. 

DETAILED DESCRIPTION 

Embodiments of fast dense patch search and quantization 
are described as a technique to approximate nearest neighbor 
patches from example images for image patches of a test 
image. As noted, it can be time-consuming and processor 
intensive to search for a corresponding nearest neighbor data 
base patch for every image patch in an image, and to accel 
erate the process, a patch search application implements the 
fast dense patch search technique that leverages the spatial 
prior. 

Initially, example image patches taken from external, 
example images can be grouped into partitions of similar 
example image patches, and a partition center patch is deter 
mined for each of the partitions. In implementations, each of 
the example image patches from the example images can 
represent one of the partitions and is the partition centerpatch 
for its respective partition. Alternatively, the partitions are 
clusters of similar example image patches and the partition 
center patch of a respective partition is an average and repre 
sentative of the similar example image patches in the parti 
tion. 

For animage. Such as a test image or noisy image, the patch 
search application forms patch groups of similar image 
patches of the image, and determines a reference image patch 
for each group, where the reference image patch represents 
the similar image patches in a group. In embodiments, the 
patch search application determines a partition center patch 
(from the example image patches) that is a nearest neighbor to 
the reference image patch (for a patch group of similar image 
patches). The partition center patch can be determined based 
on a single-nearest neighbor (1-NN) distance determination, 
and the determined partition center patch can then be allo 
cated as the nearest neighbor to the other similar image 
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patches of the patch group that is represented by the reference 
image patch. Alternatively, a group of nearby partition center 
patches can be determined as the nearest neighbors to the 
reference image patch based on a k-nearest neighbor (k-NN) 
distance determination, and the nearest neighbor to each of 
the similar image patches in the patch group is determined 
from the group of nearby partition center patches. 

While features and concepts of fast dense patch search and 
quantization can be implemented in any number of different 
devices, systems, networks, environments, and/or configura 
tions, embodiments of fast dense patch search and quantiza 
tion are described in the context of the following example 
devices, systems, and methods. 

FIG. 1 illustrates an example 100 of a computing device 
102 that implements a patch search application 104 that 
approximates nearest neighbor patches from example images 
for image patches of an image 106 in embodiments of fast 
dense patch search and quantization. The image 106 can be 
any type of a digital image, which can be displayed on a 
display device of a computing system or device. The image 
106 can be displayed on any type of display device that is 
connected to, or integrated with, the computing device 102. 
Such as any type of computer, mobile phone, tablet device, 
digital camera, or any other electronic media device that 
implements the patch search application 104 (e.g., a Software 
application) in embodiments of fast dense patch search and 
quantization. In an implementation, the computing device 
102 can also implement a denoising application 108 to 
denoise the image 106, Such as if the image includes noise or 
is a noisy image. 

In implementations, the patch search application 104 and 
the denoising application 108 may be modules or software 
components of a composition application 110 (e.g., a soft 
ware application) that may implement various digital image 
editing, processing, and composition techniques, such as 
related to image composition and editing, illustration editing, 
graphic design, and other types of image composition appli 
cations. Similarly, the patch search application 104 and the 
denoising application 108 can each be implemented as a 
Software application, such as executable software instruc 
tions (e.g., computer-executable instructions) that are execut 
able by a processing system of the computing device 102 and 
stored on a computer-readable storage memory of the device. 
The computing device can be implemented with various com 
ponents, such as a processing system and memory, and with 
any number and combination of differing components as 
further described with reference to the example device shown 
in FIG. 7. 
The image 106 includes varying features, objects, and 

regions of the image. A digital image may include noise (e.g., 
electronic noise or corruption), such as may be introduced 
into the image by the electronics and/or sensor of a digital 
camera that is used to capture the image. Another common 
cause of image noise is when an image is captured in low 
light. Much like a grainy photograph taken with a conven 
tional camera in a low light environment, noise can appear as 
random specks in a digital image that has been captured with 
a digital camera in a low light environment. Noise may also be 
introduced into a digital image during image processing. Such 
as when a compression technique is applied. The effect of 
noise may appear as a noticeable mark or imperfection in an 
image, or may appear to blur most of an image. 

In this example 100, the image 106 includes common 
patches 112 denoted by the dashed-line patches, and complex 
patches 114 denoted by the solid-line patches. The common 
patches 112 are patches of image content that recur in mul 
tiple example images 116 and/or recur in the noisy image 106 
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4 
itself. For example, the common patches 112 of the clouds, 
sky, and background region in the image 106 are likely to be 
found in many other external images, as well as recurring in 
the image itself. The common patches 112 may be noisy 
image patches of the image that recur as example image 
patches 118 in the multiple example images. The complex 
patches 114 are patches of image content that are unique to 
the image, or may recur only infrequently in the external, 
example images. For example, the complex patches 114 of 
the rock formations, the shadows, and features of the dog are 
not likely to be found in other external images, and are unique 
to the image. The complex patches 114 that are unique to the 
image 106 may be noisy image patches of the image that 
generally do not recur in the multiple example images. 

In embodiments, the denoising application 108 is imple 
mented to determine the common patches 112 and the com 
plex patches 114 of the image 106, such as based on partitions 
of the example image patches 118, and partition center 
patches 120 of the partitions, as determined by the composi 
tion application 110. As described with reference to FIG. 2, 
the composition application 110 generates partitions of simi 
lar example image patches 118, from which the partition 
center patches 120 are determined. As described with refer 
ence to FIG. 4, the denoising application 108 can denoise the 
common patches 112 of the image 106 with denoising opera 
tors that are developed from the example image patches 118, 
and denoise the complex patches 114 of the image with inter 
nal denoising techniques. As noted, however, it can be time 
consuming and/or processor intensive to search for a corre 
sponding nearest neighbor database patch for every common 
patch in the image 106 to denoise the common patches of the 
image. To accelerate the process, the patch search application 
104 implements the fast dense patch search technique that 
leverages the spatial prior. 
As described with reference to FIG. 3, the patch search 

application 104 is implemented to form patch groups locally 
with similar common patches 112 that are more likely to exist 
in nearby positions in the image 106. In embodiments, the 
patch search application 104 can form patch groups of similar 
image patches 122 of the image 106, as well as a reference 
image patch 124 of each patch group that represents the 
similar image patches in a respective patch group. The patch 
search application 104 is implemented to determine a parti 
tion center patch 120 of the partitions that is a nearest neigh 
bor 126 to a reference image patch 124 of a patch group. The 
partition center patch can be determined based on a single 
nearest neighbor (1-NN) distance determination, and the 
determined partition center patch can be allocated as the 
nearest neighbor 126 to all of the similar image patches 122 in 
the patch group that is represented by the reference image 
patch. Alternatively, a group of the nearby partition center 
patches 120 can be determined as the nearest neighbors 126 to 
the reference image patch 124 based on a k-nearest neighbor 
(k-NN) distance determination, and the nearest neighbor to 
each of the similar image patches in a patch group is deter 
mined from the group of nearby partition center patches. 

FIG. 2 illustrates an example 200 described with reference 
to the composition application 110 that is implemented by the 
computing device 102 shown in FIG. 1. The composition 
application 110 is implemented to group the example image 
patches 118 taken from the example images 116 into parti 
tions 202 of similar example image patches. For example, 
millions of clean patches (e.g., external sample patches that 
are free from noise) can be sampled from the multiple 
example images 116, and the composition application 110 
can generate the partitions 202 of the similar example image 
patches 118 from the example images, which are external to 
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the image 106 that is to be denoised. The example image 
patches 118 are shown with different patch fill designs, such 
as the example image patches in the representative partitions 
204. In practice, the partitions 202 of the example image 
patches would typically be represented as groupings of col 
ored patches that are sectioned by the partitions. However, 
and merely for illustrative purposes in this example 200, the 
different colors of partitioned example image patches are 
represented by the different patch fill designs of the example 
image patches. In implementations, the example image 
patches 118 can be partitioned into the groups or clusters 
based on any descriptors and/or features of the example 
image patches. 
The composition application 110 can partition a large set of 

the example image patches 118. Such as utilizing a hierarchi 
cal k-means technique to develop the partitions 202. Addi 
tionally, the partitioning may be performed on mean-ex 
tracted patches to reduce patch complexity. In one or more 
implementations, relatively small patch sizes (e.g., 5x5) are 
used with fine-grained partitions (e.g., approximately 100, 
000 to 1,000,000 partitions) to ensure the patch space is 
sufficiently represented by a set of partition centers. The 
composition application 110 is also implemented to deter 
mine a partition center patch 120 for each of the partitions 
202, where a partition center patch is an average and repre 
sentative of the similar example image patches 118 in a 
respective partition. In this example 200, the partition center 
patches 120 are represented as the darker, bolded-line patches 
in each of the partitions, such as in the representative parti 
tions 204, and a database of the partition center patches 120 is 
generated and maintained. 

In implementations, the composition application 110 can 
sample the noise-free example images 116 to determine the 
example image patches 118. For example, the patches 118 
may be randomly sampled from the collection of example 
images having little to no noise, which results in the collection 
of noise-free example image patches (X, Y, where “N” is 
the total number of sampled patches and {X, Y are Zero 
mean patches (i.e., the Sum of vector elements equals to one 
(1)). The composition application 110 can then form the 
partitions 202 that include respective subsets of the example 
image patches 118. For example, a large set of the partitions 
202 may be used to capture variation of the example image 
patches taken from the example images, and each of the 
partitions represents a unique structure with low variance. A 
hierarchicalk-means clustering algorithm may be used by the 
composition application 110 to partition the input patch space 
that includes the example image patches 118. 

The composition application 110 can also be implemented 
to reduce the quantity of the partitions 202 by removing the 
partitions that have a lesser number of example image 
patches. For example, the partitions 206 have a small number 
of example image patches 118, and the partitions are removed 
(e.g., pruned or trimmed) from the overall partitions 202. In 
implementations, the partitions 206 with the fewest number 
of patches can be removed, or alternatively, the partitions 206 
can be removed based on a threshold minimum number of 
example image patches that are grouped into a partition. 

FIG. 3 illustrates an example 300 described with reference 
to the patch search application 104 that is implemented by the 
computing device 102, and the patch search application 
implements the fast dense patch search technique that lever 
ages the spatial prior. A group of the common patches 112 of 
the image 106 are shown as a patch group 302 of similar 
image patches, such as would likely be the case for image 
patches of the sky and/or background in the image. In imple 
mentations of the fast dense patch search, it can be assumed 
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6 
that the locally similar patches of the patch group 302 share a 
partition or nearby partitions (e.g., partitions 202 of common, 
similar image patches). 

Given the image 106 (e.g., a noisy image, or test image), 
the patch search application 104 is implemented to form 
similar patch groups locally with the similar image patches 
122 that are more likely to exist in nearby positions in natural 
images, such as the patch group 302 of similar image patches. 
The image patches can be original patches, or can be mean 
Subtracted image patches. Then for each patch group 302, the 
patch search application 104 selects a reference image patch 
304 that represents the similar image patches, and searches 
for the nearest neighbor 126 (e.g., a partition center patch 
120) to the one reference image patch for the patch group of 
similar image patches. 

In an embodiment, the patch search application 104 can 
determine a partition center patch 306 from the partitions 202 
that is a nearest neighbor to the reference image patch 304 
based on a single-nearest neighbor (1-NN) distance determi 
nation, as shown at 308. The patch search application 104 can 
then allocate the determined partition center patch 306 as the 
nearest neighbor to the other similar image patches 310 in the 
patch group 302 of similar image patches. Alternatively, the 
nearest neighbors to the other similar image patches 310 in 
the patch group 302 can be determined based on a k-nearest 
neighbor (k-NN) distance determination, as shown at 312. 
The nearest neighbor to each of the similar image patches 310 
can be determined from the group 314 of nearby partition 
center patches, and as shown in the example, any one of the 
four partition center patches may be determined as the nearest 
neighbor to one of the similar image patches 310 in the patch 
group 302. 

In another embodiment, the patch search application 104 
can determine the group 314 of the nearby partition center 
patches as the nearest neighbors to the reference image patch 
based on the k-nearest neighbor (k-NN) distance determina 
tion, and the nearest neighbor to each of the similar image 
patches 310 is also determined from the group of nearby 
partition center patches. For the similar image patches 310 in 
the patch group 302, the patch search application 104 can 
exhaustively scan for the closest nearest neighbor patch 
inside the group of nearby partition center patches as a refine 
ment based on exhaustive distance computation, or via other 
more Sophisticated distance measure techniques, such as cor 
relation, normalized distance, etc. 

In embodiments, the patch search application 104 per 
forms the fast dense patch search, and is implemented to first 
compute the nearest neighbor distances between any two of 
the image patches, in a local neighborhood or in the entire 
image 106, using a fast method, such as PCA (principal 
component analysis) or integral image. After the distances 
between two of the image patches are computed, the patch 
search application can perform the patch search algorithmi 
cally, and in different ways. In a first implementation, the 
patch search application 104 initially sparsely samples loca 
tions in the image 106 and performs a full, approximate 
nearest neighbor search method to find the similar image 
patches 122. The patch search application can then iterate 
over all of the image patches performing the nearest neigh 
bor-based center assignment process if the current image 
patch is close enough to at least one similar image patch that 
is already assigned to a group of similar image patches, and if 
not, initiates the approximate nearest neighbor technique to 
find one. 
A second implementation is based on the distances 

between the image patches, and the patch search application 
104 is implemented to form the patch groups using one or 
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more clustering methods, Such as agglomerative clustering, 
k-means clustering, or a greedy method. For any image patch 
in a group of similar image patches, the patch search appli 
cation can determine a different image patch so that the dis 
tance between the two image patches is within a small bound 
or threshold. The patch search application can then randomly 
select an image patchin each patch group 302 as the reference 
image patch 304. The patch search application 104 is also 
implemented to scan the image 106 in a raster scanning order 
of the image, and assign each image patch to a group of 
similar image patches based on the approximate nearest 
neighbor method if there are no close neighbors, or assign an 
image patch based on a similar image patch if there is at least 
one similar neighbor, as based on the assignment algorithm. 

Example method 400 is described with reference to FIG. 4 
in accordance with one or more embodiments of fast dense 
patch search and quantization. Generally, any of the services, 
components, modules, methods, and operations described 
herein can be implemented using Software, firmware, hard 
ware (e.g., fixed logic circuitry), manual processing, or any 
combination thereof. The example method may be described 
in the general context of executable instructions stored on a 
computer-readable storage memory that is local and/or 
remote to a computer processing system, and implementa 
tions can include Software applications, programs, functions, 
and the like. 

FIG. 4 illustrates example method(s) 400 of fast dense 
patch searchand quantization, and is generally described with 
reference to a patch search application implemented by a 
computing device. The order in which the method is 
described is not intended to be construed as a limitation, and 
any number or combination of the method operations can be 
combined in any order to implement a method, or an alternate 
method. 
At 402, example image patches taken from example 

images are grouped into partitions of example image patches. 
For example, the composition application 110 (FIG. 1) that is 
implemented by the computing device 102 (or implemented 
at a cloud-based data service as described with reference to 
FIG. 6) groups the example image patches 118 that are taken 
from the example images 116 into the partitions 202 of 
example image patches. Each of the example image patches 
can be a partition itself. Alternatively, the partitions are clus 
ters of the example image patches taken from the example 
images. 

At 404, a partition center patch is determined for each of 
the partitions, where a partition center patch is representative 
of the example image patches in a respective partition. For 
example, the composition application 110 determines the 
partition center patches 120 for each of the partitions 202. For 
each of the example image patches that represent one of the 
partitions, an example image patch is the partition center 
patch for its respective partition. Alternatively, for the parti 
tions that are clusters of example image patches, the partition 
center patch of a respective partition is an average of the 
example image patches in the partition, and the partition 
center patch 120 is representative of the similar example 
image patches 118 in a respective partition. 

At 406, similar image patches of an image are formed in 
patch groups, and reference image patches that each represent 
the similar image patches in a respective patch group are 
determined. For example, the patch search application 104 
(FIG. 1) that is implemented by the computing device 102 (or 
implemented at a cloud-based data service as described with 
reference to FIG. 6) forms patch groups of the similar image 
patches 122 from the image 106, and determines a reference 
image patch 124 for each patch group of the similar image 
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8 
patches. In implementations, the patch search application 104 
samples the image patches of the image 106, determines the 
similar image patches based on computed distances between 
the image patches, and forms the patch groups of the similar 
image patches 122 based on the computed distances between 
the similarimage patches being less thana distance threshold. 
Additionally, the patch search application 104 randomly 
selects the reference image patch 124 for each of the patch 
groups from the similar image patches in each of the respec 
tive patch groups. 
At 408, a partition center patch of the partitions that is a 

nearest neighbor to the reference image patch of the image is 
determined and, at 410, the determined partition center patch 
is allocated as the nearest neighbor to the similar image 
patches of the image. For example, the patch search applica 
tion 104 determines the partition center patch 306 from the 
partitions 202 that is a nearest neighbor to the reference image 
patch 304 based on a single-nearest neighbor (1-NN) distance 
determination, as shown at 308 (FIG. 3). The patch search 
application 104 then allocates the determined partition center 
patch 306 as the nearest neighbor to the other similar image 
patches 310 in the patch group 302 of similar image patches. 
For example, the patch search application 104 Scans the 
image patches of the image 106 in a raster scanning order, and 
for each reference image patch and corresponding deter 
mined partition center patch, assigns an index of the deter 
mined partition center patch to each of the similar image 
patches in the patch group represented by the reference image 
patch. 

Alternatively, at 412, a group of nearby partition center 
patches are determined as the nearest neighbors to the refer 
ence image patch of the image. For example, the partition 
center patch is included in the group 314 of nearby partition 
center patches 120, and the patch search application 104 
determines the group 314 of the nearby partition center 
patches as the nearest neighbors to the reference image patch 
304 based on a k-nearest neighbor (k-NN) distance determi 
nation. 
At 414, the nearest neighbor to each of the similar image 

patches of the image are determined from the nearby partition 
center patches. For example, the patch search application 104 
determines the nearest neighbor to each of the similar image 
patches 310 from the group 314 of the nearby partition center 
patches based on a k-nearest neighbor (k-NN) distance deter 
mination. Additionally, as an alternative to allocating the 
determined partition center patch 306 (determined based on a 
single-nearest neighbor (1-NN) distance determination) as 
the nearest neighbor to the other similar image patches 310 in 
the patch group 302 of similar image patches at 410, the 
nearest neighbor to each of the similar image patches 310 can 
be determined from the group 314 of the nearby partition 
center patches based on the k-nearest neighbor (k-NN) dis 
tance determination at 414. 

FIG. 5 illustrates an example 500 of denoising the noisy 
image patches (e.g., the common patches 112 and the com 
plex patches 114) of the noisy image 106, and utilizing the 
fast dense patch search technique as described with reference 
to FIGS. 3 and 4. Given the noisy image 106, the denoising 
application 108 is implemented to initially apply an image 
denoising technique 502 to the patches 504 of the noisy image 
to generate a modified image having modified image patches 
506. The denoising application 108 can utilize any type of 
basic, single image denoising technique. Such as non-local 
means, to initially remove Some noise from the image patches 
504 of the noisy image 106. Additionally, self-similarity may 
be used to compute the initial denoising result for the noisy 
image patches of the noisy image. 
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The denoising application 108 is implemented to then 
compare (at 508) each of the modified image patches 506 to 
the partition center patches 120 to determine a closest parti 
tion center patch to a modified image patch. The denoising 
application 108 can compare a modified image patch 506 to 
the partition center patches 120 based on a nearest neighbor 
distance determination to find the nearest neighbor distance 
between the modified image patch 506 and a partition center 
patch. In embodiments, the fast dense patch search and quan 
tization technique can be implemented by the patch search 
application 104 to determine the closest partition center 
patches to the modified image patches. The denoising appli 
cation 108 can then classify a noisy image patch 504 of the 
noisy image 106 that corresponds to a modified image patch 
506 as a common patch 112 or as a complex patch 114 of the 
noisy image. 

For example, a noisy image patch 504 that corresponds to 
a modified image patch 506 can be classified as a common 
patch 112 of the noisy image 106 based on the nearest neigh 
bor distance of the modified image patch 506 being within a 
threshold distance of a partition center patch 120. Alterna 
tively, a noisy image patch 504 that corresponds to the modi 
fied image patch 506 can be classified as a complex patch 114 
of the noisy image 106 based on the nearest neighbor distance 
of the modified image patch 506 not being within the thresh 
old distance of the partition center patch 120. 
The denoising application 108 is also implemented togen 

erate clean-noisy patch pairs 510 from which denoising 
operators 512 are developed. The denoising application 108 
can then denoise the common patches 112 of the noisy image 
106 with the denoising operators 512, and denoise the com 
plex patches 114 of the noisy image with internal denoising 
techniques 514. The denoising application 108 can generate a 
denoising operator 512 for each of the partitions 202 based on 
a clean-noisy patch pair 510 that is developed from the par 
tition center patch 120 of a respective partition. For example, 
the denoising application can add noise at 516 to a partition 
patch center 120 to generate a corresponding clean-noisy 
patch pair 510, from which a respective denoising operator 
512 is developed. 
The denoising application 108 learns the denoising opera 

tors 512 on each of the partitions 202 of the example image 
patches. For each of the partitions 202, the clean partition 
center patches 120 that are without noise are determined and 
synthetic noise is added at 516 to generate the clean-noisy 
patch pairs 510. The denoising application 108 is imple 
mented to then train non-negative linear regressors based on 
the equation 518 below as the denoising operator for each 
partition: 

minX X |Wy; - x, I s.t., W > 0 
i jei 

where W is the learned denoising operator for each parti 
tion 202 based on a “y” noisy patch and predicted “X” output 
of a clean patch without noise. A denoising operator 512 is a 
function of a partition center patch 120, and the correspond 
ing denoising operator can be applied to any of the similar 
image patches in a respective partition 202. The partition 
center patches 120 and the denoising operators 512 can be 
saved, and the utilized by the denoising application 108 to 
denoise the common patches 112 of the noisy image 106. 

For a noisy image patch 520, which is one of the noisy 
image patches 504 and has been classified as a common patch 
of the image, the denoising application 108 can apply a 
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denoising operator 512 that corresponds to the closest parti 
tion center patch 120 to the noisy image patch that is classified 
as the common patch of the noisy image. The noisy image 
patch 520 may also be referred to as a noisy common patch of 
the noisy image 106, and based on the corresponding modi 
fied image patch being within the threshold distance of the 
partition center patch, the denoising application 108 applies 
the associated denoising operator 512 to generate a denoised 
version 522 of the noisy common patch 520. Thus, each of the 
noisy image patches 504 that are classified as the common 
patches 112 of the noisy image are denoised with the respec 
tive denoising operators 512. The noisy image patches 504 
that are classified as the complex patches 114 of the noisy 
image are denoised with the internal denoising techniques 
514. Such as using patch average, non-local means, or a simi 
lar patch-based method. The entire noisy image 106 can then 
be reconstructed as a clean image 524 from the denoised 
common patches and the denoised complex patches by the 
adaptive denoising technique. 

FIG. 6 illustrates an example system 600 in which embodi 
ments of fast dense patch search and quantization can be 
implemented. The example system 600 includes a cloud 
based data service 602 that a user can access via a computing 
device 604. Such as any type of computer, mobile phone, 
tablet device, and/or other type of computing device. The 
computing device 604 can be implemented with a browser 
application 606 through which a user can access the data 
service 602 and initiate a display of an images interface 608 to 
display images. Such as the image 106 also shown on a display 
device 610 that is connected to the computing device. The 
computing device 604 can be implemented with various com 
ponents, such as a processing System and memory, and with 
any number and combination of differing components as 
further described with reference to the example device shown 
in FIG. 7. 

In embodiments of fast dense patch search and quantiza 
tion, the cloud-based data service 602 is an example of a 
network service that provides an on-line, Web-based version 
of the patch search application 104 that a user can log into 
from the computing device 604 and display the images inter 
face 608. The network service may be utilized for any type of 
image editing and processing, to include illustration editing, 
Video compositing and editing, graphics and page layouts, 
animation, and any other type of application user interface. 
The data service can also maintain and/or upload the image 
106 that is displayable in the images interface 608. 
Any of the devices, data servers, and networked services 

described herein can communicate via a network 612, which 
can be implemented to include a wired and/or a wireless 
network. The network can also be implemented using any 
type of network topology and/or communication protocol, 
and can be represented or otherwise implemented as a com 
bination of two or more networks, to include IP-based net 
works and/or the Internet. The network may also include 
mobile operator networks that are managed by a mobile net 
work operator and/or other network operators, such as a com 
munication service provider, mobile phone provider, and/or 
Internet service provider. 
The cloud-based data service 602 includes data servers 614 

that may be implemented as any suitable memory, memory 
device, or electronic data storage for network-based data 
storage, and the data servers communicate data to computing 
devices via the network 612. The data servers 614 maintain a 
database 616 of the user images (e.g., the image 106), as well 
as the grouped image patches 618 that are determined by the 
patch search application 104. The database 616 can also 
include the partition center patches 120 and the denoising 
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operators 512 that are generated by the composition applica 
tion 110 and/or the denoising application 108. 

The cloud-based data service 602 can include the patch 
search application 104, the composition application 110, and/ 
or the denoising application 108, Such as Software applica 
tions (e.g., executable instructions) that are executable with a 
processing system to implement embodiments of fast dense 
patch search and quantization. The applications can be stored 
on a computer-readable storage memory, such as any Suitable 
memory, storage device, or electronic data storage imple 
mented by the data servers 614. Further, the data service 602 
can include any server devices and applications, and can be 
implemented with various components, such as a processing 
system and memory, as well as with any number and combi 
nation of differing components as further described with ref 
erence to the example device shown in FIG. 7. 
The data service 602 communicates images data and the 

images interface 608 of the applications to the computing 
device 604 where the images interface is displayed, such as 
through the browser application 606 and displayed on the 
display device 610 of the computing device. The applications 
can also receive user inputs 620 to the images interface 608, 
Such as when a user at the computing device 604 initiates a 
user input with a computer input device or as a touch input on 
a touchscreen to initiate denoising an image. The computing 
device 604 communicates the user inputs 620 to the data 
service 602 via the network 612, where the applications 
receive the user inputs. 

FIG. 7 illustrates an example system 700 that includes an 
example device 702, which can implement embodiments of 
fast dense patch search and quantization. The example device 
702 can be implemented as any of the devices and/or server 
devices described with reference to the previous FIGS. 1-6, 
Such as any type of client device, mobile phone, tablet, com 
puting, communication, entertainment, gaming, media play 
back, digital camera, and/or other type of device. For 
example, the computing device 102 shown in FIG. 1, as well 
as the computing device 604 and the data service 602 (and any 
devices and data servers of the data service) shown in FIG. 6 
may be implemented as the example device 702. 
The device 702 includes communication devices 704 that 

enable wired and/or wireless communication of device data 
706, Such as user images and other associated image data. The 
device data can include any type of audio, video, and/or 
image data, as well as the images and denoised images. The 
communication devices 704 can also include transceivers for 
cellular phone communication and/or for network data com 
munication. 
The device 702 also includes input/output (I/O) interfaces 

708, such as data network interfaces that provide connection 
and/or communication links between the device, data net 
works, and other devices. The I/O interfaces can be used to 
couple the device to any type of components, peripherals, 
and/or accessory devices, such as a digital camera device 710 
and/or display device that may be integrated with the device 
702. The I/O interfaces also include data input ports via which 
any type of data, media content, and/or inputs can be received, 
Such as user inputs to the device, as well as any type of audio, 
Video, and/or image data received from any content and/or 
data source. 
The device 702 includes a processing system 712 that may 

be implemented at least partially in hardware, such as with 
any type of microprocessors, controllers, and the like that 
process executable instructions. The processing system can 
include components of an integrated circuit, programmable 
logic device, a logic device formed using one or more semi 
conductors, and other implementations in silicon and/or hard 
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ware, such as a processor and memory system implemented 
as a system-on-chip (SoC). Alternatively or in addition, the 
device can be implemented with any one or combination of 
software, hardware, firmware, or fixed logic circuitry that 
may be implemented with processing and control circuits. 
The device 702 may further include any type of a system bus 
or other data and command transfer system that couples the 
various components within the device. A system bus can 
include any one or combination of different bus structures and 
architectures, as well as control and data lines. 
The device 702 also includes computer-readable storage 

media 714. Such as storage memory and data storage devices 
that can be accessed by a computing device, and that provide 
persistent storage of data and executable instructions (e.g., 
Software applications, programs, functions, and the like). 
Examples of computer-readable storage media include Vola 
tile memory and non-volatile memory, fixed and removable 
media devices, and any Suitable memory device or electronic 
data storage that maintains data for computing device access. 
The computer-readable storage media can include various 
implementations of random access memory (RAM), read 
only memory (ROM), flash memory, and other types of stor 
age media in various memory device configurations. 
The computer-readable storage media 714 provides stor 

age of the device data 706 and various device applications 
716. Such as an operating system that is maintained as a 
Software application with the computer-readable storage 
media and executed by the processing system 712. In this 
example, the device applications also include a patch search 
application 718 and/or a composition application 720 that 
implement embodiments of fast dense patch search and quan 
tization, such as when the example device 702 is implemented 
as the computing device 102 shown in FIG. 1 or the data 
service 602 shown in FIG. 6. An example of the patch search 
application 718 includes the patch search application 104 
implemented by the computing device 102 and/or at the data 
service 602, and an example of the composition application 
720 includes the composition application 110 implemented 
by the computing device 102 and/or at the data service 602, as 
described in the previous FIGS. 1-6. 
The device 702 also includes an audio and/or video system 

722 that generates audio data for an audio device 724 and/or 
generates display data for a display device 726. The audio 
device and/or the display device include any devices that 
process, display, and/or otherwise render audio, video, dis 
play, and/or image data, such as the image content of a digital 
photo. In implementations, the audio device and/or the dis 
play device are integrated components of the example device 
702. Alternatively, the audio device and/or the display device 
are external, peripheral components to the example device. 

In embodiments, at least part of the techniques described 
for fast dense patch search and quantization may be imple 
mented in a distributed system, such as over a "cloud 728 in 
a platform 730. The cloud 728 includes and/or is representa 
tive of the platform 730 for services 732 and/or resources 734. 
For example, the services 732 may include the data service 
602 as described with reference to FIG. 6. Additionally, the 
resources 734 may include the patch search application 104 
and/or the composition application 110 that are implemented 
at the data service as described with reference to FIG. 6. 
The platform 730 abstracts underlying functionality of 

hardware, Such as server devices (e.g., included in the Ser 
vices 732) and/or software resources (e.g., included as the 
resources 734), and connects the example device 702 with 
other devices, servers, etc. The resources 734 may also 
include applications and/or data that can be utilized while 
computer processing is executed on servers that are remote 
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from the example device 702. Additionally, the services 732 
and/or the resources 734 may facilitate subscriber network 
services, such as over the Internet, a cellular network, or 
Wi-Fi network. The platform 730 may also serve to abstract 
and scale resources to service a demand for the resources 734 
that are implemented via the platform, such as in an intercon 
nected device embodiment with functionality distributed 
throughout the system 700. For example, the functionality 
may be implemented in part at the example device 702 as well 
as via the platform 730 that abstracts the functionality of the 
cloud 728. 

Although embodiments of fast dense patch search and 
quantization have been described in language specific to fea 
tures and/or methods, the appended claims are not necessarily 
limited to the specific features or methods described. Rather, 
the specific features and methods are disclosed as example 
implementations of fast dense patch search and quantization. 

The invention claimed is: 
1. A fast dense patch search method, comprising: 
obtaining by a computing device and from storage example 

image patches that are taken from example images; 
determining, from partitions of the example image patches 

and by the computing device, partition center patches for 
the partitions of example image patches, the example 
image patches in a partition being similar, one example 
image patch to another, a partition center patch deter 
mined to represent the example image patches of the 
partition; 

obtaining by the computing device an input digital image: 
forming patch groups by the computing device that each 

include similar image patches of the input digital image 
and a reference image patch that represents the similar 
image patches in a respective patch group; 

determining which of the partition center patches of the 
partitions of the example image patches by the comput 
ing device is a nearest neighbor to the reference image 
patch of a patch group; 

allocating the determined partition center patch by the 
computing device as the nearest neighbor to the similar 
image patches of the input digital image in the patch 
group; and 

outputting the allocated patch. 
2. The method as recited in claim 1, wherein said deter 

mining which of the partition center patches is the nearest 
neighbor to the reference image patch is based on a single 
nearest neighbor (1-NN) distance determination. 

3. The method as recited in claim 1, wherein said deter 
mining the partition center patches for the partitions of the 
example image patches includes one of: 

each of the example image patches represents one of the 
partitions and is the partition center patch for its respec 
tive partition; or 

the partitions are clusters of example image patches and the 
partition center patch of a respective partition is an aver 
age of the example image patches in the partition. 

4. The method as recited in claim 1, wherein said forming 
the patch groups of the similar image patches of the input 
digital image comprises: 

sampling image patches of the input digital image: 
determining the similar image patches of the input digital 

image based on computed distances between the image 
patches of the input digital image; and 

grouping the similar image patches of the input digital 
image into one of the patch groups based on the com 
puted distances between the similar image patches of the 
input digital images being less than a distance threshold. 
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5. The method as recited in claim 1, further comprising 

randomly selecting the reference image patch for a patch 
group from the similar image patches of the input digital 
image in each of the respective patch groups. 

6. The method as recited in claim 1, wherein said allocating 
the determined partition center patch as the nearest neighbor 
to the similar image patches of the input digital image in the 
patch group comprises: 

scanning image patches of the input digital image in a 
raster scanning order; and 

for each reference image patch and corresponding deter 
mined partition center patch, assigning an index of the 
determined partition center patch to each of the similar 
image patches of the input digital image in the patch 
group represented by the reference image patch. 

7. A computing device for performing a fast dense patch 
search, the computing device comprising: 
one or more processors; and 
a memory comprising computer-readable instructions that 

are executable by the one or more processors to imple 
ment a fast dense patch search application to perform 
operations comprising: 

causing an input digital image to be maintained in the 
memory, the input digital image including patch groups 
of similar image patches and a reference image patch 
that represents the similar image patches of the input 
digital image in a respective patch group; 

obtaining from a database example image patches that are 
taken from example images; 

determining, from partitions of the example image patches, 
partition center patches for the partitions of example 
image patches, the example image patches in a partition 
being similar, one example image patch to another, a 
partition center patch determined to represent the 
example image patches of the partition; 

determining which of a partition center patches of the 
partitions of the example image patches is a nearest 
neighbor to the reference image patch of a patch group, 
the partition center patch included in a group of nearby 
partition center patches; 

ascertaining, from the nearby partition center patches, the 
nearest neighbor to each of the similar image patches of 
the input digital image in the patch group; and 

outputting the ascertained patches. 
8. The computing device as recited in claim 7, wherein: 
determining which of the partition center patches is the 

nearest neighbor to the reference image patch is based 
on a single-nearest neighbor (1-NN) distance determi 
nation; and 

ascertaining, from the nearby partition center patches, the 
nearest neighbor to each of the similar image patches of 
the input digital image in the patch group is based on a 
k-nearest neighbor (k-NN) distance determination. 

9. The computing device as recited in claim 7, wherein the 
operations further comprise ascertaining the group of the 
nearby partition center patches as the nearest neighbors to the 
reference image patch of the patch group based on a k-nearest 
neighbor (k-NN) distance determination. 

10. The computing device as recited in claim 7, wherein the 
operations further comprise determining the partition center 
patches for the partitions of the example image patches based 
on one of: 

each of the example image patches represents one of the 
partitions and is the partition center patch for its respec 
tive partition; or 
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the partitions are clusters of example image patches and the 
partition center patch of a respective partition is an aver 
age of the example image patches in the partition. 

11. The computing device as recited in claim 7, wherein the 
operations further comprise forming the patch groups that 
each include the similar image patches of the input digital 
image and the reference image patch that represents the simi 
lar image patches in a respective patch group. 

12. The computing device as recited in claim 11, wherein 
forming the patch groups of the similar image patches of the 
input digital image includes: 

Sampling image patches of the input digital image: 
determining the similar image patches of the input digital 
image based on computed distances between the image 
patches of the input digital image: 

grouping the similar image patches of the input digital 
image into one of the patch groups based on the com 
puted distances between the similar image patches of the 
input digital image being less than a distance threshold; 
and 

randomly selecting the reference image patch for a patch 
group from the similar image patches of the input digital 
image in each of the respective patch groups. 

13. The computing device as recited in claim 7, wherein the 
operations further comprise: 

Scanning the image patches of the input digital image in a 
raster scanning order; and 

for each reference image patch and corresponding deter 
mined partition center patch, assigning an index of the 
determined partition center patch to each of the similar 
image patches of the input digital image in the patch 
group represented by the reference image patch. 

14. A fast dense patch search method, comprising: 
obtaining by a computing device and from storage example 
image patches that are taken from example images; 

determining, from partitions of the example image patches 
and by the computing device, partition center patches for 
the partitions of example image patches, the example 
image patches in a partition being similar one example 
image patch to another, a partition center patch deter 
mined to represent the example image patches of the 
partition; 

obtaining by the computing device an input digital image: 
forming patch groups by the computing device that each 

include similar image patches of the input digital image 
and a reference image patch that represents the similar 
image patches in a respective patch group; 

determining which of the partition center patches of the 
partitions of the example image patches by the comput 
ing device is a nearest neighbor to the reference image 
patch of a patch group, the partition center patch 
included in a group of nearby partition center patches; 
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ascertaining, from the nearby partition center patches and 
by the computing device, the nearest neighbor to each of 
the similar image patches of the input digital image in 
the patch group; and 

outputting the ascertained patches. 
15. The method as recited in claim 14, wherein: 
said determining which of the partition center patches is 

the nearest neighbor to the reference image patch is 
based on a single-nearest neighbor (1-NN) distance 
determination; and 

said ascertaining, from the nearby partition center patches, 
the nearest neighbor to each of the similar image patches 
of the input digital image in the patch group is based on 
a k-nearest neighbor (k-NN) distance determination. 

16. The method as recited in claim 14, further comprising: 
ascertaining the group of the nearby partition center 

patches as the nearest neighbors to the reference image 
patch of the patch group based on a k-nearest neighbor 
(k-NN) distance determination. 

17. The method as recited in claim 14, wherein said deter 
mining which of the partition center patches is the nearest 
neighbor includes one of: 

each of the example image patches represents one of the 
partitions and is the partition center patch for its respec 
tive partition; or 

the partitions are clusters of example image patches and the 
partition center patch of a respective partition is an aver 
age of the example image patches in the partition. 

18. The method as recited in claim 14, wherein said form 
ing the patch groups of the similar image patches in the image 
comprises: 

sampling image patches of the input digital image: 
determining the similar image patches of the input digital 

image based on computed distances between the image 
patches of the input digital image; and 

grouping the similar image patches of the input digital 
image into one of the patch groups based on the com 
puted distances between the similar image patches of the 
input digital image being less than a distance threshold. 

19. The method as recited in claim 14, further comprising 
randomly selecting the reference image patch for a patch 
group from the similar image patches of the input digital 
image in each of the respective patch groups. 

20. The method as recited in claim 14, wherein said form 
ing the patch groups of the similar image patches of the input 
digital image comprises: 

scanning image patches of the input digital image in a 
raster scanning order; and 

for each reference image patch and corresponding deter 
mined partition center patch, assigning an index of the 
determined partition center patch to each of the similar 
image patches of the input digital image in the patch 
group represented by the reference image patch. 
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