
US 200100474O9A1 

(19) United States 
(12) Patent Application Publication (10) Pub. No.: US 2001/0047409 A1 

Datta et al. (43) Pub. Date: Nov. 29, 2001 

(54) APPARATUS AND METHOD FOR Publication Classification 
NETWORK CAPACITY EVALUATION AND 
PLANNING (51) Int. Cl." ........................ G06F 15/173; G01R 31/08; 

H04L 12/26; G08C 15/00 
(76) Inventors: Utpal Datta, Bedford, NH (US); (52) U.S. Cl. ............................................ 709/224; 370/232 

Lundy Lewis, Mason, NH (US) 
Correspondence Address: (57) ABSTRACT 
WOLF GREENFIELD & SACKS, PC 
FEDERAL RESERVE PLAZA Network capacity evaluation and planning is performed 
600 ATLANTIC AVENUE based upon the traffic across the links of the network. Once 
BOSTON, MA 02210-2211 (US) a link's traffic Volume has been measured, it is compared 

with the link's traffic capability, and the resulting parameters 
(21) Appl. No.: 09/817,904 compared with the traffic and capability of other links of the 

network to create measures of network capacity and balance. 
(22) Filed: Mar. 26, 2001 Then, Simulated changes to the network configuration may 

be made by Substituting Simulated traffic volume amounts 
and capabilities for Selected link traffic measurements and 

Related U.S. Application Data capabilities, and the resulting measures of network capacity 
and balance may then be compared to determine whether the 

(63) Continuation of application No. 08/855,222, filed on Simulated changes represent a preferred network configura 
May 13, 1997, now Pat. No. 6,209,033. tion. 

6f MEASURE NETWORK VOLUME 
FOR NETWORK LINKS 

62 EVALUATE NETWORK CAPACITY, 
UTILIZATION AND BALANCE BASED 

UPON CURRENT NETWORK 
CONFIGURATION AND NETWORK 

VOLUME DATA 

63 DEFINE SCENARIO WITH 
ALTERNATE NETWORK 

CONFIGURATION 

64 EVALUATE NETWORK CAPACITY, 
UTILIZATION AND BALANCE FOR 

ALTERNATE NETWORK 
CONFIGURATION 

ADDITIONAL 
SCENARIOS 

66 COMPARE AND SELECT 
DESRED CONFIGURATION 

67. ALTER NETWORKTO CREATE 
DESRED CONFIGURATION 

  

    

  

    

  

    

  

    

  



Patent Application Publication Nov. 29, 2001 Sheet 1 of 11 US 2001/0047409 A1 

f O 

y 
f f 12 13 4 15 16 

SOUCe destination Src port 

blue doc Sunrpc 
blue doc 755 
nypi doc 659 
nypl doc 659 
nikana doc 1017 
nypl doc 659 
blue doc sunrpc 
blue doc 755 
robocop doc echo 
nypt doC 659 
blue doC Sunrpc 
blue doC 755 
mer-mail doc 2049 
mer-mail doc 2049 

FIG. 1 
(PRIOR ART) 

  



Patent Application Publication Nov. 29, 2001 Sheet 2 of 11 US 2001/0047409 A1 

v NetMatrix NFS Monitor View - Host snuffy 

Properties v 

Procedure v Server w 

Data: almdata (fanatic - la0) 

ZOOM 

Time 
(04/14 11:10:55 - 11:20:55, 

0:00 : 0:0 2:10:O 3:10:04:10:05:10:06:10:07:10:08:10:09:10:0 
hours: mins:secs since start 

Calls/Sec 

Dal ID 
Procedure 
lookup s 

L lookup 573 Z getattr 277 read 145 S Write 30 
readdir 20 t readlink 14 2 starts 5 Ll others 21 

Server 
bigbird / usr2 E. 

IP Address:filesystem 

Others 
bigbird: /USr4 
big bird: /usr 
bigbird: /usr 
bigbird: Jusr/inclu 
bigbird: /usr/SrC 
bigbird: /USr2 

Calls (Percentage) 
E. 

FIG 2 
(PRIOR ART) 

    

  

    

    

  

  

  

  



Patent Application Publication Nov. 29, 2001 Sheet 3 of 11 US 2001/0047409 A1 

NEWORK MANAGEMENT 
SYSTEM 

36 

NTERFACE 

VIRTUAL 
NETWORK 
MACHINE 

NETWORK 
INTERFACE 

AND CONTROL 

a --- -- -- --- -- --- - 
-- -- -a- --- - 

FIG. 3 

  

  

  

  

    

  

  

  



Patent Application Publication Nov. 29, 2001 Sheet 4 of 11 US 2001/0047409 A1 

FILE VIEW 

VSYMPTOM / PROBABLE CAUSE 
CONTACT STATUS-DEVICE A. 
NOT CONTACTED ON AN 
ATTEMPT TO POLL OR AN 

CURRENT STATUS 
STATUS UNKNOWN A. 

6:39: 4 FR 3 JUL. CONDITION RED 
6 : 4O:24 FR 3 JUL CONDITION RED - 40 
6:40: 4 FR 3 JUL- CONDITION RED 
END OF CURRENT ALARMS LST 

FIG. 4 

FIG. 5 

  



Patent Application Publication Nov. 29, 2001 Sheet 5 of 11 US 2001/0047409 A1 

61 MEASURE NETWORK VOLUME 
FOR NETWORK LINKS 

62 EVALUATE NETWORK CAPACITY, 
UTILIZATION AND BALANCE BASED 

UPON CURRENT NETWORK 
CONFIGURATION AND NETWORK 

VOLUME DATA 

63 DEFINE SCENARO WITH 
ALTERNATE NETWORK 

CONFIGURATION 

6-1 EVALUATE NETWORK CAPACITY, 
UTILIZATION AND BAANCE FOR 

ALTERNATE NETWORK 
CONFIGURATION 

65 

ADDITIONAL 
SCENARIOS 

NO 

66 COMPARE AND SELECT 
DESRED CONFIGURATION 

67. ALTER NETWORK TO CREATE 
DESRED CONFIGURATION 

FIG. 6 

  

  

    

  

    

    

  



Patent Application Publication Nov. 29, 2001 Sheet 6 of 11 US 2001/0047409 A1 

71 

LIVE NETWORK 
DATA 

CAPACITY EVALUATION 
| AND PLANNING MODULE 75 74 

PREDETERMINED NETWORK CAPACTY 
DATA DATABASE 

78 77 

S 
CONTROL CAPACTY 
OUTPUTS CONTROL / 

EVALUATION 
MODULE 

76 

DISPLAY 
INTERFACE 

- - - - - 

USER INPUTS DISPLAY 
a SCENARIO DEFINITION 
• CONFIGURATION ar 
SELECTION 

FIG. 7 

  

  



Patent Application Publication Nov. 29, 2001 Sheet 7 of 11 US 2001/0047409 A1 

N6 80 
  



Patent Application Publication Nov. 29, 2001 Sheet 8 of 11 US 2001/0047409 A1 

DETERMINE LINK XTRAFFC CAPABILITY 9t 
BWT (X) FOR AMOUNT OF TIMET 

MEASURE ACTUAL LINKXTRAFFIC 92 
VOLUMEV(X) FOR AMOUNT OF TIMET 

DETERMINEAVERAGE BANDWITH 93 
USAGE ABU (X) FOR LINK FORTIMET 

ABU (X) = V (X) 
BWT (X) 

DETERMINE CONTRIBUTION TO OVERALL 94 
BANDWIDTH COB (X) FOR LINKX 
WITH RESPECT TO ALL LINKS 

1-N IN NETWORK 
BWT (X) 

COB (X) = - - - - 
N 
X BWT (I) 
= 1 

95 DETERMINE CONTRIBUTION TO OVERALL 
TRAFFICCOT (X) FORLINKX WITH RESPECT 

TO ALL TRAFFIC IN NETWORK 
V (X) 

COT (X) = 

96. 
EVALUATE LINK BALANCE FORLINK X 

ELB (X) = COT (X) - COB (X) 

97 
EVALUATE LINK UTILIZATION FOR LINKX WITH 
RESPECT TO LINKXUPPER BOUNDUB (X) 

AND LINKXLOWER BOUND LB (X): 
ELU (X) = (ABU (X) - oUB (X)) - (LB (X) - oABU (X) 

COMPARE LINK BALANCES AND LINK UTILIZATIONS 98 
TO EVALUATE NETWORK CAPACITES AND BALANCE 

CEND FIG 9 

  

  

  

    

    

  

  



Patent Application Publication Nov. 29, 2001 Sheet 9 of 11 US 2001/0047409 A1 

MEASURED PREDETERMINED EVALUATION 
DATA DATA FACTORS 

iOO iOf 102 f03 

LinkName volume Bw LBUBABUCOBCOTELBELUENC 
Link 1-2 
Link 1-3 
Link 1-4 
Link 1-5 
Link 2-3 
Link 2-4 
Link 2-6 
Link 3-4 
Link 3-7 
Link 4-8 

BWTL1) BWTCL1) 
4000-BWTCL1) 

BWT(L.2) ( BWTCL2) BWT(L3) 
V(L1) BWT(L3) BWT(L3) 

2000 2000, 2000 2000? 2000 2000 2000 

1000 1000 1000 000 1000 1000 1000 

via 
Li L2 L3 L2 L3 Li L2 

ELB (L1) = 0 ELB (L1) = 10% ELB (L1) = -1.7% 
ELB (L2) = 0 
ELB (L3) = 0 

) 
ELB (L2) = -5% ELB (L2) = 8% 
ELB (L3) = -5% ELB (L2) = 8% 

FIG. ft.A FIG 11B FIG, ff.C 

  

  

  

      

  



Patent Application Publication Nov. 29, 2001 Sheet 10 of 11 US 2001/0047409 A1 

UB 75% UB c 75% UB s 75% 

-AEU-62. LB is 50% LB = 50% LB = 50% 

ELU = 0 ABU a 25% ELU = 1.2% 

FIG. 12A FIG. 12B FIG. 12C 

ELC(A) = length(0,0) = 0 
ELC(B) = length(0,10) = 10 
ELC(C) = length(20.20) = 28 
ELC(D) = length(9,0) = 9 

E) = length(10,-10) = 14 ELC( 

FIG. f.3B FIG. 13C 

  



Patent Application Publication Nov. 29, 2001 Sheet 11 of 11 US 2001/0047409 A1 

40 

Y f 41 142 143 

FIG. 14 

150 

15f f52 / 

CPU MEMORY 

54 

NETWORK 

153 

FIG. 15 

      

    

    

    

    

  



US 2001/0047409 A1 

APPARATUS AND METHOD FOR NETWORK 
CAPACITY EVALUATION AND PLANNING 

RELATED CASES 

0001. This case is related to copending and commonly 
owned U.S. Ser. No. 08/382.294, entitled “ Apparatus and 
Method for Evaluating Network Traffic Performance,” filed 
on Feb. 1, 1995, from which priority is claimed and which 
is hereby incorporated by reference in its entirety. 

DISCUSSION OF THE RELATED ART 

0002) 1. Field of the Invention 
0003. This invention relates to computer network com 
munications Systems, and in particular to techniques for 
evaluating network traffic capacity and evaluating alterna 
tive network configurations. 

0004 2. Background of the Invention 
0005 Computer networks are widely used to provide 
increased computing power, Sharing of resources and com 
munication between users. Networks may include a number 
of computer devices within a room, building or Site that are 
connected by a high-speed local data link Such as token ring, 
Ethernet, or the like. Local area networks (LANs) in differ 
ent locations may be interconnected by for example packet 
Switches, microwave links and Satellite links to form a wide 
area network (WAN). A network may include several hun 
dred or more connected devices, distributed acroSS Several 
geographical locations and belonging to Several organiza 
tions. 

0006. In the operation and maintenance of computer 
networks a number of issues arise, including traffic Overload 
on parts of the network, optimum placement and intercon 
nection of network resources, Security, isolation of network 
faults, and the like. These issues become increasingly com 
pleX and difficult to understand and manage as the network 
becomes larger and more complex. For example, if a net 
work device is not sending messages, it may be difficult to 
determine whether the fault is in the device itself, a data 
communication link, or an intermediate network device 
between the Sending and receiving devices. 

0007 Network management systems are intended to 
resolve Such issues. Older management Systems typically 
operated by collecting large Volumes of information which 
then required evaluation by a network administrator, and 
thus placed a tremendous burden on and required a highly 
skilled network administrator. 

0008 Newer network management systems systematize 
the knowledge of the networking expert Such that common 
problems of a single domain (i.e., a portion of the network 
under common management) can be detected, isolated and 
repaired, either automatically or with the involvement of 
leSS-Skilled perSonnel. Such a System typically includes a 
graphical representation of that portion of the network being 
monitored by the System. Alarms are generated to inform an 
external entity that an event has occurred or requires atten 
tion. Since a large network may have many Such events 
occurring Simultaneously, Some network management Sys 
tems provide alarm filtering (i.e., only certain events gen 
erate an alarm). 

Nov. 29, 2001 

0009 Commercially available network management sys 
tems and applications for alarm filtering include: (1) SPEC 
TRUM(R), Cabletron Systems, Inc., 35 Industrial Way, Roch 
ester, N.H. 03867; (2) HP Open View, Hewlett Packard 
Corp., 3000 Hanover Street, Palo Alto, Calif. 94304; (3) 
LattisNet, Bay Networks, 4401 Great American Pkwy., 
Santa Clara, Calif. 95054; (4) IBM Netview/6000, IBM 
Corp., Old Orchard Road, Armonk, N.Y. 10504; (5) SunNet 
Manager, SunConnect, 2550 Garcia Ave, Mountain View, 
Calif. 94043; and (6) Nervecenter, NetLabs Inc., 4920 El 
Camino Real, Los Altos Calif. 94022. 

0010. To evaluate the performance of a communications 
network, both the network configuration and the raw mes 
Sage traffic data may be analyzed. Network configuration, 
also called network topology, refers to the Structure of a 
network's physical and Virtual connections, and may include 
the Structure of the network's nodes as well. Generally, a 
network is made up of one or more physical or logical 
Subnets (segments), where each Subnet includes a plurality 
of nodes (e.g., Servers and host computers). Different Sub 
nets in a network may be connected by a network trunk. The 
performance analysis may include consideration of the net 
work load on various Subnets based on number of packets, 
packet collision rate, packet deferment rate, packet length, 
and network communication protocols. This information is 
normally obtained by placing monitors at Selected points in 
the network. These monitors, also called daemons, network 
monitors, or network analyzers, monitor the traffic that flows 
through the Selected points. 
0011. Some current monitors simply report various 
parameters of network packets in real time. For example, the 
table of FIG. 1 shows a few seconds of network activity 
where the parameters of interest are packet length 11, 
protocol 12, Source node 13, destination node 14, Source port 
15, and destination port 16. However, an analysis of Such 
raw data is rather cumberSome, particularly if the raw data 
has been collected for days or months. Thus, tools have been 
built that can transform the raw data into graphical repre 
Sentations Such as bar graphs, X-Y plots, histograms, and 
scatter plots, shown generally as 20 in FIG. 2. 
0012. Other monitors display a topological view of the 
network showing the amount of traffic flowing among the 
various nodes. Over time, the monitor discovers all of the 
traffic patterns on the Subnet, and in Some instances also 
indicates the amount of traffic between the nodes by, for 
example, line color or line thickness. 
0013 However, the prior methods of monitoring network 
performance as shown for example in FIGS. 1-2, provide 
only the ability to monitor, but do not provide the ability to 
evaluate alternative network topologies or to perform com 
parison Studies. In addition, the previous methods do not 
provide an indication of the overall balance of traffic on a 
network. 

0014. It would be desirable for a network management 
System to have the ability to evaluate the Overall capacity of 
a particular network configuration and analyze alternate 
configurations. 

SUMMARY OF THE INVENTION 

0015. In accordance with one aspect of the invention, 
network capacity evaluation and planning (CEP) is per 
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formed based upon the traffic across the links of the network. 
Once a link's traffic Volume has been measured, it is 
compared with the link's traffic capability, and the resulting 
parameters may be compared with the traffic and capability 
of other links of the network to create measures of network 
capacity and balance. Then, Simulated changes to the net 
work configuration may be made by Substituting Simulated 
traffic Volume amounts and capabilities for Selected link 
traffic measurements and capabilities, and the resulting 
determinations of network capacity and balance may then be 
compared to determine whether the Simulated changes rep 
resent a preferred network configuration. 
0016. An embodiment of the invention is directed to a 
method for evaluating network traffic on a communications 
network, the network having a present configuration of 
nodes connected by a plurality of links, the method com 
prising the Steps of determining a traffic capability for an 
amount of time for each of the plurality of links of the 
network, measuring a traffic Volume for the amount of time 
acroSS each of the plurality of links, and evaluating a 
communications capability of the communications network 
based upon the traffic capability and the traffic volume. 
0.017. The communications capability may also be evalu 
ated by determining a contribution to an overall bandwidth 
of the communications network by a first link of the plurality 
of links based upon the traffic capability of the first link with 
respect to a traffic capability of all of the plurality of links, 
and may also include determining a contribution to an 
overall traffic of the communications network by a first link 
of the plurality of links based upon the traffic volume across 
the first link with respect to a traffic volume across all of the 
plurality of links. The link balance for the first link may then 
be evaluated based upon a comparison between the contri 
bution to overall bandwidth and the contribution to overall 
traffic. 

0.018. The communications capability may also be evalu 
ated by evaluating a link balance for a first link of the 
plurality of links based upon a comparison between a 
contribution to overall bandwidth of the communications 
network by the first link and a contribution to overall traffic 
of the communications network by the first link. Addition 
ally, an upper bound and a lower bound of link utilization 
may be defined for a first link of the plurality of links, and 
in Such a case the communications capability may be 
evaluated by evaluating a link utilization of the first link of 
the plurality of links with respect to the upper bound and the 
lower bound, based upon the traffic volume of the first link. 
0.019 Additionally, the communications capability of an 
alternative configuration of the communications network 
may be evaluated having a modified traffic capability and a 
modified traffic volume, and the configuration of the com 
munications network may be modified to yield the alterna 
tive configuration. 
0020. These and other features of the present invention 
will be understood from the following detailed description. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0021) 
monitor; 

FIG. 1 is a table of raw traffic data from a prior art 

0022 FIG. 2 is a prior art graphical display with various 
representations of network traffic, 
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0023 FIG. 3 is a schematic illustration of the relation 
ship between a network and a network management System; 
0024 FIG. 4 is a view of a user interface of a network 
management System Such as that shown in FIG. 3, 
0025 FIG. 5 is a diagram showing exemplary detail of 
the device icon of FIG. 4; 
0026 FIG. 6 is a process flow diagram showing steps of 
a process in accordance with an embodiment of the inven 
tion; 
0027 FIG. 7 is a structural block diagram of a capacity 
evaluation and planning module of an embodiment of the 
invention, which may be included in the network interface 
and control module of FIG. 3; 
0028 FIG. 8 is a diagram of an exemplary hybrid packet 
and cell-based network; 
0029 FIG. 9 is specific process flow diagram in accor 
dance with an embodiment of the invention Such as that 
shown in FIG. 7; 
0030 FIG. 10 shows exemplary structure of a network 
capacity database of FIG. 7; 
0031 FIGS. 11A, 11B, and 11C illustrate three evalua 
tions of link balance for three different instances of link 
traffic; 
0032 FIGS. 12A, 12B, and 12C illustrate three different 
evaluations of link utilization for a particular link, 
0033 FIG. 13A illustrates an evaluation of link balance 
(ELB) and an evaluation of link utilization (ELU) for a 
particular link, 
0034 FIGS. 13B and 13C each show an example of the 
average link bandwidth and contribution to overall traffic for 
three different links, as compared to an upper bound and a 
lower bound that have been defined for each of the three 
links; 
0035 FIG. 14 shows a modification of the network 
capacity database of FIG. 10 to facilitate evaluation of link 
traffic volume based upon Source and destination informa 
tion; and 
0036 FIG. 15 shows a general purpose computer in 
accordance with at least one embodiment of the invention. 

DETAILED DESCRIPTION 

0037 FIG. 3 is a block diagram illustrating generally the 
arrangement of a network management System 31 which 
monitors a live network 30 via a communication interface 
32. In this example the network management system (NMS) 
31 is a client-server based NMS known as SPECTRUM(E), 
which includes a database of models relating to correspond 
ing network entities and relationships among those entities. 
The SPECTRUM server includes a network interface and 
control module 34 and a virtual network machine 36, and the 
SPECTRUM client includes a user interface 38. 

0.038. The SPECTRUM NMS continually monitors the 
network 30 and maintains a database of information about 
managed entities within the network 30. An understanding 
of the present invention is furthered by an understanding of 
a model-based network management System Such as SPEC 
TRUM, which is described in U.S. Pat. No. 5,261,044, 
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issued Nov. 9, 1993 to R. Dev et al., and hereby incorporated 
by reference in its entirety. The SPECTRUM system is 
commercially available and also described in various user 
manuals and literature available from Cabletron Systems, 
Inc., Rochester, N.H., USA. 

0039. In summary, SPECTRUM is a system for main 
taining and processing information pertaining to the condi 
tion of the computer network and providing the same to a 
user, the network including a plurality of network resources 
Such as computer devices and Software applications being 
executed on Such devices. The System includes a virtual 
network machine 36, comprising a programmed digital 
computer, wherein a program is implemented using an 
object-oriented programming language Such as C++, Eiffel, 
SmallTalk, and Ada. The virtual network machine 36 
includes interrelated intelligent models of network entities 
and relations between network entities, including a capabil 
ity for acquiring network data pertaining to the condition of 
a network entity from the corresponding network entity, and 
for those entities not capable of being contacted, inferring 
their status from the status of other entities. The virtual 
network machine 36 maintains objects which include net 
work data relating to the corresponding network entity and 
one or more inference handlers for processing the network 
data, the inference handlers being responsive to changes 
occurring in the same and/or a different object. The network 
data can then be transferred to a user interface 38 coupled to 
the Virtual network machine 36, for Supplying the network 
data to a user. 

0040 Thus, the models may be implemented as software 
“objects” containing both “data” (attributes) relating to the 
corresponding network entity and one or more "inference 
handlers’ (functions) for processing the data. See Grady 
Booch, “Object-Oriented Analysis And Design, With Appli 
cations, 2nd Edition, Benjamin/Cummings Publishing Co., 
Redwood City, Calif., Chapter 2 (1994). The inference 
handlers may be initiated by predetermined virtual network 
events, Such as a change in Specified network data in the 
Same model, a change in Specified network data in a different 
model, and predefined events or changes in models or model 
relations. Information pertaining to the condition of the 
network resource can be obtained from the network entity by 
polling the resource, can be automatically received from the 
network resource without polling, or can be inferred from 
data contained in other models. An alarm condition may be 
generated when the network data meets a predetermined 
criteria. Events, alarms and Statistical information from the 
Virtual network may be Stored in a database to be selectively 
displayed for the user. 

0041) The data in the SPECTRUM database may be used 
for generating topological displays of the network, showing 
hierarchial relationships between network devices, isolating 
a network fault, reviewing Statistical information, as well as 
other functions. 

0042. The SPECTRUM network management system 
allows for collective management of autonomous local area 
networks (LANs), with equipment from different vendors. It 
complies with the current Simple Network Management 
Protocol (SNMP) standards, and can also accommodate 
other Standard and proprietary protocols. The Virtual net 
work machine 36 preprocesses the raw information coming 
from the network entities through the network interface and 
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control module 34 in order to construct a model of the 
network's current Status and performance characteristics. 
Network entities that cannot be directly communicated with 
(e.g., cables and buildings) can infer their status from the 
Status of the entities connected to or contained within them. 
The virtual network machine 36 provides a consistent inter 
face for management applications to acceSS any of the 
information in the model and thereby provides these appli 
cations with a unified view of the network 30. 

0043. The SPECTROGRAPHCR) user interface 38 pro 
vides a highly graphical multi-perspective view into the 
network model. The user interface enables the user to 
navigate through a landscape in which cables, networks, 
local area networks and even rooms Show up as icons, and 
which icons indicate the health and performance character 
istics of those elements. Many of these icons can be further 
queried for additional information. The main function of the 
user interface 38 is to visually present to the user the model 
within the virtual network machine 36. It allows the user to 
navigate freely within the network model, only limited by 
the access rights assigned by the network administrator. The 
information can be accessed at varying degrees of detail, 
from a macro overview, down to the level of the devices and 
the cables which connect them. In addition to its navigation 
functions, the SPECTROGRAPH user interface provides an 
alarm management facility, an event log window, a reporting 
facility, a find facility, and other features. 
0044 An example of the alarm log view provided by the 
SPECTROGRAPH user interface 38 is illustrated in FIG. 4. 
The alarm log view 43 may include an area 40 for the listing 
of current alarms, and an area 42 for displaying information 
pertaining to a Selected alarm. A user, Such as a System 
administrator or a technician, may select a particular alarm 
in the listing of current alarms to obtain more information. 
A multi-function icon 44 representing the network device 
having the fault is displayed in area 42, and one or more text 
fields 46 and 48 which provide information regarding the 
cause of the alarm and the Status of the device. By Selecting 
Specified areas of the icon 44, the user can obtain further 
information regarding the device for which an alarm is 
registered. 
004.5 FIG. 5 is a diagram showing exemplary detail of an 
icon 50, similar to the icon 44 of FIG. 4. The icon 50 may 
include an area 51 for a device name, an area 52 for model 
type information, bar graphs 53 and 54 for indicating 
performance parameters, an area 55 for displaying a Sym 
bolic representation 56 of the device, a background area 57 
for displaying the status in color of the device, and a FIG. 
58 for selecting more detail about the device. 
0046 Alternatively, instead of or in combination with the 
user interface 38, information from the virtual network 
machine 36 may be provided directly to another computer 
program, or may be provided to a user via electronic mail or 
a telephone message that is automatically transmitted. 
0047. An important challenge for network management 
and control is capacity evaluation and planning (CEP), 
which generally includes monitoring current network char 
acteristics, understanding environmental constraints and 
considerations, and forecasting future needs and technology. 
CEP further includes evaluating technical opportunity, cre 
ating appropriate, consistent, and coordinated plans on a 
Short-, medium-, and long-term basis, and modifying plans 
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based on results of actual network implementations to 
provide cost-effective and timely communication Services to 
USCS. 

0048. Several CEP products are available which achieve 
different levels of effectiveness, including OPNET, COM 
NET III, BONeS DESIGNER, and others. Although these 
CEP products have been successful in some controlled 
Situations, their main disadvantage arises from their use of 
a CEP analysis based on exact mathematical models of the 
network being monitored. The amount of processing time 
and Storage requirements for Such implementations are often 
exorbitant and prohibitive for a large-scale network. Addi 
tionally, Such an approach requires performance models of 
vendor-specific network devices Such as hubs, routers and 
Switches, but Such performance models are not typically 
available due to the proprietary nature of these models. 
0049. To overcome such limitations, an embodiment of 
the invention performs CEP on a network based upon the 
traffic volume across the links of the network. The storage 
and processing requirements are reduced and limited or no 
information is required regarding vendor-specific devices. 
Once traffic Volume on a link has been measured, it is 
compared with the link's traffic capability, and the resulting 
parameters compared with the traffic and capability of other 
links of the network to create measures of network capacity 
and balance. Then, Simulated changes to the network con 
figuration are made by Substituting Simulated traffic volume 
amounts and capabilities for Selected link traffic measure 
ments and capabilities, and the resulting determinations of 
network capacity and balance are compared to determine 
whether the Simulated changes represent a preferred network 
configuration. Alternatively, all measurements may be simu 
lated in order to provide assistance in defining a network, or 
all measurements may be actual, So that over time a network 
administrator may determine whether a new configuration is 
Superior to a previous configuration. 

0050 Thus, according to this embodiment one evaluates 
the present capacity of the network, and then determines the 
potential effect on network capacity of a change in network 
configuration. Examples of Such changes include relocating/ 
adding/deleting network devices, relocating/adding/deleting 
network users, relocating/adding/deleting Subnets and/or 
Switches, modifying policies that govern communications, 
and modifying routing or Switching algorithms. The alter 
nate configurations may be automatically generated and 
evaluated and if Superior, these alternate configurations may 
be implemented. 

0051 FIG. 6 shows a process flow diagram in accor 
dance with an embodiment of the invention. In step 61, 
network Volume acroSS at least Some of the links of a 
network is measured. This volume V may be represented by 
a number of bytes of data, number of data packets, number 
of cells, or any Similar unit which is representative of the 
Volume of data. Then, the network capacity, utilization, and 
balance is evaluated based upon the current network con 
figuration and the network Volume data (step 62). The 
network configuration may be a factor in this evaluation 
when it defines the traffic capabilities of certain links. 
0.052 In step 63, a scenario with an alternate network 
configuration is defined, either by a network administrator, 
or by extracting data from a database of alternative configu 
rations, or by automatically generating data that defines the 
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alternate configuration. Then, in Step 64, the network capac 
ity, utilization, and balance is evaluated for the alternate 
configuration. If additional Scenarios are desired as deter 
mined in step 65, then steps 63 and 64 may be repeated for 
the additional Scenarios. Once alternate configurations have 
been evaluated, these evaluations are compared with one 
another to select a desired configuration (step 66), and the 
network configuration may then altered to the desired con 
figuration (step 67). 
0053 FIG. 7 is a block diagram of a particular embodi 
ment of the invention, which includes a capacity evaluation 
and planning (CEP) module 70 that receives live network 
data 71 as well as user inputs 72 (Such as Scenario definition 
and configuration selection). The CEP module 70 may also 
be coupled to a display 73 for displaying results to the user, 
and may also provide control outputS 78 to cause the 
network configuration to be altered if desired. 
0054. At least one embodiment of the invention includes 
a network monitor as the primary means to collect the live 
network data 71. However, alternate configurations may 
receive only simulation data, previously Stored data, or a 
combination of actual data, Simulation data, and Stored data. 
Examples of Suitable network monitors include the follow 
ing: 1) Sniffer, Network General Corporation, 4200 Bohan 
non Drive, Menlo Park, Calif. 94025; 2) NetMetrix, 
Hewlett-Packard Corporation, 1 Tara Boulevard, Nashua, 
N.H. 03062; 3) LANalyzer, Novell, Inc., 122 East 1700 
South, Provo, Utah 84606–6194; and 4) SPECTRUM Net 
work Management System, Cabletron Systems, Inc., Roch 
ester, N.H. The network monitor may include basic low 
level programs such as “Etherfind” on Sun workstations, or 
“NetSnoop” on Silicon Graphics IRIX workstations. 
0055 One embodiment of the CEP module 70, as shown 
in FIG. 7, includes a network capacity database 74, prede 
termined data 75, a display interface 76, and a capacity 
control/evaluation module 77. The network capacity data 
base 74 receives the live network data 71 as well as the 
predetermined data 75, and is controlled by the capacity 
control/evaluation module 77, which in turn receives the 
user inputs 72 and provides the control outputs 78. The 
display interface 76 is coupled between the network capacity 
database 74, the capacity control/evaluation module 77, and 
the display 73. 
0056 An overview of the operation of the system shown 
in FIG. 7 is as follows. The network capacity database 74 is 
populated with live network data 71, Such as data indicative 
of traffic being transmitted over links of the network. Addi 
tionally, the network capacity database 74 may be populated 
with predetermined data 75 indicative of capacity of the 
links. The capacity control/evaluation module 77 then 
extracts data from the network capacity database 74, per 
forms operations such as those shown in FIG. 5 on the data 
to create additional data, and Stores the additional data in the 
network capacity database 74. This additional data, which 
includes for example results of comparisons among alternate 
network configurations, may then be displayed to the user 
Via display 73. Additionally, the user can define Scenarios 
and Select the desired configuration via user inputs 72, and 
the capacity control/evaluation module 77 may control the 
network directly or via interim control mechanisms to 
invoke the desired network configuration. 
0057. One embodiment of the invention will be explained 
with reference to a theoretical hybrid network 80 including 
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both packet and cell-based Segments, for example that 
shown in FIG. 8. The network 80 includes eight nodes 
N1-N8. Nodes N1, N2, N3, and N4, are indicated as squares 
in FIG. 8 to represent cell-based Switches, while nodes N5, 
N6, N7, and N8 are indicated as circles to represent packet 
based subnets. Subnet N5 is coupled to Switch N1 via packet 
link 1-5, Subnet N6 is coupled to Switch N2 via packet link 
2-6, Subnet N7 is coupled to Switch N3 via packet link 3-7, 
and subnet N8 is coupled to Switch N4 via packet link 4-8. 
Additionally, FIG. 8 depicts a mesh switched network 
among the Switches N1-N4, wherein: Switch N1 is coupled 
to Switches N2, N3 and N4 by cell links 1-2, 1-3, and 1-4 
respectively; Switch N2 is coupled to Switches N3 and N4 by 
cell links 2-3 and 2-4 respectively; and Switches N3 and N4 
are coupled via cell links 3-4. For example, the cell links of 
FIG. 8 may be asynchronous transfer mode (ATM) links 
over which 58-byte segments of packets are transfered. 

0.058 Embodiments of the invention are described below 
with respect to a hybrid network Such as that shown in FIG. 
8 to show that the features are applicable to cell-based 
networks as well as packet-based networkS. 

0059 FIG. 9 is a process flow diagram showing steps for 
performing capacity evaluation and planning (CEP) based 
upon link traffic volume and link traffic capability. Addi 
tionally, FIG. 10 shows exemplary structure 100 of the 
network capacity database 74 of FIG. 7, including link 
identifiers for each of the links of FIG. 8. This process and 
databased may be used to propose alternative configurations 
for the network of FIG. 8, as described hereinafter. 

0060. In step 91 (FIG. 9), the traffic capability BWTOX) 
of link X is determined for a particular amount of time T, 
where X is an identifier of one of the links under analysis. 
The traffic capability BWT may be determined for all links 
of a network, or for Selected links for which analysis is 
desired. The traffic capability BWT may be calculated by 
multiplying the theoretical bandwidth (i.e., throughput) of a 
link by the time T; it may be further adjusted based upon 
overhead associated with the link X, if it is desired to remove 
this overhead from its impact on the bandwidth data. 

0061 An upper bound UB and lower bound LB are 
defined for each link by a System administrator; these are the 
defined limits within which the system should be operating 
for optimal performance. The traffic capability BWT, upper 
bound UB, and lower bound LB are referred to as prede 
termined data 102 in FIG. 10, and may be stored in the 
predetermined data 75 in FIG. 7. 

0062) In step 92, the actual traffic volume V(X) for link 
X is measured for the amount of time T, and Stored as 
measured data 101. Note that the time T for steps 91 and 92 
may be the same, or alternatively capabilities BWT and 
volumes V may be normalized or otherwise extrapolated to 
provide comparable data. From the volume V(X) and capa 
bility BWTOX), the average bandwidth usage ABU(X) is 
determined in Step 93, for time T, as indicated in equation 
(1): 

ABU(X)=V(X)/BWTOX). (1) 

0063 Thus, average bandwidth usage ABU(X) is a mea 
Sure of the percentage of the total link X capability that is 
currently being used over time T. For example, a usage 
ABU(X) of 5% would indicate that link X may be underuti 
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lized because during the time Tonly 5% of its capability was 
used; this may represent exceSS capability and/or a Subop 
timal usage of resources. 
0064. In step 94, a contribution to overall bandwidth 
COB(X) is determined for link X with respect to all of the 
bandwidth in the network (i.e., all of the links in a designated 
network portion), as indicated in equation (2): 

BWTX) (2) 
COB(x) = y wrii 
where i = 1,... N for N nodes. 

0065 Similarly, a contribution to overall traffic COTOX) 
is determined for link X with respect to all of the traffic in 
the network (step 95): 

V(X). (3) 
y V(I) 

where i = 1,... N for N nodes. 

COT(X) = 

0066. The contribution to overall bandwidth COB defines 
a percentage of the bandwidth for a particular link X with 
respect to all bandwidth, while the contribution to overall 
traffic COT is a measure of the percentage of the actual 
traffic transmitted by the link X with respect to all traffic 
during the time T under consideration. Generally, if these 
percentages are similar for different links, then it means that 
the network is well-balanced with respect to both actual 
usage (traffic) and potential usage (bandwidth). Since a 
balanced network is generally desirable, these percentages 
may be used to determine the overall balance of a network. 
0067. These two contributions may also be compared 
with each other for a particular link X (step 96) by taking a 
difference, to define an evaluation of link balance ELB(X) 
for the particular link X according to equation (4): 

0068. When the contribution to overall bandwidth COB 
is equal to the contribution to overall traffic COT for a 
particular link, this is indicative that there is an ideal 
balance-the link is providing its “fair share” of the overall 
workload of the network. If the evaluation of link balance 
ELB is negative, then the link is doing less than its fair share, 
and if the evaluation of link balance ELB is positive, then the 
link is doing more than its fair share. 
0069 FIGS. 11A-C illustrate three different evaluations 
of link balance ELB for three links on a network having an 
overall bandwidth of 8000, i.e., capability to transfer 8000 
traffic units over time T. In FIG. 11A, link L1, having a 
BWTOL1)=4000 provides 50% (4000/8000) of the overall 
bandwidth of a network, while links L2 and L3 each provide 
25% of the overall bandwidth (where BWTOL2) and 
BWTOL3) are each 2000). Thus, the contribution to overall 
bandwidth COB for link L1 is 50%, while the contribution 
to overall bandwidth COB for links L2 and L3 are each 25%. 
Additionally, the contribution to overall traffic COT of link 
L1 is also 50% (a volume V(L1) of 2000 traffic units over 
time T out of the total 4000 traffic units), while the contri 
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bution to overall traffic COB for links L2 and L3 are each 
25% (where volume V(L2) and V(L3) are each 1000 traffic 
units over time T). Accordingly, for the example shown in 
FIG. 11A, the evaluation of link balance ELB for each link 
is Zero (i.e., there is no difference between the contribution 
to overall bandwidth COB and the contribution to overall 
traffic COT). This may be considered an optimal balance. 
0070. In the example illustrated in FIG. 11B, the traffic 
volume for link L1 V(L1) has increased to 3000 units, while 
all other parameters (of FIG. 11A) remain the same. Thus, 
the contribution to overall traffic of link L1 has increased to 
60% (3000/5000), while the contribution to overall traffic 
COT of links L2 and L3 have each decreased to 20% 
(1000/5000). Since the bandwidth capabilities have not 
changed, the evaluation of link balance for link L1 ELB(L1) 
is 10% (60%-50%), while the evaluation of link balance for 
each of links L2 and L3 is now -5% (20%-25%). Thus, in 
the example of FIG. 11B, link L1 is carrying more than its 
fair share, while links L2 and L3 are each carrying slightly 
less than their fair Shares. 

0071. In the example illustrated in FIG. 11C, the traffic 
volume for link L1 V(L1) has decreased to 1000 units while 
all other parameters remain the same. Thus, the contribution 
to overall traffic of link L1 has decreased to 33% (1000/ 
3000), while the contribution to overall traffic COT of links 
L2 and L3 have each increased to 33% (1000/3000). Since 
the bandwidth capabilities have not changed, the evaluation 
of link balance for link L1 ELB(L1) is now -1.7% (33%- 
50%), while the evaluation of link balance for each of links 
L2 and L3 is now 8% (33%-25%). Thus, in the example of 
FIG. 11B, link L1 is carrying less than its fair share while 
linkSL2 and L3 are each carrying more than their fair shares. 
0072. In step 97 of FIG. 9, a metric for evaluation of link 

utilization ELU is determined for link X, with respect to the 
upper bound UB and lower bound LB defined by the system 
administrator or derived from predetermined data, as shown 
in equation (5): 

0073. In equation (5), the term “-o” represents a “Zeroed 
Subtraction,” in which the difference is determined between 
two values, and the result is the difference if the difference 
is positive but the result is always equal to Zero if the 
difference is negative. For example, 7-o 5=2, while 7-o 
20=0. 

0.074 The evaluation of link utilization ELU is represen 
tative of how much, if at all, the average bandwidth usage 
ABU is either above or below the range defined by the upper 
bound UB and the lower bound LB for a link. These 
boundary values allow the System administrator to tailor the 
evaluation of link utilization to the particulars of the network 
under consideration. Ideally, the link utilizations will be 
within the bounds set by the system administrator, so the 
ELU will be equal to zero. 
0075 FIGS. 12A-C pictorially show examples of differ 
ent evaluations of link utilization ELU for a particular link. 
In each of FIGS. 12A-C, the upper bound UB is 75% while 
the lower bound LB is 50%. In FIG. 12A, the average 
bandwidth usage ABU is 62%, resulting in an evaluation of 
link utilization ELU of 0, i.e. 62-o 75-50-o 62=0-0=0. 
In FIG. 12B usage ABU is 25%, resulting in an evaluation 
of link utilization ELU of -25%, i.e. 25-o 75-50-o 
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25=0-25 =-25. In FIG. 12C, the average bandwidth usage 
ABU is 87%, resulting in a evaluation of link utilization 
ELU of 12%, i.e. 87-o 75-50–o 87=12-0=12. 
0076). In step 98 (FIG. 9), the link balance and link 
utilization evaluations may be compared with one another to 
determine metricS for network capacity and network bal 
ance. One example of Such a metric is referred to as 
evaluation of link capacity ELC, determined from the evalu 
ation of link balance ELB and the evaluation of link utili 
zation ELU, as indicated in equation (6): 

0077. In this example, the evaluation of link capacity 
ELC is the length of a vector that represents a Sum of a 
vector representing an evaluation of link balance ELB, and 
a vector orthogonal to the ELB vector representing an 
evaluation of link utilization ELU. This is graphically shown 
in the graph of FIG. 13A, where evaluation of link balance 
ELB is plotted along the x-axis while evaluation of link 
utilization ELU is plotted along the y-axis. In this manner, 
a Single quantity ELC can be used to represent network 
capacity, utilization and balance, wherein a lower value of 
ELC is generally desirable. For example, a Situation in 
which both ELB and ELU are equal to zero, and thus ELC 
is equal to Zero, is ideal. 
0078. In FIG. 13A, vector A represents a situation in 
which both the evaluation of link balance ELB and the 
evaluation of link utilization ELU are Zero, which is repre 
sentative of a network which is ideally balanced; the result 
ing ELC (A) (from equation 6) is also zero. Vector B 
represents an ELB of 0 and an ELU of 10 (per equation 6); 
this yields an ELC (B) of 10. Vector C represents an ELU of 
20, and an ELC of 20; this yields an ELC (C) of 28. Vector 
D represents an ELB of 9 and an ELU of 0; this yields an 
ELC (D) of 9. Vector E represents an ELB of 10 and an ELB 
of -10; this yields an ELC (E) of 14. 
007.9 FIG. 13A is a representative display which enables 
a System administrator to make decisions about network 
configuration. The Specific quadrant within which the evalu 
ation of link capacity ELC is plotted, provides useful infor 
mation. In particular, a vector that is plotted in quadrant I 
indicates that the link is doing more than its fair share and 
is also exceeding its upper bound UB (of link utilization). 
Such a situation may be resolved (adjusted) by adding 
resources, e.g., another link in parallel with the link under 
consideration; this would serve to reduce both ELB and 
ELU, thus reducing ELC. In contrast, an ELC vector in 
quadrant III indicates that the link is doing less then its fair 
share and is also below its lower bound LB, which means 
that a link with leSS capacity may be Substituted. 
0080. An ELC vector in quadrant II indicates that the link 
is performing less than its fair share, but is above its upper 
bound UB (in link utilization). An ELC vector in quadrant 
IV indicates that the link is performing more than its fair 
share, but is below its lower bound LB. It should be 
understood that in different applications it may be desirable 
to place upper and lower bounds on other parameters, Such 
as ELB, or not to use Such boundaries. 
0081. Another example of the applicability of a compari 
Son of both link balance and link utilization is shown in 
FIGS. 13B-C. These figures show average link bandwidth 
ABU and contribution to overall traffic COT for three 
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different links L1-L3, as compared to an upper bound UB 
and a lower bound LB for each of the three links L1-L3. In 
each of FIGS. 13B-C, it is assumed that the respective ABU 
and COT for a given link are equal. FIG. 13B illustrates a 
Situation in which each link is in perfect balance, but each 
is also over-utilized. In contrast, FIG. 13C illustrates a 
situation in which each of links L1-L3 is within the range 
between the upper bound UB and lower bound LB (properly 
utilized), but the links are out of balance (as indicated by the 
COT and ABU for link L1 being significantly higher than the 
COT and ABU for links L2 and L3). 
0082 In addition to the metrics defined above for single 
links, it may be desirable to have a Single metric that 
represents an evaluation of network capacity (ENC) for an 
entire network, So that a System administrator may evaluate 
the current network configuration with respect to an alter 
nate network configuration. One example of ENC is to Select 
the greatest ELC for all ELCs of a network. This evaluation 
is useful because the performance of a network is often 
limited by the link which is performing the worst-such a 
link representing a bottleneck in data communications. 
Thus, one version of an evaluation of network capacity ENC 
is shown in equation (7): 

ENC=MAX(ELC(X) for all X) (7) 

0083) For equation (7), a lower ENC represents a better 
performing network because in general lower ELCS are 
preferred (as discussed above). In an alternative embodi 
ment, the metric for evaluation of network capacity ENC is 
determined based upon a standard deviation over all ELCS 
of a link, as indicated in equation (8): 

0084 where AVE is the average. 
(8) 

0085 Equation (8) is a measure of how well the network 
is performing overall, and it is generally desirable that the 
ENC be zero or close to zero. As indicated above, it may be 
desirable to evaluate potential alternate configurations of a 
network to provide an ENC which is Superior to the ENC of 
the current network configuration. Alternate configurations 
may be achieved in many ways, Such as moving network 
Servers among Subnets, adding/deleting nodes, or adding/ 
deleting Switches. 

0086). As illustrated in FIG. 9, the inputs to the ENC 
evaluation are link traffic capability (BWT) and actual link 
traffic volume (V). Alternate configurations of a network 
may be simulated by Simply modifying one or more of these 
variables, and then re-calculating the metric for ENC. This 
is a simple simulation which may be achieved with leSS 
processing and memory resources than required by the prior 
art Simulators. For example, if it were desirable to evaluate 
an alternate to the network configuration of FIG. 8 in order 
to double the link capacity of cell link 3-4 (for example by 
adding a port each of Swiches N2 and N3, and coupling these 
ports together), it is only necessary to change the value in the 
table of FIG. 10 that corresponds to the row of link 3-4 and 
the column labeled “BW' to be double the previous value. 
Then the evaluation factors 103 may be re-calculated based 
upon this new data, and these factors may be evaluated to 
determine the desirability of Such a modification. 
0.087 For some network changes this activity is straight 
forward. For example, adding or deleting bandwidth of a 
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link is relatively simple, and may be achieved by upgrading 
the devices that connect via the link. Such a change may be 
simulated by increasing the corresponding values for BWT. 
However, other configuration changes may be more com 
plex, Such as those that affect the routing by which traffic is 
communicated. For example, adding a Server to the network 
may affect bandwidth, but it may also affect how data is 
routed, which may significantly affect network balance. 
0088 To address this issue, the network capacity data 
base 74 (FIG. 7) may include additional information, such 
as that shown in table 140 of FIG. 14. The entries in the 
table of FIG. 14 correspond to the volume of a single link 
1-2, and are arranged by the traffic Volumes that correspond 
to respective Source and destination pairs. In particular, the 
volume column 101 of FIG. 10 may be expanded to include 
Source column 141, destination column 142, and Volume 
column 143. FIG. 14 shows that for the total volume of 
traffic transferred acroSS link 1-2 during time T, a Volume 
V12, was transferred from Node 1 to Node2, a volume 
V12, was transferred from Node 1 to Node,3, and the volume 
V12 was transferred from NodeX to NodeY. 
0089. This further classification of traffic volume as 
shown in FIG. 14 allows routing decisions for traffic 
between given destination/Source pairs to be varied to evalu 
ate alternate configurations. One approach is to modify the 
Volume column using proportional distribution. For 
example, if it were desired to double all Volume having 
Node 1 as a Source and Node2 as a destination, then all 
volumes VXY would be doubled for all links (XY) 
through which such data passes. The added volume would 
thus be distributed, from a routing perspective, in the same 
proportions as in the current network configuration. This 
approach is especially useful for the addition/deletion of 
load generating devices, Such as workStations or Servers. 
0090 Although this approach may be useful on all net 
work devices to minimize processing, it may be desirable to 
vary the approach if an ATM or other switch is being 
modified to create the alternate configuration, as opposed to 
a router. A Switch may recalculate the most optimal (e.g., 
least cost) path each time that the combined traffic over a 
call-path is above a predetermined threshold. This behavior 
does not necessarily follow a rule of proportional distribu 
tion of traffic over different links, and therefore it may be 
desirable to invoke an adaptive learning mechanism which 
monitors the Switch to determine the load distribution strat 
egy adopted by the Switch. More specifically, this may be 
achieved by studying the traffic inflow and outflow through 
a Switch and the corresponding traffic load that is generated 
on the links attached to the various Switch ports. Such a 
mechanism may be kept on-line in a training mode or 
learning mode of a live network, and could Subsequently be 
used in an off-line capacity planning analysis for the same 
network. In this manner, the Switch load distribution char 
acteristics could be modeled with Sufficient accuracy to 
project the load impact and therefore determine the Source 
destination Volumes which would be affected by changing 
the Switch. 

0091 Thus, step 63 in FIG. 6 may include generating 
alternate Volume data proportionally or based upon the 
previous performance of a network device. 
0092. The invention may be implemented as a computer 
apparatus, in hardware, Software, or a combination thereof, 
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to perform the functions of any of the previous embodi 
ments. For example, the invention may comprise a memory 
(Such as a floppy disk, compact disk, or hard drive) that 
contains a computer program or data Structure, for providing 
to a general purpose computer, instructions and data for 
carrying out the functions of the previous embodiments. 
0093 FIG. 15 shows a general purpose computer 150 
which may include a Computer Processing Unit (CPU) 151, 
memory 152, a processing bus 153 by which the CPU can 
access the memory 152, and access to a network 154. 
0094) Having thus described several particular embodi 
ments of the invention, various modifications and improve 
ments will be apparent to those skilled in the art. Accord 
ingly, the foregoing description is by way of example only, 
and not intended to be limiting. 

1. A method for evaluating network traffic on a commu 
nications network, the network having a present configura 
tion of nodes connected by a plurality of links, the method 
comprising the Steps of: 

a) determining a traffic capability for an amount of time 
for each of the plurality of links of the network; 

b) measuring a traffic volume for the amount of time 
acroSS each of the plurality of links, and 

c) evaluating a communications capability of the com 
munications network based upon the traffic capability 
and the traffic volume. 

2. The method of claim 1, wherein step c) includes 
determining a contribution to an overall bandwidth of the 
communications network by a first link of the plurality of 
links based upon the traffic capability of the first link with 
respect to a traffic capability of all of the plurality of links. 

3. The method of claim 1, wherein step c) includes 
determining a contribution to an overall traffic of the com 
munications network by a first link of the plurality of links 
based upon the traffic volume across the first link with 
respect to a traffic volume of all of the plurality of links. 

4. The method of claim3, wherein step c) further includes 
determining a contribution to an overall bandwidth of the 
communications network by the first link based upon the 
traffic capability of the first link with respect to a traffic 
capability of all of the plurality of links. 

5. The method of claim 4, wherein step c) further includes 
a step of evaluating a link balance for the first link based 
upon a comparison between the contribution to overall 
bandwidth and the contribution to overall traffic. 

6. The method of claim 1, wherein Step c) includes a step 
of evaluating a link balance for a first link of the plurality of 
links based upon a comparison between a contribution to 
overall bandwidth of the communications network by the 
first link and a contribution to overall traffic of the commu 
nications network by the first link. 
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7. The method of claim 1, further comprising a step of 
defining an upper bound and a lower bound of link utiliza 
tion for a first link of the plurality of links, and wherein step 
c) includes a step of evaluating a link utilization of the first 
link of the plurality of links with respect to the upper bound 
and the lower bound, based upon the traffic volume of the 
first link. 

8. The method of claim 1, wherein step c) includes the 
Steps of 

evaluating a link balance for a first link of the plurality of 
links based upon a comparison between a contribution 
to overall bandwidth of the communications network 
by the first link and a contribution to overall traffic of 
the communications network by the first link, 

evaluating a link utilization of the first link of the plurality 
of links based upon the traffic volume of the first link; 
and 

evaluating the communications capability of the link 
based upon a comparison of the link balance with the 
link utilization. 

9. The method of claim 1, wherein step c) includes the 
Steps of 

evaluating the communications capability of each of the 
plurality of links, and 

evaluating the communications capability of the commu 
nications network based upon the communications 
capability of each of the plurality of links. 

10. The method of claim 1, further comprising a step of 
evaluating a communications capability of an alternative 
configuration of the communications network based upon 
the traffic capability and a modified traffic volume. 

11. The method of claim 10, further comprising a step of 
modifying the configuration of the communications network 
to the alternative configuration. 

12. Apparatus for evaluating network traffic on a com 
munications nework having a plurality of links connecting 
devices, the apparatus comprising: 

a database of link traffic information including traffic 
Volume and link capacity; 

a capacity control and evaluation module connected to the 
database for receiving link traffic information from the 
database and determining a traffic capability for an 
amount of time for each of the plurality of links, and 
comparing the traffic Volume and traffic capability of 
the links to determine a network capacity parameter, 
and 

a user interface for displaying the network capacity 
parameter. 


