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METHODS, SYSTEMS, AND MEDIA FOR PRESENTING SEARCH RESULTS

Cross-Reference to Related Application

[0001] This application claims the benefit of United States Patent Application No.
14/628,093, filed February 20, 2015, which is hereby incorporated by reference herein in its entirety.

Technical Field

[0002] The disclosed subject matter relates to methods, systems, and media for

presenting search results.

Background

[0003] Vast amounts of content are being published by content providers to content sites
for consumption, such as video sharing sites and social media sites. For example, individuals
with mobile phones can record events and publish videos to a social media site for anyone to
view. Furthermore, more formal publishers, such as for example educational institutions,
advertisers, and/or production companies, produce content to be published on the same content
sites as an individual. A consumer wanting to explore available content may perform a search on
the content site to retrieve a resulting list of content. However, certain content retrieved from the
search may be deemed objectionable and/or not suitable for presentation to the consumer. For
example, children may search for media content, such as videos, audio recordings, television
programs, etc., on various computing devices. Parents may not want their children to be able to
view results from search queries that may result in mature content (e.g., violent content, sexual
content, profanity, drug use, etc.) being retrieved. Moreover, a single instance of mature content
or otherwise objectionable content that is presented to a child can be deemed to have a
devastating effect. However, it can be difficult to identify search queries that may result in

mature content.
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[0004] Accordingly, it is desirable to provide new methods, systems, and media for
presenting search results.
Summary
[0005] Methods, systems, and media for presenting search results are provided.
[0006] In accordance with some embodiments of the disclosed subject matter, a method

for presenting search results is provided, the method comprising: receiving text corresponding to
a search query entered on a user device; determining whether a content rating score associated
with the search query is below a predetermined threshold value, wherein the score is calculated
by: identifying a first plurality of search results retrieved using the search query, wherein each
search result in the first plurality of search results is associated with one of a plurality of content
ratings classes; and calculating the content rating score that is a proportion of search results
associated with at least one of the content ratings classes among the first plurality of search
results; in response to determining that the content rating score is below the predetermined
threshold value, identifying a second plurality of search results to be presented based on the
search query; and causing the second plurality of search results to be presented on the user
device.

[0007] In accordance with some embodiments of the disclosed subject matter, a system
for presenting search results is provided, the system comprising: a hardware processor that is
programmed to: receive text corresponding to a search query entered on a user device; determine
whether a content rating score associated with the search query is below a predetermined
threshold value, wherein the hardware processor is further programmed to: identify a first
plurality of search results retrieved using the search query, wherein each search result in the first
plurality of search results is associated with one of a plurality of content ratings classes; and
calculate the content rating score that is a proportion of search results associated with at least one
of the content ratings classes among the first plurality of search results; in response to
determining that the content rating score is below the predetermined threshold value, identify a
second plurality of search results to be presented based on the search query; and cause the second
plurality of search results to be presented on the user device.

[0008] In accordance with some embodiments of the disclosed subject matter, a non-

transitory computer-readable medium containing computer executable instructions that, when
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executed by a processor, cause the processor to perform a method for presenting search results, is
provided. The method comprises: receiving text corresponding to a search query entered on a
user device; determining whether a content rating score associated with the search query is below
a predetermined threshold value, wherein the score is calculated by: identifying a first plurality
of search results retrieved using the search query, wherein each search result in the first plurality
of search results is associated with one of a plurality of content ratings classes; and calculating
the content rating score that is a proportion of search results associated with at least one of the
content ratings classes among the first plurality of search results; in response to determining that
the content rating score is below the predetermined threshold value, identifying a second
plurality of search results to be presented based on the search query; and causing the second
plurality of search results to be presented on the user device.

[0009] In accordance with some embodiments of the disclosed subject matter, a system
for presenting search results is provided, the system comprising: means for receiving text
corresponding to a search query entered on a user device; means for determining whether a
content rating score associated with the search query is below a predetermined threshold value,
wherein the score is calculated by: means for identifying a first plurality of search results
retrieved using the search query, wherein each search result in the first plurality of search results
is associated with one of a plurality of content ratings classes; and means for calculating the
content rating score that is a proportion of search results associated with at least one of the
content ratings classes among the first plurality of search results; in response to determining that
the content rating score is below the predetermined threshold value, means for identifying a
second plurality of search results to be presented based on the search query; and means for
causing the second plurality of search results to be presented on the user device.

[0010] In some embodiments, the system further comprises means for applying a weight
to each of the first plurality of search results, wherein the proportion of search results associated
with at least one of the content ratings classes is calculated using the weight.

[0011] In some embodiments, the weight is determined based on a relevance of the
associated search result to the search query.

[0012] In some embodiments, the second plurality of search results is identified based on

the content rating class associated with each of the first plurality of search results.
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[0013] In some embodiments, the second plurality of search results is a subset of the first
plurality of search results.

[0014] In some embodiments, the plurality of content ratings classes correspond to a first

content rating class designated for content that is suitable for all ages and a second content rating
class designated for content that is suitable for adults.

[0015] In some embodiments, the predetermined threshold value includes a first
threshold value and a second threshold value and the system further comprises: in response to
determining that the content rating score is above the predetermined threshold value, means for
determining a first relevance of search results associated with a first of the plurality of content
ratings classes to the search query and a second relevance of search results associated with a
second of the plurality of content ratings classes to the search query; means for determining
whether the first relevance is similar to or larger than the second relevance; in response to
determining that the first relevance is similar to or larger than the second relevance, means for
identifying a third plurality of search results to be presented; and means for causing the third
plurality of search results to be presented on the user device.

[0016] In some embodiments, the system further comprises: in response to determining
that the score is above a second predetermined threshold value, means for inhibiting presentation
of search results based on the search query; and means for causing an indication that presentation
of the search results has been inhibited to be presented.

[0017] In some embodiments, the received text corresponding to the search query is
received from a human annotator and the system further comprises: means for determining
whether the search query would cause one or more search results to be presented; in response to
the determining that the search query causes the second plurality of search results to be
presented, means for causing an indication of the determination to the human annotator to be
presented along with a request to modify the search query; means for receiving additional search
queries from the human annotator and determining whether each of the additional search queries
would cause one or more search results to be presented; and means for determining whether the
content rating score should be adjusted in response to the search query, the additional search
queries, and the one or more search results response to the search query and the additional search

queries.
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Brief Description of the Drawings

[0018] Various objects, features, and advantages of the disclosed subject matter can be
more fully appreciated with reference to the following detailed description of the disclosed
subject matter when considered in connection with the following drawings, in which like
reference numerals identify like elements.

[0019] FIG. 1 shows a schematic diagram of an example of a system for presenting
search results in accordance with some embodiments of the disclosed subject matter.

[0020] FIG. 2 shows an example of hardware that can be used in a server and/or a user
device in accordance with some embodiments of the disclosed subject matter.

[0021] FIG. 3 shows an example of an information flow diagram for presenting search
results in accordance with some embodiments of the disclosed subject matter.

[0022] FIG. 4 shows an example of a process for calculating a safety score associated
with a search query in accordance with some embodiments of the disclosed subject matter.
[0023] FIG. 5 shows an example of a process for determining whether a search query is
to be blocked in accordance with some embodiments of the disclosed subject matter.

[0024] FIG. 6 shows an example of a process for classifying a search query in
accordance with some embodiments of the disclosed subject matter.

[0025] FIG. 7 shows an example of a process for calculating a relevance score of a search
query and an associated search result in accordance with some embodiments of the disclosed
subject matter.

[0026] FIGS. 8A and 8B shows examples of user interfaces for indicating that a search
query has been blocked and for presenting search results retrieved based on a search query,
respectively, in accordance with some embodiments of the disclosed subject matter.

[0027] FIG. 9 shows an example of a user interface for receiving user inputs to filter

search results in accordance with some embodiments of the disclosed subject matter.

Detailed Description

[0028] In accordance with various embodiments, mechanisms (which can include
methods, systems, and media) for presenting search results are provided.
[0029] In some embodiments, the mechanisms described herein can receive a search

query from a user device, and can determine if the search query is to be blocked based on
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information related to search results retrieved in connection with the search query. Ifitis
determined that the search query is to be blocked, the mechanisms can cause an indication that
the search query has been blocked to be presented on the user device. If it is determined that the
search query is not to be blocked, the mechanisms can cause some or all of the retrieved search
results to be presented on the user device. In some embodiments, the determination of whether
the search query is to be blocked can be made regardless of a language in which the search query
is written.

[0030] In some embodiments, the mechanisms can determine that a search query is to be
blocked using any suitable techniques. For example, in some embodiments, the mechanisms can
determine a proportion of search results that are associated with content indicated as being safe
for presentation (e.g., to children of a particular age), and can determine that the search query is
not to be blocked if the proportion exceeds a threshold. As another example, in some
embodiments, the mechanisms can generate a distribution of content ratings or class of content
ratings associated with the search results, and can calculate a skew of the distribution to
determine if the search results are skewed towards content suitable toward a particular
demographic (e.g., suitable for children, suitable for adults, and/or any other suitable
demographic). As yet another example, in some embodiments, the mechanisms can determine a
classification associated with the search query indicating the relative safety of search results
associated with the query. Particular examples of classifications can include: queries that
children are likely to search for and are likely to produce safe content, queries that children are
likely to search for and are likely to produce mature content, queries that children are unlikely to
search for and/or should not search for, neutral queries (e.g., those that are broad) and may
produce mature content, and/or queries likely to produce particular types of mature content (e.g.,
sexual content, violence, drug use, and/or any other types of mature content).

[0031] In some embodiments, in response to determining that the search query is not to
be blocked, the mechanisms can identify a subset of search results to be presented. For example,
in some embodiments, if the search query is determined to be safe (e.g., based on a proportion of
mature content associated with search results returned from the query, based on a classification
of the query, and/or based on any other suitable information), all search results associated with
particular content ratings or particular classes of content ratings (e.g., those that are suitable for

all ages, and/or any other suitable content ratings or classes of content ratings) can be presented.
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As another example, if the search query is determined to be possibly safe (e.g., based on a
determination that the proportion of mature content associated with the search results is in a
particular range and/or based on a classification of the query), the mechanisms can identify
particular search results to be presented. In some such embodiments, the search results can be
identified based on any suitable information, such as content ratings or classes of content ratings
associated with the search results, popularity of the search results, relevance of the search results
to the search query, and/or any other suitable information.

[0032] The mechanisms described herein can be used in multiple applications. For
example, in some embodiments, search queries that tend to retrieve search results associated with
mature content can be identified and can be blocked, preventing mature results from being
presented to a particular user or to a particular device. As another example, in some
embodiments, search queries that are directed to broad search terms (e.g., a single word, a name
of a country, etc.) that tend to retrieve a broad range of search results that may include both safe
and unsafe content can be identified, and further analysis can be conducted to identify a subset of
the search results that is deemed to include safe content. As a more particular example, in
instances where a search query tends to retrieve both safe and unsafe search results, the
mechanisms described herein can cause search results that are mislabeled as being safe for
presentation to not be presented, for example, by ranking search results based on relevance to the
search query, relative safety of search results that are frequently visited in connection with the
search result, popularity of the search result with a particular demographic (e.g., children, and/or
any other suitable demographic), and/or any other suitable information. These mechanisms can,
for example, be implemented to reduce the exposure to such risks.

[0033] It should be noted that, although the embodiments described herein relate to video
content and, in response to receiving a search query, presenting search results from a corpus of
video content, the mechanisms described herein can be used to present search results from any
suitable corpus. For example, in some embodiments, the corpus can include audio content (e.g.,
music, radio programs, audiobooks, and/or any other suitable content), games, electronic
documents (e.g., emails, e-books, and/or any other suitable electronic documents), and/or any
other suitable corpus of content.

[0034] Turning to FIG. 1, an example 100 of hardware for providing search results

responsive to a search query that can be used in accordance with some embodiments of the
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disclosed subject matter is shown. As illustrated, hardware 100 can include one or more servers,
such as a search server 102 and a safety score server 104, a communication network 106, and
one or more user devices 108.

[0035] Search server 102 can be any suitable server for receiving a search query,
determining whether the search query is to be blocked, and/or determining which search results
to present in response to the search query. For example, in some embodiments, search server
102 can determine whether a search query is to be blocked based on information indicating a
proportion of search results associated with a particular content rating or class of content rating,
as shown in and described below in connection with FIGS. 3-5. Additionally or alternatively, in
some embodiments, search server 102 can determine whether a search query is to be blocked
based on information indicating the relevance of search results to a particular search query. As
another example, in some embodiments, search server 102 can determine which search results
retrieved based on the search query are to be presented. In a more particular example, in some
embodiments, search server 102 can identify which search results are to be presented based on a
relevance of the search results to the search query, as described below in connection with FIGS.
4 and 5. In some embodiments, search server 102 can be omitted.

[0036] Safety score server 104 can be any suitable server for calculating a score
indicating a suitability of a particular search query. For example, in some embodiments, safety
score server 104 can calculate the score by retrieving search results associated with the search
query and determining a proportion of the retrieved search results that are associated with one of
two classes of content ratings, as shown in and described below in connection with FIG. 4. It
should be noted, however, that any suitable designated content ratings or classes of content
ratings can be selected (e.g., determining whether each of the content items included in a set of
search results have a content rating that belongs to one of three content rating classes). As
another example, in some embodiments, safety score server 104 can calculate the score by
generating a distribution of content ratings corresponding to search results associated with the
search query and can calculate a skew of the distribution, as described below in connection with
FIG. 4. As yet another example, in some embodiments, safety score server 104 can determine a
classification associated with a search query, as shown in and described below in connection

with FIG. 7. In some embodiments, safety score server 104 can be omitted.
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[0037] Communication network 106 can be any suitable combination of one or more
wired and/or wireless networks in some embodiments. For example, communication

network 106 can include any one or more of the Internet, a mobile data network, a satellite
network, a local area network, a wide area network, a telephone network, a cable television
network, a WiFi network, a WiMax network, and/or any other suitable communication network.
[0038] User device(s) 108 can include any one or more user devices suitable for entering
search queries and/or presenting search results. For example, in some embodiments, user
device(s) 108 can include mobile devices, such as a mobile phone, a tablet computer, a laptop
computer, a vehicle (e.g., a car, a boat, an airplane, or any other suitable vehicle) entertainment
system, a portable media player, or any other suitable mobile device. As another example, in
some embodiments, user device(s) 108 can include non-mobile devices such as a desktop
computer, a set-top box, a television, a streaming media player, a game console, or any other
suitable non-mobile device.

[0039] Although search server 102 and safety score server 104 are illustrated as separate
devices, any one or more of these devices can be combined into one device in some
embodiments. Also, although only one search server 102 and one safety score server 104 are
shown in FIG. 1 to avoid over-complicating the figure, any suitable number of each of these
devices can be used in some embodiments.

[0040] Although only one user device 108 is shown in FIG. 1 to avoid over-complicating
the figure, any suitable number of each of these devices, and any suitable types of these devices,
can be used in some embodiments.

[0041] Search server 102, safety score server 104, and user device 108 can be
implemented using any suitable hardware in some embodiments. For example, in some
embodiments, devices 102, 104, and 108 can be implemented using any suitable general purpose
computer or special purpose computer. For example, a server may be implemented using a
special purpose computer. Any such general purpose computer or special purpose computer can
include any suitable hardware. For example, as illustrated in example hardware 200 of FIG. 2,
such hardware can include hardware processor 202, memory and/or storage 204, an input device
controller 206, an input device 208, display/audio drivers 210, display and audio output circuitry

212, communication interface(s) 214, an antenna 216, and a bus 218.
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[0042] Hardware processor 202 can include any suitable hardware processor, such as a
microprocessor, a micro-controller, digital signal processor(s), dedicated logic, and/or any other
suitable circuitry for controlling the functioning of a general purpose computer or a special
purpose computer in some embodiments.

[0043] Memory and/or storage 204 can be any suitable memory and/or storage for storing
programs, data, media content, and/or any other suitable information in some embodiments. For
example, memory and/or storage 204 can include random access memory, read-only memory,
flash memory, hard disk storage, optical media, and/or any other suitable memory.

[0044] Input device controller 206 can be any suitable circuitry for controlling and
receiving input from one or more input devices 208 in some embodiments. For example, input
device controller 206 can be circuitry for receiving input from a touch screen, from one or more
buttons, from a voice recognition circuit, from a microphone, from a camera, from an optical
sensor, from an accelerometer, from a temperature sensor, from a near field sensor, and/or any
other type of input device.

[0045] Display/audio drivers 210 can be any suitable circuitry for controlling and driving
output to one or more display/audio output circuitries 212 in some embodiments. For example,
display/audio drivers 210 can be circuitry for driving an LCD display, a speaker, an LED, or any
other type of output device.

[0046] Communication interface(s) 214 can be any suitable circuitry for interfacing with
one or more communication networks, such as network 106 as shown in FIG. 1. For example,
interface(s) 214 can include network interface card circuitry, wireless communication circuitry,
and/or any other suitable type of communication network circuitry.

[0047] Antenna 216 can be any suitable one or more antennas for wirelessly
communicating with a communication network in some embodiments. In some embodiments,
antenna 216 can be omitted when not needed.

[0048] Bus 218 can be any suitable mechanism for communicating between two or more
components 202, 204, 206, 210, and 214 in some embodiments.

[0049] Any other suitable components can be included in hardware 200 in accordance
with some embodiments.

[0050] Turning to FIG. 3, an example 300 of an information flow diagram for

determining whether a search query is to be blocked and, if it is determined that the search query
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is not to be blocked, presenting search results retrieved based on the query is shown in
accordance with some embodiments of the disclosed subject matter. In some embodiments,
information flow diagram 300 can be implemented on user device 108, search server 102, and/or
safety score server 104,

[0051] User device 108 can begin by receiving a search query from a user at 302. The
search query can correspond to a search of any suitable corpus of content. For example, in some
embodiments, the search query can correspond to a search of video content. As another
example, in some embodiments, the search query can correspond to a search of a database that
includes any suitable information (e.g., information related to media content, information related
to documents, and/or any other suitable information). In some embodiments, the search query
can include any suitable characters and can be of any suitable length. In some embodiments, the
search query can be received in any suitable manner. For example, in some embodiments, the
search query can be received as text input received from a keyboard and/or a touchscreen, as text
input converted using speech recognition techniques from spoken speech received through a
microphone of user device 108, and/or received in any other suitable manner.

[0052] At 304, search server 102 can receive the search query and can request
information indicating the safety of the search query from safety score server 104. In some
embodiments, the received information can include information indicating content ratings or
classes of content ratings associated with search results retrieved in association with the search
query. For example, in some embodiments, the received information can indicate a proportion of
search results associated with content corresponding to a particular content rating or class of
content ratings (e.g., suitable for all ages, and/or any other suitable content rating). As another
example, in some embodiments, the received information can indicate a skew of a distribution of
content ratings associated with the search results, as described below in connection with block
406 of FIG. 4. In some embodiments, the requested information can be used to determine
whether the search query is to be blocked (as described below in connection with block 308)
and/or to determine which search results associated with the search query are to be presented (as
described below in connection with block 312).

[0053] Note that, in some embodiments, search server 102 can parse the received search
query in any suitable manner and can review search results retrieved based on the parsed

portions of the search query. For example, in some embodiments, search server 102 can parse
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the received search query to determine an intent of the search query. As a more particular
example, in some embodiments, search server 102 can parse the received search query to
determine that particular words and/or phrases are directed to and/or are related to mature
content. In some embodiments, search server 102 can parse the search query using any suitable
technique(s). For example, in some embodiments, search server 102 can determine words and/or
phrases related (e.g., synonyms, an entity type associated with a particular name in the query,
words that appear frequently with words and/or phrases in the query, and/or any other suitable
related words and/or phrases) to those included in the search query. In some embodiments, in
response to determining that a search query is directed to and/or related to mature content, search
server 102 can cause the search query to be blocked (e.g., by presenting an indication that no
search results will be presented).

[0054] At 306, safety score server 104 can calculate a safety score in response to
receiving the request from search server 102. Safety score server 104 can calculate the safety
score using any suitable information and suitable technique(s). For example, in some
embodiments, safety score server 104 can retrieve an unfiltered group of search results
associated with the search query and can determine a proportion of the search results that are
associated with a particular content rating or class of content ratings (e.g., suitable for all ages,
and/or any other suitable content rating or class of content ratings), as shown in and described
below in connection with FIG. 4. As another example, in some embodiments, safety score server
104 can determine a classification (e.g., that the query is likely to be associated with mature
content, that the query is likely to not be associated with mature content, that the query is one
that children are not likely to and/or should not enter, and/or any other suitable classification)
associated with the search query, as shown in and described below in connection with FIG. 6.
Note that, in some instances, a safety score and/or a classification may have been previously
determined for a particular search query. In some such embodiments, safety score server 104
can access a database of stored safety scores and/or stored classification corresponding to
previously analyzed search queries rather than calculating the score and/or the classification.
Safety score server 104 can then transmit the safety score to search server 102.

[0055] At 308, search server 102 can determine whether to block the search query based
on the received safety score using any suitable information and any suitable technique(s). For

example, in some embodiments, search server 102 can determine that the query is to be blocked
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completely (that is, that no search results are to be presented) in response to determining that a
proportion of search results associated with the query that correspond to particular content
rating(s) or class(es) of content ratings (e.g., suitable for all ages, and/or any other suitable
content rating) is below a predetermined threshold (e.g., less than 50% of the search results,
and/or any other suitable proportion). As another example, in some embodiments, search server
102 can determine that the query is not to be blocked in response to determining that a
proportion of search results associated with the search query to correspond to unsuitable content
(e.g., only suitable for adults, and/or any other suitable content rating) is below a predetermined
threshold. As yet another example, in some embodiments, search server 102 can determine that
the search query is to be partially blocked in response to determining that the proportion of
search results associated with the query that correspond to particular content rating(s) or class(es)
of content ratings (e.g., suitable for all ages, and/or any other suitable content rating) is within a
predetermined range (e.g., between 50% and 90% of the search results, and/or any other suitable
range). A more particular example of a process for determining whether to block the search
query is shown in and described below in connection with FIG. 5. As still another example, in
some embodiments, search server 102 can determine that the search query is to be blocked in
response to determining that the search query is associated with a particular classification (e.g.,
one that children do not and/or should not search for, one that is associated with search results
corresponding to mature content, and/or any other suitable classification), as shown in and
described below in connection with FIG. 6.

[0056] In some embodiments, the predetermined threshold at which search server 102
determines that a search query is to be blocked or allowed can be determined based on any
suitable information. For example, in some embodiments, the predetermined threshold can be
determined based on parameters associated with the search query itself, such as a length of the
search query (e.g., a number of words and/or characters of the search query) and/or the length
and/or complexity of individual words in the search query. As a more particular example, in
some embodiments, in response to determining that the search query has more than a particular
number of words and/or an average word length greater than a predetermined threshold value
(for example, indicating that the search query was entered by an older child, a teenager, and/or
an adult), search server 102 can determine that the proportion of search results associated with

classes of content ratings indicating that the content is suitable for children can be relatively
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lower than for a shorter search query and/or a search query with a shorter average word length.
As another example, in some embodiments, the predetermined threshold value can be calculated
based on viewing patterns associated with a user account authenticated on user device 108. As a
more particular example, if it is determined that content corresponding to particular classes of
content ratings (e.g., suitable for teenagers, suitable for adults, and/or any other suitable content
ratings) have been presented, search server 102 can determine that the proportion of search
results indicated as suitable for all ages can be relatively lower.

[0057] Note that, in some embodiments, search server 102 can determine that a search
query is to be blocked completely based on information indicating that the search query has been
previously flagged by users (e.g., children, parents, teachers, and/or any other suitable user) as
being an unsuitable query and/or one that is likely to generate search results associated with
mature content. In some embodiments, search server 102 can receive such indications from
users and can store indications of flagged search queries for future use.

[0058] If, at 308, it is determined that the search query is to be blocked completely ("yes"
at 308), user device 108 can present an indication that the search query has been blocked at 310.
For example, in some embodiments, user device 108 can present a message indicating that the
search query was blocked and that no search results are being returned in response to the query,
as shown in and described below in connection with FIG. 8A. In some embodiments, the
message can indicate a reason for blocking the search query, for example, indicating that the
query was determined to be directed at mature content (e.g., only suitable for adults, and/or any
other suitable type of content) and/or determined to be directed at a particular type of mature
content (e.g., violence, sexual content, profanity, and/or any other type of mature content).
[0059] Note that, in some embodiments, verification that blocked search queries were
correctly blocked, that not-to-be-blocked or allowed search queries were correctly allowed, and
measuring the blockage of particular queries (e.g., non-children-inappropriate queries relating to
“foreign policy” or “tax preparation”) can be performed in any suitable manner. For example, in
some embodiments, a search query that was blocked can be compared to a stored list of search
queries that have been previously determined to be unsafe (e.g., are associated with a high
proportion of mature content). As a more particular example, in some embodiments, words
and/or phrases of the blocked search query can be compared to words and/or phrases on the list

of unsafe search queries. As another example, in some embodiments, blocked search queries can
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be manually verified (e.g., by a human annotator). Furthermore, in some embodiments, a list of
manually verified search queries can include those that were submitted by human annotators and
were determined to retrieve an unsuitable proportion of mature content, rather than search
queries that were initially flagged to be blocked and were subsequently verified manually. In
some such embodiments, manually verified search queries can be stored to verify other search
queries that have been blocked.

[0060] Note also that, although the above-mentioned verification features can be used to
determine whether queries were correctly blocked by, for example, an application executing
process 500 of FIG. 5, this is merely illustrative. Alternatively, in some embodiments, these
verification features can be used to evaluate whether search queries are correctly being blocked
or whether some search queries will be correctly blocked by an application executing process
500 of FIG. 5 or other processes described herein.

[0061] In this example, an interactive verification process can begin by providing one or
more human annotators with an interface for evaluating at least a portion of the application
executing the processes described herein. In a more particular example, the interactive
verification process can request that one or more human annotators evaluate the application by
providing an interface for inputting search queries that would cause the receipt of unsafe content.
[0062] In some embodiments, the interface can be a search query interface or any other
suitable interface that includes a field for receiving a search query that is provided by an
application executing process 500 of FIG. 5, which receives a search query and determines
whether to allow or block the search query. Alternatively, the interface can be a search query
interface that provides a portion of the features provided by an application executing process 500
of FIG. 5. For example, the interface can include a search field for inputting a search query and
an interactive element that transmits the search query to a safety score server or any other
suitable server (e.g., a “Get Results” button).

[0063] In some embodiments, the interactive verification process can transmit an
instruction to a human annotator to attempt to receive unsafe content by providing a text input, a
voice input, or any other suitable input in any suitable language into a search input interface.
[0064] It should be noted that any suitable instruction can be presented to the one or
more human annotator. For example, in some embodiments, the interactive verification process

can transmit multiple instructions to a human annotator — e.g., one instruction to input a search
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query into a search input interface that the human annotator believes would retrieve unsafe
content and another instruction to review search results and indicate whether one or more of the
search results include unsafe content.

[0065] In some embodiments, in response to receiving a candidate search query from a
human annotator, the interactive verification process can transmit the candidate search query to
identify search results that are to be presented (e.g., as described in connection with block 312 of
FIG. 3), to calculate a safety score (e.g., as described in connection with FIGS. 3 and 4), and/or
to determine whether a search query is to be blocked (e.g., as described in connections with
FIGS. 3, 5, and 6). In a more particular example, the interactive verification process can transmit
the candidate search query to a safety score server, where the safety score server returns a
response indicating whether the candidate search query was allowed or blocked. In this example,
if the candidate search query is determined to be allowed, a subset of search results (e.g., the top
five, the top ten, etc.) that are responsive to the candidate search query can be presented in the
interface. Continuing with this example, the interactive verification process can prompt the
human annotator to provide a subsequent candidate search query in a further attempt to retrieve
unsafe search results. For example, based on the feedback that candidate search query was
allowed, the interactive verification process can prompt the human annotator to provide a refined
or otherwise modified search query that may obtain unsafe content. In another example, the
interactive verification process can present the human annotator with a list of inputted search
queries such that the progression of search queries and their associated results can be reviewed
(e.g., [SEARCH QUERY 1] ... [SEARCH QUERY N], where each is color coded to indicate
whether the query was blocked or allowed or indicates queries with unsafe

content). Alternatively, if the candidate search query is determined to be blocked, the interactive
verification process can transmit an indication to the human annotator that the user was
successful in obtaining unsafe search results for the inputted search query (e.g., a mature intent
query). For example, while the embodiments described herein may present no search results in
response to blocking an inputted search query, the indication provided by the interactive
verification process can include a message or notification indicating that no safe search results

are responsive to the inputted search query (e.g., “Annotator A: There are no good results for

your query.”).
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[0066] In some embodiments, in response to receiving the subset of search results
responsive to the candidate search query, the interactive verification process can transmit a
request to the human annotator to review the subset of search results and indicate whether each
search result is safe for presentation. In a more particular example, the human annotator can be
presented with a set of criterion for determining whether a search result is safe for presentation
(e.g., “Is the result safe for children under the age of 577).

[0067] In response to processing the candidate search queries and/or the received
indications as to whether a search result is deemed to be safe for presentation, the interactive
verification process can use such evaluation data in any suitable manner. For example, the
interactive verification process can review the candidate search queries that were inputted by
human annotators and that obtained unsafe search results and adjust one or more parameters of
the classifiers of the safety score server (e.g., threshold values, weights, ranges of safety scores,
etc.). Additionally or alternatively, the interactive verification process can provide a
recommendation or an indication that at least a portion of the classifiers operating in the safety
score server needs further evaluation (e.g., additional candidate search queries, additional
adjustment of threshold values or weights, etc.).

[0068] Referring back to FIG. 3, if, at 308, it is determined that the search query is not to
be blocked completely ("no" at 308), search server 102 can determine which search results
associated with the search query are to be presented at 312. Search server 102 can use any
suitable technique or combination of techniques to identify the search results that are to be
presented. For example, in some embodiments, search server 102 can select the search results
based on the relative safety score and/or the classification of the search query. As a more
particular example, if the safety score indicates that the proportion of search results associated
with the query that are associated with mature content is below a predetermined threshold (e.g.,
less than 50%, less than 40%, and/or any other suitable proportion), search server 102 can
determine that all search results associated with particular content rating(s) or classes of content
ratings (e.g., a content rating or class of content rating indicating that the content is suitable for
all ages, a content rating or class of content rating that is determined to be of interest to children,
and/or any other suitable rating) are to be presented.

[0069] As another example, if the safety score indicates that the proportion of search

results associated with the query that are associated with mature content ratings or class of
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mature content ratings is within a particular range (e.g., between 50 and 90%, between 40 and
80%, and/or any other suitable range) as shown in and described below in connection with FIG.
5, search server 102 can determine that only particular search results are to be presented. In
some embodiments, the particular search results can include those that are determined to be of
interest to children and/or those that are predicted to be associated with a particular content
rating or classes of content ratings (e.g., suitable for all ages, and/or any other suitable rating)
with a particular level of certainty (e.g., greater than 70% confidence, greater than 80%
confidence, and/or any other suitable level of certainty). In some embodiments, the level of
certainty of an assignment of a content rating or class of content ratings to a search result can be
determined based on any suitable classification techniques. As a specific example, a classifier
used to assign content ratings or classes of content ratings to search results can store an
indication of a confidence value associated with the assigned content rating or class of content
ratings. In some embodiments, the content rating or class of content ratings can be determined
based on any suitable information, such as search terms that have been used to retrieve the search
result, demographics of visitors to the search result, a popularity of the search result, a time of
day during which the search result is typically accessed, and/or any other suitable information.
[0070] In some embodiments, search server 102 can rank a group of candidate search
results retrieved based on the search query based on any suitable information (e.g., content rating
or class of content ratings, relevance to the search query, date of creation of content associated
with the search result, viewing statistics associated with media content viewed from the user
device, and/or any other suitable information) or combination of information, and can select a
subset of the group of candidate search results based on the ranking. As a more particular
example, in some embodiments, search server 102 can cause search results associated with
content corresponding to a particular content rating or classes of content ratings (e.g., suitable for
all ages, and/or any other suitable content rating) to be more highly ranked. As another more
particular example, in some embodiments, search server 102 can cause search results
corresponding to a particular content rating or class of content ratings that are also determined to
be of a particular level of relevance to the search result (e.g., determined as described below in
connection with FIG. 7) to be more highly ranked. As yet another more particular example, in
some embodiments, search server 102 can cause search results related to media content items

that have been recently (e.g., within the last day, within the last week, and/or any other suitable
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time period) presented (e.g., on user device 108 and/or any other user device associated with a
user account authenticated on user device 108) to be more highly ranked. As still another more
particular example, in some embodiments, search server 102 can cause search results related to
media content items that have been recently presented to be ranked lower.

[0071] In some embodiments, search server 102 can determine whether a particular
search result (e.g., one that is not associated with a content rating and/or one in which the content
rating is likely to be incorrect) is suitable for presentation when selecting the search results to
present. For example, in some embodiments, search server 102 can determine a confidence
value associated with a content rating or class of content ratings of a search result, and can
determine that further analysis is required if the confidence value is below a predetermined
threshold (e.g., below 90% confidence, below 80% confidence, and/or any other suitable value).
Search server 102 can determine whether an unrated search result and/or a search result
associated with a content rating or class of content ratings assigned with low confidence is to be
presented using any suitable information. For example, in some embodiments, search server 102
can identify content ratings associated with content that is frequently watched in connection with
and/or recommended based on viewing of the search result. As another example, in some
embodiments, search server 102 can determine that a search result associated with a rating
indicating that the content is suitable for presentation and assigned with a high confidence value
(e.g., greater than 80% confidence, and/or any other suitable value) is to be presented. In some
such embodiments, the confidence value associated with a particular search result can be
considered more heavily in response to determining that a search query is associated with both
safe content and mature content. As yet another example, in some embodiments, search server
102 can determine if a content rating or class of content ratings has been assigned to a content
item associated with the search result in any other content rating database (e.g., one that stores
information relating to particular movies, videos, television programs, video games, and/or any
other suitable content).

[0072] In some embodiments, the safety score calculated at block 306 can be determined
using content ratings or classes of content ratings associated with an unfiltered (e.g., not
restricted to any particular content rating(s) or classes of content ratings) group of search results
associated with the search query. In some such embodiments, search server 102 can perform a

second search to determine which results associated with the search query are to be presented.
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For example, in some embodiments, the second search can be filtered using any suitable content
ratings or class(es) of content ratings. As a more particular example, in some embodiments, the
second search can be restricted to content which is indicated as suitable for all ages, suitable for
children younger than a particular age, and/or any other suitable content.

[0073] Note that, in some embodiments, search server 102 can determine that no search
results are to be presented based on any suitable information. For example, in some
embodiments, search server 102 can determine that no search results are to be presented in
response to determining that fewer than a predetermined number of search results (e.g., fewer
than five, fewer than ten, and/or any other suitable number) are associated with particular content
rating(s) or classes of content ratings (e.g., suitable for all ages, and/or any other suitable rating).
Note that, in some instances, this can occur even if the proportion of mature content in the search
results is relatively low, for example, if there are relatively few search results returned for the
search query. Additionally, note that this can occur in instances where the top ranked results
associated with the search query correspond to mature content. As another example, in some
embodiments, search server 102 can determine that no search results are to be presented based on
the relevance of the search results to the search query. For example, search server 102 can
determine that no search results are to be presented if the most relevant search result (e.g.,
determined using the techniques shown in and described in connection with FIG. 7) does not
meet a threshold level of relevance. As another example, in some embodiments, search server
102 can determine that no search results are to be presented if there are fewer than a
predetermined number (e.g., fewer than three, fewer than five, and/or any other suitable number)
of search results associated with a minimum level of relevance to the search query.

[0074] In some embodiments, search server 102 can then transmit an indication of the
selected search results to user device 108.

[0075] User device 108 can cause the selected search results to be presented at 314. For
example, in some embodiments, the search results can be presented in connection with the search
query, as shown in and described below in connection with FIG. 8B. In some embodiments, the
search results can be presented in any suitable manner. For example, in some embodiments, an
individual search result can include any suitable information, such as an indication of a ranking
of the search result relative to other returned search results, an indication of a name and/or a title

associated with the search result, an indication of a date (e.g., a date of creation, a date of
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modification, and/or any other suitable date) associated with the search result, and/or any other
suitable information. In some embodiments, selection of an individual search result can cause
content associated with the search result to be presented. For example, in instances where the
search result is associated with a media content item, selection of the search result can cause the
media content item to begin being presented on user device 108.

[0076] Turning to FIG. 4, an example 400 of a process for calculating a safety score
associated with a search query is shown in accordance with some embodiments of the disclosed
subject matter.

[0077] Process 400 can begin by receiving a search query entered on a user device at
402. In some embodiments, process 400 can receive the search query from search server 102, as
described above in connection with block 304 of FIG. 3. In some embodiments, the search query
can include any suitable characters and can be of any suitable length.

[0078] Process 400 can determine the top NV (e.g., five, ten, twenty, hundred, thousand,
and/or any other suitable number) search results associated with the search query at 404. Process
400 can determine the top /N search results using any suitable technique or combination of
techniques. For example, in some embodiments, process 400 can use an associated search
engine to access search results resulting from a search query and can store the top N results.
[0079] In some embodiments, each search result can be associated with a content rating
or a class of content ratings. For example, in instances where a search result is associated with
an item of media content, the content rating or class of content ratings can indicate whether the
media content item includes particular types of content (e.g., sexual content, violence, profanity,
and/or any other types of content), suggested minimum ages (e.g., suitable for all ages, suitable
for children over a particular age, suitable for adults, and/or any other suitable ages and/or age
ranges) to view the content, and/or any other suitable information. As a more particular
example, the content ratings can include an indication of a suitable viewing audience, such as
"General Audiences," "Children," "Teenagers," "Adults," and/or any other suitable content
ratings. In some embodiments, the content rating or class of content ratings can be associated
with any suitable content rating system (e.g., a content rating system used by a particular
country, a content rating system applied to particular types of content, such as movies, video

games, television programs, etc., and/or any other suitable type of content rating system).
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[0080] The content ratings or class of content ratings associated with search results can
be identified and/or stored in any suitable manner. For example, in some embodiments, an
indication of the content rating or class of content rating can be stored in association with the
search result, and process 400 can access the indication, for example, stored in memory 204 of
search server 102 and/or safety score server 104. As another example, in some embodiments,
process 400 can identify a content item hyperlinked to the search result. After identifying the
content item, process 400 can determine the associated content rating or class of content rating
by accessing a database that stores content ratings or classes of content ratings in association
with content identifiers (e.g., a name of the content item, an identification number corresponding
to the content item, and/or any other suitable identifier). Note that, in some embodiments,
process 400 can identify content ratings or classes of content ratings to update previously stored
content ratings or classes of content ratings associated with a search result.

[0081] In some embodiments, the N retrieved search results can correspond to one of two
classes of content ratings. For example, in some embodiments, the two classes of content ratings
can correspond to different levels of suitability for children of different ages. As a more
particular example, in some embodiments, the two classes of content ratings can correspond to a
rating indicating that the content is suitable for all ages and a rating indicating that the content is
suitable only for adults. As another particular example, in some embodiments, the two classes of
content ratings can correspond to a rating indicating that the content is suitable for all ages and a
rating indicating that the content is suitable for children older than a particular age (e.g., seven,
13, and/or any other suitable ages). In some embodiments, the two classes of content ratings can
each include multiple content ratings. For example, in some embodiments, a first of the two
classes of content ratings can include content that is rated suitable for all ages (e.g., a "G" rating
and/or any other suitable designation) and content that is indicated as of interest to children (e.g.,
a "Y" rating and/or any other suitable designation).

[0082] In some embodiments, the N retrieved search results can be filtered to include
those corresponding to the two classes of content ratings in any suitable manner. For example, in
some embodiments, an indication of a content rating for a search result can be stored in
association with the search result, and the two classes of content ratings can be used as search
terms to limit the retrieved search results to those corresponding to the two classes of content

ratings.
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[0083] Note that, in some embodiments, process 400 can identify the two classes of
content ratings based on any suitable information. For example, in some embodiments, the two
classes of content ratings can be identified based on information associated with a user account
authenticated on user device 108. As a more particular example, the information can indicate an
age of a child associated with user device 108, and the two classes of content ratings can be
determined based on the age. As a specific example, if the indicated age is 5, the first class of
content ratings can correspond to content that is suitable for children 5 and younger, and the
second class of content ratings can correspond to content that is only suitable for adults.

[0084] In some embodiments, process 400 can receive, at block 404, a group of search
results that are not filtered by content rating or class of content ratings. In some such
embodiments, process 400 can remove search results that do not correspond to one of the two
classes of content ratings using any suitable technique or combination of techniques. For
example, in some embodiments, process 400 can delete any of the top N results identified at
block 404 (e.g., from a list of search results, from memory 304 of safety score server 102, and/or
from any other suitable location). Additionally or alternatively, in some embodiments, process
400 can store an indication that a particular search result does not correspond to one of the two
classes of content ratings in association with an identifier of the search result, rather than
removing the search result from the group of top N search results.

[0085] Additionally or alternatively, in some embodiments, process 400 can receive an
ordered list of classes and can select an upper bound (e.g., the class at the top of the ordered list)
and a lower bound (e.g., the class at the bottom of the ordered list) for determining which search
results to remove. For example, in some embodiments, the list of classes can be ordered based
on age for which the content is suitable (e.g., a first class suitable for all ages, a second class
suitable for children seven and younger, a third class suitable for children 13 and younger, and/or
any other suitable classes). The upper and lower bounds can then be selected in any suitable
manner. For example, in some embodiments, process 400 can then select the lower bound based
on content that is to be allowed. As another example, in some embodiments, process 400 can
select the upper bound based on content that is to be blocked under all circumstances (e.g.,
content that is only suitable for adults, and/or any other suitable content). Process 400 can then

remove content corresponding to classes of content ratings between the upper and lower bounds.
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[0086] Note also that, in some embodiments, any suitable number of classes of content
ratings can be used. For example, in some embodiments, three or more classes of content ratings
can be used, where the lower bound corresponds to content that is to be allowed, the upper bound
corresponds to content that is to be blocked, and the middle classes correspond to content that is
to be subject to further analysis before presentation. As a more particular example, in some
embodiments, the lower bound can correspond to content that is suitable for all ages and/or
determined to be of interest to children, the upper bound can correspond to content that is
suitable for adults, and the middle classes can correspond to any content associated with
intermediate content ratings (e.g., content suitable for children younger than a particular age,
unrated content, and/or any other suitable content ratings).

[0087] Process 400 can calculate the proportion of search results associated with one of
the two classes of content ratings at 406. In some embodiments, process 400 can calculate the
proportion using the search results remaining in the group of search results after those not
corresponding to one of the two classes of content ratings have been removed. As a specific
example, in instances where the two classes of content ratings correspond to content that is
suitable for all ages and/or determined to be of interest to children (e.g., "G" and "Y" content)
and content that is only suitable for adults (e.g., "MA" and "X" content), process 400 can
calculate the proportion of content that is rated as only suitable for adults using the formula:

(MA&X)
(MA &X)+(G &Y)

where (MA&X) indicates the number of content items associated with MA and/or X content
ratings, and (G&Y) indicates the number of content items associated with G and/or Y content
ratings. Note that, in some embodiments, the proportion can be calculated without removal of
the search results not corresponding to one of the two classes of content ratings. In some such
embodiments, search results can be stored in association with an indication of a corresponding
content rating, and process 400 can tally the number of search results associated with each of the
two classes of content ratings to calculate the proportion.

[0088] In some embodiments, the proportion of search results can be weighted based on
any suitable information. For example, in some embodiments, a particular search result can be
weighted more or less heavily (e.g., as 0.8 search results, as 1.2 search results, and/or any other

suitable weighting) in the calculation of the proportion. For example, the weight of a particular
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search result can be determined based on a relevance of the search result to the search query. As
a more particular example, in some embodiments, the N search results can be ranked based on
relevance, and more relevant search results (e.g., those that are ranked higher) can be associated
with a larger weight. As a specific example, in some embodiments, a weight for a particular

search result can be calculated using the formula:

1

(R+ 1)P
where R is the position of the search result in the ranking and p is a value greater than O (e.g.,
0.1, 0.5, 1, 2, and/or any other suitable value). Continuing with this example, a top-ranked result
(e.g., one ranked first) can be associated with an R of O or 1, and can receive a higher weighting
than a result ranked 100 (associated with an R of 99 or 100). In some embodiments, if the
relevance of a particular search result is determined to be below a predetermined threshold (e.g.,
below a particular ranking, and/or any other suitable threshold of relevance), the search result
can be omitted from the calculation of the proportion.
[0089] In some embodiments, the relevance of a search result to the search query can be
determined in any suitable manner. For example, in some embodiments, the relevance can be
determined by calculating a score indicating a number of words and/or phrases in the search
query that are included in and/or associated with the search result, as described below in
connection with block 514 of FIG. 5. As another example, in some embodiments, the relevance
can be determined using the techniques shown in and described below in connection with FIG. 7.
[0090] As another example, in some embodiments, the weight of a particular search
result can be determined based on an information retrieval score associated with the search
result. The information retrieval score can be based on any suitable information and can be
calculated using any suitable technique(s). For example, in some embodiments, the information
retrieval score can include a relevance score associated with the search result, a quality score
(e.g., based on a number of times a search result has been viewed, and/or any other suitable
metrics) associated with the search result, information indicating a language associated with the
search result, information indicating a date associated with the search result (e.g., a date of
creation, a date the search result was last modified, and/or any other suitable date), and/or any
other suitable metrics. In some embodiments, the weight can be a scaled version of the

information retrieval score, such as the logarithm of the information retrieval score, the



WO 2016/133600 PCT/US2016/012077
26

information retrieval score raised to a power, the information retrieval score scaled by a constant,
and/or any other suitable scaling method.

[0091] As yet another example, in some embodiments, the weight of a particular search
result can be determined based on a popularity of the search result. As a more particular
example, in some embodiments, search results that have been selected more often and/or more
recently can receive a higher weighting than search results that have been selected less often
and/or less recently. As another more particular example, search results associated with content
items that users watch for a longer duration of time (e.g., watch completely, watch for more than
a particular duration of time, and/or any other suitable metric) can receive a higher weighting
than search results that users watch for a shorter duration of time.

[0092] As still another example, in some embodiments, the weight of a particular search
result can be determined based on co-visitation information associated with the search result. As
a specific example, if the search result is frequently (e.g., 5% of visits, 10% of visits, and/or any
other suitable percentage) visited before or after a second search result, the weight of the search
result can be determined based on information associated with the second search result. In some
embodiments, the information associated with the second search result can include any suitable
information, such as a content rating or class of content ratings associated with the second search
result, a popularity metric (e.g., as described above) associated with the second search result,
and/or any other suitable information. As a specific example, if it is determined that the second
search result is generally considered to be safe (e.g., is associated with a content rating or class of
content ratings indicating that the search result does not contain mature content and/or is suitable
for all ages), a ranking and/or a weight of the particular search result can be increased and/or
updated in any other suitable manner.

[0093] In some embodiments, the weight of a particular search result can be calculated
based on any suitable combination of information. For example, in some embodiments,
information indicating a relevance of a search result to the search query can be combined with
information indicating an information retrieval score associated with a search result and the
search query. As a more particular example, the weight can be based on a product of the
relevance and a measurement associated with the information retrieval score, such as the
relevance multiplied by the information retrieval score and/or the relevance multiplied by a

scaled version of the information retrieval score. As another example, in some embodiments, the
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weight can be based on a combination of the relevance, the information retrieval score, and/or a
popularity metric. Note that, in some embodiments, a search result can be associated with
multiple weights, and each can correspond to a different type of information. For example, in
some embodiments, a first weight can be assigned based on an information retrieval score, a
second weight can be assigned based on relevance of the search result to the query, and a third
weight can be assigned based on popularity of the search result. The multiple weights can then
be applied to the search result using any suitable mathematical operation(s) (e.g., one or more of
the weights can be added to a score associated with the search result, one or more of the weights
can be multiplied to a score associated with the search result, and/or any other suitable
operation(s)).

[0094] In some embodiments, process 400 can transmit the proportion of search results
associated with one of the two classes of content ratings (that is, the safety score) to any device
that requested information indicating suitability of a particular search query, such as search
server 102 as described above in connection with block 304 of FIG. 3.

[0095] Note that, in some embodiments, process 400 can analyze a distribution of content
ratings associated with the N search results rather than, or in addition to, calculating the
proportion of search results associated with one of the two classes of content ratings. For
example, in some embodiments, process 400 can generate a distribution that indicates the
number of search results corresponding to different content ratings or classes of content ratings
(e.g., anumber indicated as safe for all ages, a number indicated as suitable for teenagers, a
number indicated as safe for adults only, and/or any other suitable content ratings). Process 400
can then calculate any suitable statistics of the distribution. For example, in some embodiments,
process 400 can calculate a skew of the distribution. As a more particular example, in some
embodiments, process 400 can determine whether the distribution is more skewed towards
search results that are suitable for all ages or more skewed towards search results that are suitable
for adults only. As a specific example, in some embodiments, process 400 can determine that
the distribution has a positive skew, indicating that the right side of the distribution is larger (e.g.,
is long-tailed, fat-tailed, and/or any other suitable metric) and that there are more search results
associated with mature content than search results that are deemed suitable for all ages. As
another specific example, in some embodiments, process 400 can determine that the distribution

has a negative skew, indicating that the left side of the distribution is larger and that there are
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more search results deemed suitable for all ages than search results associated with mature
content. In some embodiments, a skew of a distribution of content ratings or classes of content
ratings can be quantified using any suitable metrics, such as a kurtosis of the distribution, a
Pearson skewness coefficient, and/or any other suitable metric. In some embodiments, process
400 can calculate any other suitable statistics, such as a mean content rating, a median content
rating, a mode content rating, a standard deviation of content ratings, an interquartile range of the
content ratings, and/or any other suitable statistics. In some embodiments, one or more statistics
associated with the distribution can be used to determine whether a search query is to be blocked,
for example, by search server 102 as described above in connection with block 308 of FIG. 3.
For example, if the distribution of search results is determined to be skewed towards mature
content by more than a particular amount, search server 102 can determine that the search query
is to be blocked. As another particular example, if it is determined that the mean, median and/or
mode of the distribution is associated with content that is suitable for all ages, and the standard
deviation is determined to be less than a predetermined threshold, search server 102 can
determine that the search query is to be allowed.

[0096] Note that, although filtering of search results to exclude search results not
corresponding to a designated class of content ratings and/or removal of search results not
corresponding to a designated class of content rating is described herein prior to calculation of a
proportion of search results and/or analysis of a distribution of search results, this is merely
illustrative. In some embodiments, process 400 can calculate the proportion and/or analyze the
distribution of search results using any suitable search results and/or all search results. For
example, in some embodiments, multiple proportions of search results corresponding to any
suitable classes of content ratings can be calculated. As a specific example, a proportion of
content that is suitable for teenagers and suitable for adults can be calculated out of the total
number of search results. As another example, in some embodiments, analysis of a distribution
of search results can be calculated using all search results, regardless of content rating or class of
content ratings. Furthermore, in some embodiments, the group of search results can additionally
include search results that are not associated with a content rating or class of content ratings.
[0097] Turning to FIG. 5, an example 500 of a process for determining whether to allow
or block a search query is shown in accordance with some embodiments of the disclosed subject

matter.
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[0098] Process 500 can begin by receiving information indicating safety of a search
query at 502. For example, in some embodiments, the received information can include
information related to search results retrieved in connection with the search query. As a more
particular example, in some embodiments, the received information can indicate a number and/or
a proportion of search results associated with a particular content rating or class of content
ratings (e.g., suitable for all ages, suitable for children of a particular age, suitable only for
adults, and/or any other suitable content rating). As another more particular example, in some
embodiments, the received information can indicate a skew of a distribution of content ratings
corresponding to the search results. As yet another more particular example, in some
embodiments, the received information can indicate relevance of the search results to the search
query and/or to a particular demographic (e.g., children of a particular age, and/or any other
suitable demographic).

[0099] Process 500 can determine if a proportion of search results indicated as being safe
for presentation exceeds a first predetermined threshold at 504. In some embodiments, search
results can be indicated as being safe based on any suitable criteria. For example, in some
embodiments, search results can be indicated as being safe based on a content rating or class of
content ratings associated with a search result. As a more particular example, in some
embodiments, search results associated with content ratings indicating that the content is suitable
for a particular age (e.g., all ages, children over a particular age, and/or any other suitable age)
can be considered safe. As another more particular example, in some embodiments, search
results associated with content ratings that indicate the content does not contain particular types
of mature content (e.g., violence, sexual content, drug use, profanity, and/or any other suitable
types of mature content) can be considered safe. Note that, in some embodiments, the number
and/or proportion of search results indicated as being safe for presentation can be determined
based on any suitable information and/or criteria, and may be different from search results
indicated as being safe for presentation as determined in connection with block 312 of FIG. 3.
[0100] The first predetermined threshold can be any suitable proportion (e.g., 50%, 70%,
90%, and/or any other suitable proportion). In some embodiments, the first predetermined
threshold can be determined based on any suitable information. For example, in some
embodiments, the first predetermined threshold can be determined based on information

associated with a user of user device 108. For example, in some embodiments, the user can
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indicate a level of safety desired, for example, through a user interface presented on user device
108. As a more particular example, in some embodiments, the user can indicate how restrictive
process 500 is to be in determining whether a search query is to be blocked and/or whether
particular types of mature content are to be blocked.

[0101] If, at 504, it is determined that the proportion of search results indicated as being
safe for presentation exceeds the first predetermined threshold ("yes" at 504), process 500 can
determine if the safe search results are relevant to the search query at 505. Process 500 can
determine relevance of a search result to the search query using any suitable information and/or
technique(s). For example, in some embodiments, the relevance can be determined on a number
of words in the search query that are present in the search result, a popularity of the search result,
and/or any other suitable information. A more particular example of a process for determining
relevance of a search result to the search query is shown in and described below in connection
with FIG. 7. In some embodiments, process 500 can determine an aggregate relevance score for
some and/or all of the safe search results. For example, in some embodiments, process 500 can
calculate a minimum, a maximum, a mean, and/or any other suitable metric of relevance scores
for a group of safe search results. Process 500 can then determine whether or not the safe search
results are relevant to the search query by determining if the aggregate relevance score exceeds a
predetermined threshold.

[0102] If, at 505, it is determined that the safe search results are relevant to the search
query ("yes" at 505), process 500 can allow the search query at 506. Process 500 can then allow
some or all search results associated with the search query to be presented, as described above in
connection with block 312 of FIG. 3.

[0103] If, at 504, it is determined that the proportion of search results indicated as being
safe for presentation does not exceed the first predetermined threshold ("no" at 504), process 500
can determine if a proportion of search results indicated as being unsafe for presentation exceeds
a second predetermined threshold at S08. Similarly as described above in connection with block
504, the search results can be indicated as being unsafe based on any suitable criteria, such as
content ratings or classes of content ratings associated with the search results. For example,
search results associated with content ratings indicating that the content is suitable for particular
ages (e.g., for adults only, for teenagers, and/or any other particular ages) and/or contains

particular types of mature content can be considered unsafe.
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[0104] The second predetermined threshold can be any suitable proportion (e.g., 20%,
30%, and/or any other suitable proportion). Similarly to the first predetermined threshold, the
second predetermined threshold can be determined based on any suitable information, such as
information associated with a user of user device 108, as described above in connection with
block 504.

[0105] If, at 508, it is determined that the proportion of search results indicated as being
unsafe for presentation exceeds the second predetermined threshold ("yes" at 508), process 500
block the search query completely at 510. As described above in connection with block 310 of
FIG. 3, an indication that the search query has been blocked can be presented on user device 108.
[0106] If, at 508, it is determined that the proportion of search results indicated as being
unsafe for presentation does not exceed the second predetermined threshold ("no" at 508),
process 500 can identify a group of search results that have been determined to be safe with a
particular criteria at S11. For example, in some embodiments, the group of search results can be
those that have been determined to be safe to present with greater than a particular confidence
value (e.g., greater than 80% confidence, greater than 90% confidence, and/or any other suitable
value). As a more particular example, in some embodiments, the group of search results can be
those that have been determined to be associated with particular classes of content ratings (e.g.,
suitable for all ages, determined to be of interest to children, and/or any other suitable class of
content ratings) with greater than a particular confidence value. In some embodiments, the
search results included in the group of search results that have been determined to be safe with a
particular criteria can be those considered to be particularly safe for presentation. The group of
search results can include any suitable number (e.g., zero, five, ten, twenty, and/or any other
suitable number) of search results. In some embodiments, the group of search results can be a
subset of the safe search results identified in block 504.

[0107] Process 500 can determine if the number of search results identified in the group
of search results determined to be particularly safe for presentation (that is, those identified
above in connection with block 511) exceeds a third predetermined threshold at 512. In some
embodiments, the third predetermined threshold can be any suitable number (e.g., one, two,

three, five, ten, and/or any other suitable number) of search results.
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[0108] If, at 512, it is determined that the number of search results in the group of search
results determined to be particularly safe for presentation does not exceed the third
predetermined threshold ("no" at 512), process 500 can block the search query at 510.

[0109] If, at 512, it is determined that the number of search results in the group of search
results determined to be particularly safe for presentation exceeds the third predetermined
threshold ("yes" at 512), process 500 can determine if the relevance of search results in the group
of search results is similar to and/or greater than the relevance of search results considered to be
unsafe at 514. The relevance of search results to the search query can be determined in any
suitable manner and using any suitable technique(s). For example, in some embodiments, the
relevance can be determined based on a score indicating how often words and/or phrases
included in the search query appear in a search result. As a more particular example, in some
embodiments, search results that include a larger proportion of words and/or phrases included in
the search query can receive a higher relevance score than search results that include a smaller
proportion of words and/or phrases included in the search query. As another example, in some
embodiments, the relevance can be determined based on information indicating how relevant the
search result is to a particular demographic (e.g., children of a particular age, and/or any other
suitable demographic). As a more particular example, if the search query is a word and/or phrase
that could indicate a broad range of content items (e.g., a name of a band, a name of a children's
television show, and/or any other suitable content items that are directed to both children and
adults), process 500 can determine that search results associated with content items of interest to
children (e.g., cartoons, a television program directed to children, and/or any other suitable
content items) are to be considered more relevant than those not of interest to children. As
another example, in some embodiments, the relevance can be determined using the technique(s)
shown in and described below in connection with FIG. 7.

[0110] In some embodiments, process 500 can calculate an aggregate relevance score for
safe results (e.g., an average of the relevance scores for a subset and/or all search results
indicated as being safe for presentation, a weighted average, a minimum score, a maximum
score, and/or any other suitable type of aggregate score) and an aggregate relevance score for
unsafe results and can compare the two aggregate relevance scores to determine if the two
aggregate scores are similar and/or if the safe search results are more relevant to the search query

than the unsafe results. In some embodiments, the subset of safe and/or unsafe search results that
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are selected for calculation of the aggregate relevance scores can be based on any suitable
information, such as a ranking of the search results, relevance of the search results to the search
query, and/or any other suitable information. For example, in some embodiments, search results
determined to be most relevant and/or most highly ranked can be included in the subset. In some
embodiments, aggregate relevance scores for safe results that are lower than for unsafe results
can be considered similar if the difference between the unsafe aggregate relevance scores and the
safe aggregate relevance scores is less than a predetermined number (e.g., less than 1, less than
0.1, and/or any other suitable number) can be considered to be similar. As a specific example, if
an aggregate relevance score associated with safe results is 0.2, and an aggregate relevance score
associated with unsafe results is 0.15, process 500 can determine that safe results are more
relevant than unsafe results. As another specific example, if an aggregate relevance score
associated with safe results is 0.3, and an aggregate relevance score associated with unsafe
results is 0.35, process 500 can determine that the difference in relevance scores is 0.05, and can
determine whether the difference is less than a predetermined threshold (e.g., less than 0.05, less
than 0.1, and/or any other suitable value). In some such embodiments, aggregate relevance
scores where the difference is less than the predetermined threshold can be considered to be
similar.

[0111] If, at 514, it is determined that the relevance of the safe results in the group of
search results determined to be particularly safe for presentation is not similar and/or greater than
the relevance of the unsafe results ("no" at 514), process 500 can block the search query at 510.
[0112] If, at 514, it is determined that the relevance of the safe results in the group of
search results determined to be particularly safe for presentation is similar and/or greater than the
relevance of the unsafe results ("yes" at 514), process 500 can allow a subset of search results
retrieved based on the search query to be presented at 516. For example, as described above in
connection with block 312 of FIG. 3, the subset of search results can be determined based on any
suitable information and/or using any suitable technique(s). For example, in some embodiments,
only search results determined to be of interest to children (e.g., based on a content rating or
class of content ratings) can be presented. Additionally or alternatively, in some embodiments,
search results determined to be relevant and/or popular can be presented. In some embodiments,
the presented search results can be selected from the group of search results identified in

connection with block 511 (e.g., those considered to be particularly safe for presentation).
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[0113] Turning to FIG. 6, an example 600 of a process for classifying a search query is
shown in accordance with some embodiments of the disclosed subject matter. In some
embodiments, process 600 can be executed to determine if a search query is to be blocked, as
described above in connection with block 308 of FIG. 3.

[0114] Process 600 can begin by receiving a search query entered on a user device at
602. As described above, the search query can include any suitable number of words and/or
phrases and any suitable characters.

[0115] Process 600 can receive information related to a profile associated with a user
account authenticated on the user device at 604. In some embodiments, the user account can
correspond to an account on any suitable service and/or web site, such as a media content sharing
service, a social networking site, and/or any other suitable service and/or web site. In some
embodiments, the profile can include any suitable information relating to a user of the user
account. For example, in some embodiments, the profile can indicate demographic information
associated with the user, such as an age, gender, and/or any other suitable information. As
another example, in some embodiments, the profile can indicate information about the user
device on which the user account is authenticated, such as a name and/or model number of the
user device, whether the user has used particular input modes on the user device (e.g., a
microphone and/or speech recognition technology, a touchscreen, and/or any other suitable input
modes), an interaction speed (e.g., a typing speed, a gesture speed, and/or any other suitable
interaction speed) of the user using the user device, and/or any other suitable user device
information. As yet another example, in some embodiments, the profile can indicate whether the
user is currently logged-in to the user account and/or whether the user account is shared between
multiple users. As still another example, in some embodiments, the profile can indicate an
Internet Protocol (IP) address currently associated with the user device. As a more particular
example, in some embodiments, the IP address can indicate whether the user device is currently
at a school, a library, and/or any other particular location.

[0116] Process 600 can receive information related to the search query at 606. For
example, in some embodiments, the information can include time and/or date information
associated with the received search query. As a more particular example, in some embodiments,
the information can include a time of day the query was submitted, a day of the week on which

the query was submitted, and/or any other suitable time and/or date information. As another
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example, in some embodiments, the information can include an indication of particular phrases
contained in the search query. As a specific example, if the received query is "video starring
Bob Brown," the information can indicate that the query includes four words, that the words
"Bob" and "Brown" form a phrase, and that the phrase indicates the name of a person. In some
embodiments, the information can further include an identification of a type of entity (e.g., that
the phrase is a name of a person, a name of a band, a name of a television show, a name of a
place, and/or any other suitable information) associated with the phrase.

[0117] Process 600 can receive information related to search results that would be
retrieved in response to the search query at 608. For example, in some embodiments, the
information can include an indication of relevance (as described in connection with FIGS. 5 and
7) of a search result to the search query. As another example, in some embodiments, the
information can indicate a number of search results that would be retrieved based on the search
query and/or a number of search results associated with a particular content rating or class of
content ratings. As yet another example, in some embodiments, the information can indicate
viewing statistics associated with the search results, such as a number of times the search result
has been selected and/or viewed, a number of times a content item associated with the search
result has been viewed and/or a number of comments associated with the content item, and/or
any other suitable information.

[0118] Process 600 can receive information indicating previous activity associated with
the user account at 610. For example, in some embodiments, the information can indicate media
content items previously viewed (e.g., within the last ten minutes, within the last day, within the
last week, and/or over any other suitable time period) using the user account. As a more
particular example, in some embodiments, the information can indicate a duration of time that
each viewed media content item was presented and/or a fraction of the media content item that
was presented. As another example, in some embodiments, the information can indicate other
search queries entered on the user device within a particular time period (e.g., within the last ten
minutes, within the last day, and/or any other suitable time period).

[0119] Process 600 can generate, using a previously trained classifier, a classification of
the search query indicating a relative safety of the search query at 612. In some embodiments,
the classification can indicate that the search query belong to any suitable group. In some

embodiments, the classification groups can include: search queries that are likely to be searched
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for by a particular group (e.g., children of a particular age) that have a low probability of being
associated with mature content, search queries that are likely to be searched for by the particular
group that have a high probability of being associated with mature content, search queries that
are unlikely to be searched for by the particular group, search queries that are neutral and may be
associated with mature content, search queries that are likely related to particular types of mature
content (e.g., pornography, violence, drug use, and/or any other types of mature content). Asa
specific example, a search query that includes the name of a children's television show can be
assigned to a classification indicating that the search query is likely to be entered by children and
has a low probability of being associated with mature content. As another specific example, a
search query corresponding to broad search term (e.g., a name of a country, a single word, and/or
any other suitable search term) can be assigned to a classification indicating that the search query
is neutral and that some search results may be associated with mature content. In some
embodiments, any other suitable classification groups can be included. For example, in some
embodiments, a classification can indicate whether or not search results associated with the
search query are predicted to meet particular criteria other than safety of the search query, such
as whether the search results associated with the search query are primarily directed to content
determined to be educational, and/or any other suitable criteria.

[0120] In some embodiments, the classifier can be trained using any suitable technique
and/or combination of techniques. For example, in some embodiments, the classifier can be
trained using any suitable machine learning techniques, such as linear and/or logistic regression,
neural networks, stochastic gradient descent, random forests and/or decision trees, any suitable
boosting techniques, a nearest neighbor clustering algorithm, and/or any other suitable
techniques.

[0121] In some embodiments, the generated classification can be transmitted by process
600 to any suitable device, such as search server 102. As described above in connection with
blocks 308 and 312 of FIG. 3, search server 102 can then use the classification to determine if
the search query is to be blocked and/or which search results associated with the search query are
to be presented.

[0122] Turning to FIG. 7, an example 700 of a process for calculating a relevance score
of a search result to a search query is shown in accordance with some embodiments of the

disclosed subject matter. In some embodiments, the technique(s) described in connection with
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process 700 can be implemented by any suitable device and/or process to determine a relevance
of a search result to a search query.

[0123] Process 700 can begin by receiving a search query and a search result retrieved
based on the search query at 702. As described above, the search query can include any suitable
number of words and/or phrases. In some embodiments, each word and/or phrase can be

considered a term of the search query. As a specific example, if the search query is "video

starring Bob Brown," "video," "starring," "Bob," "Brown," and/or "Bob Brown" can each be
considered terms of the search query. Additionally, the search result can be retrieved using any
suitable technique and/or combination of techniques, as described above.

[0124] Process 700 can receive one or more types of evidence indicating a relevance of
the search result to the search query at 704. For example, in some embodiments, the one or more
types of evidence can include: a number of times words and/or phrases included in the search
query are included in the search result (e.g., in a title of the search result, in a description of the
search result, in metadata associated with the search result, and/or in any other portion of the
search result), a number of times the search result has been previously selected when retrieved
based on the search query, a number of views associated with a content item corresponding to
the search result, and/or any other suitable information.

[0125] Process 700 can estimate, for each type of evidence and for each term in the
search query, a likelihood that the search result is relevant to the search query at 706. As a
specific example, if a type of evidence is a number of times words and/or phrases of the search
query are included in the search result and the search term is "Bob Brown," process 700 can
determine that there is a higher likelihood that a search result with a title of "Bob Brown
Biography" is related to the search query than a search result with a title of "Sam Smith Speech."
The likelihood can be estimated using any suitable information. For example, in some
embodiments, the likelihoods can be determined using logs of past search queries and/or search
results. Additionally, the likelihood can be estimated using any suitable statistical and/or
machine learning techniques, such as a neural network, Bayesian statistics, regression, and/or
any other suitable techniques.

[0126] Process 700 can combine the estimated likelihoods that the search result is

relevant to the search query across the terms of the search query at 708, resulting in an estimated

likelihood that the search result is relevant to the search query as a whole for each type of
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evidence. As a specific example, if there are three types of evidence received at 704, process
700 can generate three estimated likelihoods, each corresponding to one of the three types of
evidence. The estimated likelihoods corresponding to each search term and each type of
evidence can be combined in any suitable manner. For example, in some embodiments, the
estimated likelihood corresponding to each term in the search query for a single type of evidence
can be combined using a harmonic mean, a weighted harmonic mean, an average, and/or any
other suitable method. As a specific example, if the likelihoods that the terms "video,"
"starring," and "Bob Brown" to a search term based on one type of evidence are "0.2," "0.5, "
and "0.7," the harmonic mean and/or a weighted harmonic mean of "0.2," "0.5," and "0.7" can be
calculated. In embodiments where a weighted harmonic mean is used, weights for each term can
be computed using any suitable information.

[0127] Process 700 can calculate a relevance score by combining the estimated
likelihoods that the search result is relevant to the search query across the types of evidence. As
a specific example, if the search query is "video starring Bob Brown," and there are three types
of evidence, process 700 can combine the three likelihoods (that is, one for each type of
evidence) calculated at block 708 that the search result is relevant to "video starring Bob
Brown." Similarly to at block 708, the likelihoods can be combined in any suitable manner, such
as a harmonic mean, a weighted harmonic mean, an average, and/or any other suitable method.
[0128] In some embodiments, the relevance score can then be used by any suitable user
device and/or process, for example, to identify search results that are to be presented (e.g., as
described above in connection with block 312 of FIG. 3), to calculate a safety score (e.g., as
described above in connection with FIGS. 3 and 4), and/or to determine whether a search query
is to be blocked (e.g., as described above in connections with FIGS. 3, 5, and 6).

[0129] Turning to FIG. 8A, an example 800 of a user interface for indicating that a
search query has been blocked is shown in accordance with some embodiments of the disclosed
subject matter. As illustrated, user interface 800 can include a logo 802, a search query input
804, and a blocked query indication 806.

[0130] Logo 802 can be any suitable logo associated with a provider of user interface
800. In some embodiments, logo 802 can include any suitable text, images, icons, animations,

graphics, videos, and/or any other suitable content. Note that the position of logo 802 in user
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interface 800 is shown as an example, and logo 802 can be located at any suitable position. In
some embodiments, logo 802 can be omitted.

[0131] Search query input 804 can be any suitable user interface control for receiving a
search query from the user device. For example, as shown in FIG. 8A, search query input 804
can include a text input box, which can receive text from any suitable source, such as a keyboard,
a touchscreen keypad, a microphone, and/or any other suitable source.

[0132] Blocked query indication 806 can be any suitable indication that a search query
entered in search query input 804 has been blocked. For example, as shown in FIG. 8A, blocked
query indication 806 can include text stating that the search query has been blocked. In some
embodiments, blocked query indication 806 can include text indicating a reason that the search
was blocked, for example, stating that the query was determined to pertain to mature content. In
some embodiments, blocked query indication 806 can include any suitable hyperlinks, images,
icons, graphics, animations, and/or any other suitable content. For example, in some
embodiments, a hyperlink included in blocked query indication 806 can link to a page that
explains how and/or why particular search queries has been blocked.

[0133] Turning to FIG. 8B, an example 850 of a user interface for presenting search
results retrieved based on a search query is shown in accordance with some embodiments of the
disclosed subject matter. As illustrated, user interface 850 can include a group of search results
856.

[0134] Group of search results 856 can include any suitable number (e.g., one, two, five,
ten, twenty, and/or any other suitable number) of individual search results, such as individual
search result 858. In some embodiments, individual search result 858 can include any suitable
information, such as a ranking associated with the search result, a title associated with the search
result, a date (e.g., a date of creation, a date of modification, and/or any other suitable date)
associated with the search result, and/or any other suitable information.

[0135] In some embodiments, individual search result 858 can include an image 860.
Image 860 can be any suitable image associated with individual search result 858. For example,
in instances where individual search result 858 corresponds to a media content item, image 860
can be an image associated with the media content item, such as a screen capture from a video
content item, an image associated with a creator of the media content item, and/or any other

suitable image. In some embodiments, image 860 can be omitted.
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[0136] Turning to FIG. 9, an example 900 of a user interface for receiving user inputs
(e.g., input from a parent of a child) to allow search queries to be presented and/or filter search
results is shown in accordance with some embodiments of the disclosed subject matter. As
illustrated, user interface 900 can include a title 902 and a group of inputs 904.

[0137] Title 902 can be any suitable title indicating content of user interface 900. In
some embodiments, title 902 can include any suitable text, images, graphics, icons, animations,
videos, hyperlinks, and/or any other suitable content. Note that the position of title 902 in user
interface 900 is shown as an example, and title 902 can be presented at any suitable location. In
some embodiments, title 902 can be omitted.

[0138] Group of inputs 904 can include any suitable user inputs for indicating that
particular features and/or items are to be allowed. An individual input in group of inputs 904 can
include any suitable user interface elements, such as radio buttons, checkboxes, text inputs,
and/or any other suitable user interface elements.

[0139] In some embodiments, group of inputs 904 can include an allow search input 906.
In some embodiments, selection of allow search input 906 can allow search queries to be entered
and search results to be retrieved and presented based on the entered search query. Similarly, in
some embodiments, de-selection of allow search input 906 can cause entry of search queries to
be blocked and/or prohibited.

[0140] As another example, group of inputs 904 can include group of allowed content
inputs 908. In some embodiments, group of allowed content inputs 908 can allow a user to
indicate content ratings associated with search results that are safe to be presented. In some such
embodiments, only search results corresponding to the selected content ratings will be presented
in response to receiving a search query, as described above in connection with block 312 of FIG.
3. Additionally or alternatively, in some embodiments, if there are fewer than a predetermined
number (e.g., fewer than five, fewer than ten, and/or any other suitable number) of search results
associated with the indicated content ratings, a search query can be blocked completely, as
described above in connection with block 308 of FIG. 3.

[0141] Although not shown in FIG. 9, in some embodiments, group of inputs 904 can
include any other inputs for receiving any suitable information, such as an age of a child, types

of mature content that are to be blocked, and/or any other suitable information.
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[0142] It should be understood that at least some of the above described blocks of the
processes of FIGS. 3-7 can be executed or performed in any order or sequence not limited to the
order and sequence shown in and described in the figure. Also, some of the above blocks of the
processes of FIGS. 3-7 can be executed or performed substantially simultaneously where
appropriate or in parallel to reduce latency and processing times. Additionally or alternatively,
some of the above described blocks of the processes of FIGS. 3-7 can be omitted.

[0143] In some embodiments, any suitable computer readable media can be used for
storing instructions for performing the functions and/or processes herein. For example, in some
embodiments, computer readable media can be transitory or non-transitory. For example, non-
transitory computer readable media can include media such as magnetic media (such as hard
disks, floppy disks, and/or any other suitable magnetic media), optical media (such as compact
discs, digital video discs, Blu-ray discs, and/or any other suitable optical media), semiconductor
media (such as flash memory, electrically programmable read-only memory (EPROM),
electrically erasable programmable read-only memory (EEPROM), and/or any other suitable
semiconductor media), any suitable media that is not fleeting or devoid of any semblance of
permanence during transmission, and/or any suitable tangible media. As another example,
transitory computer readable media can include signals on networks, in wires, conductors,
optical fibers, circuits, any suitable media that is fleeting and devoid of any semblance of
permanence during transmission, and/or any suitable intangible media.

[0144] In situations in which the systems described here collect personal information
about users, or make use of personal information, the users may be provided with an opportunity
to control whether programs or features collect user information (e.g., information about a user’s
social network, social actions or activities, profession, a user’s preferences, or a user’s current
location). In addition, certain data may be treated in one or more ways before it is stored or used,
so that personally identifiable information is removed. For example, a user’s identity may be
treated so that no personally identifiable information can be determined for the user, or a user’s
geographic location may be generalized where location information is obtained (such as to a city,
ZIP code, or state level), so that a particular location of a user cannot be determined. Thus, the
user may have control over how information is collected about the user and used by a content

SErver.
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[0145] Accordingly, methods, systems, and media for presenting search results are
provided.
[0146] Although the invention has been described and illustrated in the foregoing

illustrative embodiments, it is understood that the present disclosure has been made only by way
of example, and that numerous changes in the details of implementation of the invention can be
made without departing from the spirit and scope of the invention, which is limited only by the

claims that follow. Features of the disclosed embodiments can be combined and rearranged in

various ways.



WO 2016/133600 PCT/US2016/012077
43

What is claimed is:

1. A method for presenting search results, comprising:
receiving text corresponding to a search query entered on a user device;
determining whether a content rating score associated with the search query is
below a predetermined threshold value, wherein the score is calculated by:
identifying a first plurality of search results retrieved using the search
query, wherein each search result in the first plurality of search results is associated with one of a
plurality of content ratings classes; and
calculating the content rating score that is a proportion of search results
associated with at least one of the content ratings classes among the first plurality of search
results;
in response to determining that the content rating score is below the
predetermined threshold value, identifying a second plurality of search results to be presented
based on the search query; and

causing the second plurality of search results to be presented on the user device.

2. The method of claim 1, further comprising applying a weight to each of the first
plurality of search results, wherein the proportion of search results associated with at least one of

the content ratings classes is calculated using the weight.

3. The method of claim 2, wherein the weight is determined based on a relevance of

the associated search result to the search query.

4. The method of claim 1, wherein the second plurality of search results is identified

based on the content rating class associated with each of the first plurality of search results.

5. The method of claim 1, wherein the second plurality of search results is a subset

of the first plurality of search results.
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6. The method of claim 1, wherein the plurality of content ratings classes correspond
to a first content rating class designated for content that is suitable for all ages and a second

content rating class designated for content that is suitable for adults.

7. The method of claim 1, wherein the predetermined threshold value includes a first

threshold value and a second threshold value and wherein the method further comprises:

in response to determining that the content rating score is above the
predetermined threshold value, determining a first relevance of search results associated with a
first of the plurality of content ratings classes to the search query and a second relevance of
search results associated with a second of the plurality of content ratings classes to the search
query;

determining whether the first relevance is similar to or larger than the second
relevance;

in response to determining that the first relevance is similar to or larger than the
second relevance, identifying a third plurality of search results to be presented; and

causing the third plurality of search results to be presented on the user device.

8. The method of claim 1, further comprising:
in response to determining that the content rating score is above a second
predetermined threshold value, inhibiting presentation of search results based on the search
query; and
causing an indication that presentation of the search results has been inhibited to

be presented.

9. The method of claim 1, wherein the received text corresponding to the search
query is received from a human annotator and wherein the method further comprises:
determining whether the search query would cause one or more search results to
be presented,;
in response to the determining that the search query causes the second plurality of
search results to be presented, causing an indication of the determination to the human annotator

to be presented along with a request to modify the search query;
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receiving additional search queries from the human annotator and determining
whether each of the additional search queries would cause one or more search results to be
presented; and

determining whether the content rating score should be adjusted in response to the
search query, the additional search queries, and the one or more search results responsive to the

search query and the additional search queries.

10. A system for presenting search results, the system comprising:
a hardware processor that is programmed to:
receive text corresponding to a search query entered on a user device;
determine whether a content rating score associated with the search query
is below a predetermined threshold value, wherein the hardware processor is further programmed
to:
identify a first plurality of search results retrieved using the search
query, wherein each search result in the first plurality of search results is associated with one of a
plurality of content ratings classes; and
calculate the content rating score that is a proportion of search
results associated with at least one of the content ratings classes among the first plurality of
search results;
in response to determining that the content rating score is below the
predetermined threshold value, identify a second plurality of search results to be presented based
on the search query; and
cause the second plurality of search results to be presented on the user

device.

11. The system of claim 10, wherein the hardware processor is further programmed to
apply a weight to each of the first plurality of search results, wherein the proportion of search

results associated with at least one of the content ratings classes is calculated using the weight.

12.  The system of claim 11, wherein the weight is determined based on a relevance of

the associated search result to the search query.
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13. The system of claim 10, wherein the second plurality of search results is identified

based on the content rating class associated with each of the first plurality of search results.

14. The system of claim 10, wherein the second plurality of search results is a subset

of the first plurality of search results.

15. The system of claim 10, wherein the plurality of content ratings classes
correspond to a first content rating class designated for content that is suitable for all ages and a

second content rating class designated for content that is suitable for adults.

16.  The system of claim 10, wherein the predetermined threshold value includes a
first threshold value and a second threshold value and wherein the hardware processor is further
programmed to:

in response to determining that the content rating score is above the
predetermined threshold value, determine a first relevance of search results associated with a first
of the plurality of content ratings classes to the search query and a second relevance of search
results associated with a second of the plurality of content ratings classes to the search query;

determine whether the first relevance is similar to or larger than the second
relevance;

in response to determining that the first relevance is similar to or larger than the
second relevance, identify a third plurality of search results to be presented; and

cause the third plurality of search results to be presented on the user device.

17.  The system of claim 10, wherein the hardware processor is further programmed
to:
in response to determining that the content rating score is above a second
predetermined threshold value, inhibit presentation of search results based on the search query;
and
cause an indication that presentation of the search results has been inhibited to be

presented.
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18. The system of claim 10, wherein the received text corresponding to the search
query is received from a human annotator and wherein the hardware processor is further
programmed to:

determine whether the search query would cause one or more search results to be
presented,

in response to the determining that the search query causes the second plurality of
search results to be presented, cause an indication of the determination to the human annotator to
be presented along with a request to modify the search query;

receive additional search queries from the human annotator and determining
whether each of the additional search queries would cause one or more search results to be
presented; and

determine whether the content rating score should be adjusted in response to the
search query, the additional search queries, and the one or more search results responsive to the

search query and the additional search queries.

19. A non-transitory computer-readable medium containing computer executable
instructions that, when executed by a processor, cause the processor to perform a method for
presenting search results, the method comprising:

receiving text corresponding to a search query entered on a user device;
determining whether a content rating score associated with the search query is
below a predetermined threshold value, wherein the score is calculated by:
identifying a first plurality of search results retrieved using the search
query, wherein each search result in the first plurality of search results is associated with one of a
plurality of content ratings classes; and
calculating the content rating score that is a proportion of search results
associated with at least one of the content ratings classes among the first plurality of search
results;
in response to determining that the content rating score is below the
predetermined threshold value, identifying a second plurality of search results to be presented
based on the search query; and

causing the second plurality of search results to be presented on the user device.
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20.  The non-transitory computer-readable medium of claim 19, wherein the method
further comprises applying a weight to each of the first plurality of search results, wherein the
proportion of search results associated with at least one of the content ratings classes is

calculated using the weight.

21.  The non-transitory computer-readable medium of claim 20, wherein the weight is

determined based on a relevance of the associated search result to the search query.

22.  The non-transitory computer-readable medium of claim 19, wherein the second
plurality of search results is identified based on the content rating class associated with each of

the first plurality of search results.

23.  The non-transitory computer-readable medium of claim 19, wherein the second

plurality of search results is a subset of the first plurality of search results.

24.  The non-transitory computer-readable medium of claim 19, wherein the plurality
of content ratings classes correspond to a first content rating class designated for content that is
suitable for all ages and a second content rating class designated for content that is suitable for

adults.

25.  The non-transitory computer-readable medium of claim 19, wherein the
predetermined threshold value includes a first threshold value and a second threshold value and
wherein the method further comprises:

in response to determining that the content rating score is above the
predetermined threshold value, determining a first relevance of search results associated with a
first of the plurality of content ratings classes to the search query and a second relevance of
search results associated with a second of the plurality of content ratings classes to the search
query;

determining whether the first relevance is similar to or larger than the second

relevance;
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in response to determining that the first relevance is similar to or larger than the
second relevance, identifying a third plurality of search results to be presented; and

causing the third plurality of search results to be presented on the user device.

26.  The non-transitory computer-readable medium of claim 19, wherein the method
further comprises:
in response to determining that the content rating score is above a second
predetermined threshold value, inhibiting presentation of search results based on the search
query; and
causing an indication that presentation of the search results has been inhibited to

be presented.

27.  The non-transitory computer-readable medium of claim 19, wherein the received
text corresponding to the search query is received from a human annotator and wherein the
method further comprises:

determining whether the search query would cause one or more search results to
be presented,;

in response to the determining that the search query causes the second plurality of
search results to be presented, causing an indication of the determination to the human annotator
to be presented along with a request to modify the search query;

receiving additional search queries from the human annotator and determining
whether each of the additional search queries would cause one or more search results to be
presented; and

determining whether the content rating score should be adjusted in response to the
search query, the additional search queries, and the one or more search results responsive to the

search query and the additional search queries.
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