**Title:** ENSURING DATA INTEGRITY OF EXECUTED TRANSACTIONS

**Abstract:** A central service provider manages a blockchain network that writes the cryptographic hash of each executed transaction in a block to the blockchain network. For each executed transaction, the central service provider generates and transmits a transaction receipt such that a party can verify that the transaction was appropriately executed. Additionally, a party can check that the party's records are correct by providing transaction data describing details of transactions recorded in the party's records to the central service provider. The central service provider verifies the party's records by comparing the transaction data in the party's records to the blocks of transaction records in the blockchain network. In some scenarios, the central service provider may identify or receive an identification of a discrepancy arising from one or more transactions. The central service provider can reconcile the identified discrepancy.
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ENSURING DATA INTEGRITY OF EXECUTED TRANSACTIONS

TECHNICAL FIELD

[0001] This disclosure generally relates to data management, and more specifically to verifying the data integrity of executed transactions.

BACKGROUND

[0002] Transactional accounting systems track the quantity of assets held by various parties as well as the transfer of those assets between parties. The traditional implementation of these accounting systems include a relational database that tracks the various transactions and an overall balance table that monitors the quantity of assets held by each party. As each transaction is executed, the balance table is updated to reflect the transfer of assets corresponding to the transaction.

[0003] However, in conventional systems, both the quantity of an asset that is transferred in a transaction as well as the balance value of party are susceptible to being undesirably changed. These changes are often undetected and can be nefarious in nature (e.g., hacking), thereby causing significant adverse effects. In extreme cases, accounting systems can be the target of hacking systems that cause large-scale changes or even downtime in the accounting system. Additionally, in conventional systems, a transaction may be errantly executed. For example, a placed transaction may be mistakenly missed or an extra transaction may be accidentally executed.

SUMMARY

[0004] A central service provider manages a blockchain network that records details of
executed transactions. In some embodiments, the central service provider executes the transactions themselves. Each transaction specifies the transfer of an asset and is placed by a party of the blockchain network. For each transaction, the central service provider applies a cryptographic hash algorithm to enforce the immutability of each executed transaction. For example, the central service provider generates a transaction record for each transaction, each transaction record including a hash value that represents an identifier of the immediately prior transaction record. In some scenarios, the immediately prior transaction record is the prior transaction record corresponding to a prior transaction placed by the party. The central service provider generates a block that includes a set of transaction records, where the block further includes a hash value that represents an identifier of an immediately preceding block in the blockchain. Each hash value representing an identifier of a block in the blockchain can be used to verify a full block of transactions.

[0005] In executing each transaction, the central service provider queries and updates a position table that represents the position of the asset held by each party in the blockchain network. Additionally, the central service provider identifies and updates one or more directed graphs that describe the positions of an asset held by parties of the blockchain network. Each directed graph provides a traceable lineage of an asset as it is transferred from one party to another. Because each asset has a traceable lineage, and transactions are hashed with one another, transactions may be reliably and verifiably applied to a party’s positions. To identify the position of a party at a given time, the state of the blockchain at that time is readily re-created by returning to that portion of the blockchain, and because transactions are verified as they are applied to the blockchain, the transactions in the blockchain are reliable because of the traceable lineage.
In various embodiments, the one or more directed graphs are provided for display to provide a snapshot of the positions of the asset by each party at any given time during a transaction period. Additionally, the one or more directed graphs can be used to trace the transfer of the asset to reconcile one or more discrepancies that may arise during the execution of the transactions.

In various embodiments, the directed graphs are initialized each period and describe the position of an asset held by a party. In these embodiments, the one or more directed graphs are initialized and updated to reflect the transactions that occur during a transaction period. At the end of a transaction period, such as a trading day, the positions of an asset held by each party are accumulated across the directed graphs. At the beginning of a subsequent transaction period, each accumulated position of the asset held by a party is used to initialize a new directed graph. Therefore, the transactions that occur during the subsequent transaction period can be reflected in the one or more directed graphs, which can further be used to reconcile transactions during the subsequent transaction period.

Individual transactions recorded by the central service provider may be verified to ensure that each transaction was appropriately executed and recorded to the blockchain. The central service provider may receive a transaction request for a transaction from a party, the transaction request specifying various attributes of the transaction, such as asset type, quantity of the asset, and parties involved in the transaction. A hash value of the requested transaction, including its attributes, may be provided with the transaction request. The central service provider may also generate a hash value with the same attributes to match the submitted hash value and thereby verify that the transaction attributes received by the central service provider match the details of the transaction request. When the transaction is recorded on the blockchain,
the central service provider generates a transaction receipt that can be provided to the requester.

The transaction receipt specifies characteristics of the recorded transaction, such as a hash value of the previous block, recordation time stamp, prior transactions associated with the parties, as well as the prior hash value that was initially sent with the transaction request. These characteristics of the recorded transaction included in the transaction receipt may also be hashed to determine an identifier of the transaction receipt.

[0009] These identifiers of the transaction receipt (which are hash values corresponding to a previous transaction) may then be used to verify that the transaction was properly recorded. For example, the party verifies that the expected transaction information is correct and that identifiers of prior transaction receipts match.

[0010] In addition, to confirm that the party’s records are correct, a party may provide a set of transactions, identifiers of the transactions, or details/attributes of the transactions to the central service provider such that the central service provider can determine any discrepancies between the party’s records and the recorded transactions in the blockchain. Once transactions are recorded, because the transactions are characterized by the hash value of the requested transaction and the hash value of the recorded transaction, these hash values become immutable through the further use of these hash values in the blockchain. Modifications to the transactions are prevented because later transactions in the blockchain rely on these hash values. A party thus cannot readily modify a transaction because discrepancies will not match for the transaction receipt or the transaction request when compared to the transaction details recorded in the blockchain. As one application of this approach, the blockchain network of a central service provider may serve as a contingency system for a primary transactions database (e.g., primary recordation system) that maintains the positions of assets held by different parties. The primary
recording system can request and subsequently verify executed transactions and party positions with the central service provider that maintains the blockchain records. This permits the primary recording system to maintain its role in servicing requests from various parties while the blockchain system of the central service provider provides additional transaction verification and confirmation.

[0011] The benefits of the implementation of the various embodiments described herein are several-fold. The secure management of cryptographically strong transactions ensures that unsupervised changes to transactions (e.g., asset quantities) are easily detected. Namely, if a single transaction is later changed, then the subsequent hash value of the next transaction is incorrect, and the hash value for the block also no longer matches the actual transactions in the block. Additionally, the data state of the blockchain maintained by the central service provider is further verified by client devices and can serve as a backup to a primary recording system. Therefore, if a discrepancy arises (e.g., due to a missed, extra, or wrongful execution of a transaction or an unauthorized change), the discrepancy can be readily identified and traced.

**Brief Description of the Drawings**

[0012] The disclosed embodiments have advantages and features which will be more readily apparent from the detailed description, the appended claims, and the accompanying figures (or drawings). A brief introduction of the figures is below.

[0013] FIG. 1 depicts an overall system environment for managing verifiable and cryptographically strong transactions, in accordance with an embodiment.

[0014] FIG. 2A depicts an example block diagram of a client device, in accordance with an embodiment.

[0015] FIG. 2B depicts an example block diagram of a primary recordation system for
verifying and supporting the central service provider, in accordance with an embodiment.

[0016] FIG. 3 depicts an example block diagram of a central service provider, in accordance with an embodiment.

[0017] FIG. 4A is an example initial interface including directed graphs that each depict initial positions of an asset held by various parties, in accordance with an embodiment.

[0018] FIG. 4B and 4C each depicts an example interface including directed graphs that depict positions of an asset held by various parties at the end of a transaction period, in accordance with an embodiment.

[0019] FIG. 4D depicts an initialization of asset positions held by various parties at the beginning of a transaction period, in accordance with an embodiment.

[0020] FIG. 4E is an example position table tabulating the positions of an asset held by different parties, in accordance with an embodiment.

[0021] FIG. 5A depicts examples of transaction records generated by the central service provider, in accordance with an embodiment.

[0022] FIG. 5B illustrates an example hashing strategy for generating a hashed block of transactions, in accordance with an embodiment.

[0023] FIG. 6A is a flow diagram process for managing verifiable, cryptographically strong transactions, in accordance with an embodiment.

[0024] FIG. 6B is a flow diagram process of executing transactions by the central service provider, in accordance with an embodiment.

[0025] FIG. 7A is an interaction diagram for verifying executed transactions by a client device, in accordance with an embodiment.

[0026] FIG. 7B is an example flow process for verifying a transaction receipt by a client
device, in accordance with an embodiment.

[0027] FIG. 8A is an interaction diagram for verifying transactions recorded by a primary recordation system, in accordance with an embodiment.

[0028] FIG. 8B is an example flow process for verifying a transaction recorded by a primary recordation system, in accordance with an embodiment.

**DETAILED DESCRIPTION**

[0029] The figures and the following description relate to preferred embodiments by way of illustration only. It should be noted that from the following discussion, alternative embodiments of the structures and methods disclosed herein will be readily recognized as viable alternatives that may be employed without departing from the principles of what is claimed.

[0030] Reference will now be made in detail to several embodiments, examples of which are illustrated in the accompanying figures. It is noted that wherever practicable similar or like reference numbers may be used in the figures and may indicate similar or like functionality. For example, a letter after a reference numeral, such as “tree 405A,” indicates that the text refers specifically to the element having that particular reference numeral. A reference numeral in the text without a following letter, such as “tree 405,” refers to any or all of the elements in the figures bearing that reference numeral (e.g. “tree 405” in the text refers to reference numerals “tree 405A” and/or “tree 405B” and/or “tree 405C” in the figures).

**OVERALL SYSTEM ENVIRONMENT**

[0031] FIG. 1 depicts an overall system environment 100 for managing verifiable and cryptographically strong transactions, in accordance with an embodiment. The system environment 100 can include one or more client devices 110, a primary recordation system 120, and a central service provider 150 interconnected through a network 130. Generally, a central
service provider 150 receives transaction requests sent by a client device 110. The central service provider 150 writes the details of each transaction to a block on a blockchain. Additionally, the central service provider 150 can update one or more traceable directed graphs and/or a position table to reflect each executed transaction.

[0032] The primary recordation system 120 may also receive transaction requests sent by a client device 110 and records the transactions by storing transaction information as well by maintaining and updating a ledger. In various embodiments, the primary recordation system 120 does not update traceable directed graphs in recording a transaction.

[0033] In recording details of transactions to an immutable blockchain, the central service provider 150 serves as a backup system for the primary recordation system 120 to ensure that executed transactions are traceable and to provide additional transaction verification. Additionally, each client device 110 that sends a transaction request can verify that the transaction request was correctly executed. If either the client device 110 or the central service provider 150 identifies a discrepancy that arose due to one or more executed transactions, a notification is sent to reconcile the discrepancy.

Network

[0034] The network 130 facilitates communications between the various client devices 110 and central service provider 150. The network 130 may be any wired or wireless local area network (LAN) and/or wide area network (WAN), such as an intranet, an extranet, or the Internet. In various embodiments, the network 130 uses standard communication technologies and/or protocols. Examples of technologies used by the network 130 include Ethernet, 802.11, 3G, 4G, 802.16, or any other suitable communication technology. The network 130 may use wireless, wired, or a combination of wireless and wired communication technologies. Examples
of protocols used by the network 130 include transmission control protocol/internet protocol (TCP/IP), hypertext transport protocol (HTTP), simple mail transfer protocol (SMTP), file transfer protocol (TCP), or any other suitable communication protocol.

**Client Device**

[0035] The client device 110 is an electronic device such as a server computer, personal computer (PC), a desktop computer, a laptop computer, a notebook, a tablet PC executing an operating system, for example, a Microsoft Windows-compatible operating system (OS), Apple OS X, and/or a Linux distribution. In another embodiment, the client device 110 can be any device having computer functionality, such as a personal digital assistant (PDA), mobile telephone, smartphone, etc. The client device 110 may execute instructions (e.g., computer code) stored on a computer-readable storage medium. A client device 110 may include one or more executable applications, such as a web browser, to interact with services and/or content provided by the central service provider 150. In another scenario, the executable application may be a particular application designed by the central service provider 150 and locally installed on the client device 110. As one particular scenario, a user of the client device 110 may register with the central service provider 150 using a user identifier and password to become a party of the private blockchain. Although one client device 110 is illustrated in FIG. 1, in other embodiments the environment 100 may include more than one client device 110. For example, the central service provider 150 may communicate with millions of client devices 110 through the network 130 in providing and receiving various transaction-related data.

[0036] Generally, a client device 110 is associated with a party. A client device 110 can be used by a user (or party) to perform various functions such as send a transaction request that specifies a transfer of assets, receive a transaction receipt describing an executed transaction, or
verify that an executed transaction was appropriately written in a block of the blockchain. In some embodiments, the party uses the client device 110 to register with the blockchain network. Such functions can be performed in relation to the central service provider 150 (e.g., send a transaction request to the central service provider 150 or receive a transaction receipt from the central service provider 150).

[0037] Referring to FIG. 2A, the client device 110 includes a transaction placement module 205, a verification module 210A, a transaction store 215A, and an asset position store 220A for performing these functions. In some embodiments, the client device 110 includes additional or fewer modules for performing the functions. As an example, the client device 110 may further include a user interface for receiving interactions specifying a transaction order and for displaying details of executed transactions that have been verified.

[0038] The transaction placement module 205 places a transaction by sending a transaction request that specifies a transfer of an asset. The transaction placement module 205 can send a transaction request to the primary recordation system 120, to the central service provider 150, or to both. In various embodiments, a transaction request includes various attributes of a transaction including an asset type and a quantity of the asset to be transferred. Examples of an asset may be stock, bonds, securities (e.g., call option or put option), mutual funds, loans, deposits (e.g., certificate of deposits), bills (e.g., treasury bills), and the like. In some embodiments, the transaction placement module 205 sends a transaction request on behalf of the party that is associated with the client device 110. Therefore, in this scenario, attributes of a transaction included in a transaction request can further specify one or more parties as well as a direction of transfer (e.g., transferring the asset to or from the party). In various embodiments, attributes of the transaction further specify conditions associated with the transaction. For
example, the conditions can include the price of the asset or any notes of the transaction. As another example, if the asset is a call or put option, the transaction further specifies an agreed-upon price at a specified date. In some embodiments, attributes of a transaction further include a timestamp applied by the transaction placement module 205 corresponding to when the transaction request was sent.

[0039] The transaction placement module 205 represents the transaction using a unique transaction request identifier, which can further be an attribute included in the transaction. As one example, the unique transaction request identifier is a hash value representing the content in the transaction. The hash value can be generating using one of a message digest algorithm 5 (MD5), a secure hash algorithm (SHA) algorithm (e.g., SHA-0, SHA-1, SHA-2, or SHA-3), BLAKE, or other hash functions of the like. In one embodiment, the unique transaction request identifier is a hash value generated using a SHA 256 function. The hash value represents the aforementioned attributes of the transaction including an identification of a first party, an identification of a second party, the asset type, the quantity of asset to be transferred, the conditions of the transaction, and the associated timestamp. The transaction placement module 205 can transmit the transaction request through the network 130 to the central service provider 150.

[0040] In various embodiments, the transaction placement module 205 stores information corresponding to the sent transaction requests in the transaction store 215A. For example, the transaction placement module 205 stores each unique transaction request identifier in a continuously updated list. The list may further specify the order of each transaction. In some embodiments, the transaction placement module 205 maintains a list of transactions in a local blockchain. In other words, the transaction placement module 205 can generate a hash value
representing each transaction in the local blockchain such that each transaction includes a hash value of the immediately prior transaction in the block. Additionally, each block in the blockchain can contain a hash value of the immediately prior block in the blockchain.

[0041] Additionally or alternatively, the transaction placement module 205 can update and maintain a locally-stored ledger such as a position table that reflects the position of one or more assets held by the party associated with the client device 110. The transaction placement module 205 stores the local ledger in an asset position store 220A. Therefore, for each transaction in a sent transaction request, the transaction placement module 205 updates the local ledger to reflect the position of the assets held by the party in view of the transaction.

[0042] The client device 110 further receives transaction receipts from a central service provider 150 indicating that one or more transactions have been executed and the details of the transaction were written to the blockchain. Therefore, the client device 110 can verify that the details of the transaction were appropriately written to the blockchain. The client device 100 employs a verification module 210A and a transaction store 215A for the verification process. Further details regarding the verification process are described below in regards to FIG. 7A and 7B.

Primary Recordation System

[0043] The primary recordation system 120 is an electronic device, such as one or more server computers, that is associated with the central service provider 150. As an example, the primary recordation system 120 may be operated in conjunction with the central service provider 150. For example, a user of the central service provider 150 can similarly be a user of the primary recordation system 120.

[0044] The primary recordation system 120 receives transaction requests sent by client
devices 110 and records details of each executed transaction. Generally, the primary recordation system 120 stores transaction data for each transaction. Specifically, transaction data for each transaction may include an identifier of the transaction, such as the unique transaction request identifier sent in a transaction request from the client device 110, and attributes of the transaction. Additionally, the primary recordation system 120 updates a local ledger, such as a position table, that tabulates the position of one or more assets held by various parties. For each transaction, the primary recordation system 120 updates the local ledger (e.g., remove quantity of an asset from party 1, add quantity of the asset to party 2) to reflect the transaction in the received transaction request.

[0045] Of note, given that the central service provider 150 executes transactions and writes details of the transactions to an immutable blockchain, errors that arise due to a mis-recorded transaction are likely due to one of an error or nefarious activity (e.g., hacking or manipulation) on the primary recordation system 120. In various embodiments, the primary recordation system 120 may query the central service provider 150 by sending transaction data of transactions recorded by the primary recordation system 120 such that the central service provider 150 can verify that the transactions recorded by the primary recordation system 120 are correct. In some embodiments, the primary recordation system 120 queries the central service provider 150 at fixed time intervals. The fixed timer interval may match a time period for which the central service provider 150 generates a block of transaction records. Therefore, the primary recordation system 120 can query and ensure that recorded transactions corresponding to blocks of transaction records on the blockchain have been accurately recorded by the primary recordation system 120. The primary recordation system 120 may receive a notification specifying one or more discrepancies arising from a transaction recorded by the primary recordation system 120.
and therefore, can reconcile any discrepancies identified by the central service provider 150.

[0046] Referring to FIG. 2B, the primary recordation system 120 includes a transaction handling module 208, a verification module 210B, a transaction store 215B, and an asset position store 220B for performing verification processes. For example, the transaction handling module 208 of the primary recordation system 120 generates and stores transaction data in the transaction store 215B. Additionally, the transaction handling module 208 can maintain and update a ledger (e.g., stored in asset position store 220B) that tracks asset quantities for each party. Further details regarding the handling and verification of transactions by the transaction handling module 208 and verification module 210B are described below in regards to FIG. 8A and 8B.

Central Service Provider

[0047] The central service provider 150 is one or more electronic devices associated with an institution such as a bank, asset management firm, financial services corporation, or central clearing agent. The central service provider 150 receives requests for transactions for its customers, who are able to send transaction requests using client devices 110, as described above. Generally the central service provider 150 processes the received transactions such that the transactions are verifiable and cryptographically strong. In one embodiment, the central service provider 150 serves as a recordation system for recording executed transactions. In another embodiment, the central service provider 150 executes transactions in addition to serving as a recordation system for recording the executed transactions. Specifically, the central service provider 150 writes details of the executed transactions within encrypted blocks to a blockchain such that changes to any details of the transactions written to the blockchain can be detected. Additionally, the central service provider 150 generates directed graphs that each describe a
traceable lineage of an asset as it is transferred to and from different parties. Thus, this enables the central service provider 150 to easily reconcile executed transactions by tracing the lineage of the asset in the directed graphs.

[0048] In various embodiments, the central service provider 150 maintains a private blockchain network. In other words, parties of the private blockchain undergo a validation process and therefore, each transaction received from a party (e.g., client device 110) of the private blockchain is assumed to trustworthy and need not be verified upon receipt by the central service provider 150. Each block of transactions written onto the blockchain by the central service provider 150 is immutable, thereby ensuring that the details of the executed transactions are secure and cryptographically strong.

[0049] Referring now to FIG. 3, it depicts an example block diagram of a central service provider 150, in accordance with an embodiment. In this embodiment, the central service provider 150 includes a directed graph module 305, a transaction management module 310, a transaction record module 315, a block generation module 320, a transaction receipt module 325, and a reconciliation module 330. The methods performed by each module of the central service provider 150 are described below.

MANAGING TRANSACTIONS BY THE CENTRAL SERVICE PROVIDER

Directed Graphs

[0050] The directed graph module 305 initializes a set of directed acyclic graphs for one or more parties at the beginning of a transaction period, such as a trading session. Generally, a set of directed graphs describes the positions of an asset (e.g., stocks or bonds) held by each of the one or more parties. Each asset type may be represented by a different set of directed graphs. At the beginning of each transaction period, the directed graph module 305 initializes an initial
value representing a quantity of the asset held by each party. During the transaction period, the
directed graph module 305 maintains the set of directed graphs to reflect the details of the
executed transactions that are written to the blockchain. For example, the directed graph module
305 maintains nodes and directional edges in the directed graph that reflect the transfer of assets
of executed transactions. In various embodiments, the directed graph module 305 assigns a
quantity of an asset to a node or to an edge. For example, a quantity of an asset assigned to a
node represents the position of the asset held by the party corresponding to the node. A quantity
of an asset assigned to an edge represents the quantity of the asset being transferred from the first
node through the edge to the second node.

[0051] At the end of each transaction period, the directed graph module 305 accumulates the
positions for an asset held by each party across the set of directed graphs such that the directed
graph module 305 can re-initialize the set of directed graphs at the beginning of a subsequent
time period using the accumulated position of the asset held by each party. The subsequent
derscription refers to directed graphs in a set of directed graphs. However, in various
embodiments, the directed graph module 305 initializes multiple sets of directed graphs to
process transactions for various types of assets that are managed by the central service provider
150.

[0052] Reference is made to FIG. 4A, which is an example initial interface 400 of directed
graphs that each depict initial positions of an asset held by various parties, in accordance with an
embodiment. The interfaces shown in FIG. 4A and subsequent FIG. 4B show interfaces for
illustrating the change in assets for parties over time. Specifically, FIG. 4A depicts one example
of multiple directed graphs that are embodied as trees (e.g., tree 1 (405A), tree 2 (405B), and tree
3 (405C)).
The directed graph module 305 initializes an initial quantity of the asset held by each party in the tree. In this example, at the beginning of a time period, each party is associated with a tree designating that party’s initial position. For example, as shown in FIG. 4A, each tree 405 includes a root node 415 that represents the initial position 410 of an asset held by a party associated with the tree 405. For example, as shown in FIG. 4A, tree 1 (405A) represents the initial position 410A of the asset (e.g., 300m) held by party 1 (420), tree 2 (405B) represents the initial position 410B of the asset (e.g., 100m) held by party 2 (425), and tree 3 (405C) represents the initial position 410C of the asset (e.g., 200m) held by party 3 (430). Although FIG. 4A only depicts three separate trees 405, in various embodiments, there are fewer or more trees 405 depending on the number of parties in the blockchain network. As an example, if there are \( N \) parties registered with the blockchain network, then there may be \( N \) total trees 405 in the interface 400. When a new party registers and joins as a party of the blockchain, the directed graph module 305 can initialize a new directed graph for the new party.

In various embodiments, the directed graph module 305 initializes a directed graph at the beginning of a transaction period. A transaction period refers to the interval between the beginning and end of a trading session. As an example, the transaction period is a trading day during which assets are exchanged. Therefore, the initial position 410 of an asset held by a party represents the quantity of an asset in the party’s possession at the beginning of a transaction period. As shown in FIG. 4A, each root node 415 of each tree 405 is aligned at an initial time 445A that represents the beginning of the transaction period.

At the end of a transaction period, the directed graph module 305 sums the positions of the asset held by a party across multiple directed graph to obtain an accumulated position of the asset held by a party for that transaction period. Thus, the directed graph module 305 can use
the accumulated position of the asset for each party to re-initialize the directed graphs for the next transaction period. FIG. 4B shows an example final interface 402 of directed graphs that depict positions of an asset held by various parties at the end of a transaction period, in accordance with an embodiment. In transitioning from the beginning of the transaction period (e.g., FIG. 4A) to the end of the transaction period (e.g., FIG. 4B), multiple transactions were executed across multiple times 445.

[0056] The final interface 402 of directed graphs can include one or more nodes (e.g., depicted in FIG. 4A as squares) that each corresponds to a party (e.g., party 1 (420), party 2 (425), party 3 (430), or party 4 (435)). Additionally, the final interface 402 can include edges (e.g., depicted in FIG. 4B as directional arrows) that connect two nodes. The generation of the nodes and edges that correspond to a transaction are described in further detail below in regards to the transaction management module 310. In various embodiments, a subset of the nodes in each tree 405 are terminal nodes (e.g., depicted in FIG. 4B as shaded nodes). Each terminal node indicates the end of a traceable lineage of the asset. In other words, each terminal node does not include a further transfer of an asset to another party and therefore, is the final node in the tree 405. As depicted in FIG. 4B, each tree 405 can have two or more terminal nodes.

[0057] Referring to tree 1 (405A) in FIG. 4B, a transaction is represented by the transfer from an asset from the root node 415A representing party 1 (420) to two daughter nodes. Specifically, the initial position 410A (e.g., 300m) of the asset held by party 1 (420) is divided amongst a first daughter node (e.g., party 3 (430)) and a second daughter node (e.g., party 1 (420)), thereby indicating that part 1 (420) transferred 150m of the asset to party 3 (430) while holding onto the remaining 150m of the asset. In various embodiments, such as the embodiment shown in FIG. 4B, a single transaction in the directed graph can be represented by three nodes.
and two edges.

[0058] As shown in FIG. 4B, each node in the interface 402 aligns with a particular time 445 whereas the edges that indicate the transfer of assets connects the nodes between the designated times 445. Therefore, each node indicates the position of an asset held by a party at that time 445. For example, referring to tree 1 (405A), root node 415A that represents party 1 (420) indicates that party 1 (420) holds a quantity of 300m of an asset at initial time 445A. After executing the transaction, at subsequent time 445B, party 3 (430) now holds 150m of the asset and party 1 (420) holds 150m of the asset. Subsequent transactions are similarly represented across the different time 445 in FIG. 4B. In various embodiments, the interface 402 can depict an edge that traverses multiple time periods. For example, if a party holds a quantity of an asset for extended periods of time, then the subsequent transaction may be represented using an edge that traverses the extended periods of time. Specifically, node 434 in FIG. 4B depicts an example of such a transaction. Node 434, which represents party 3 (430), is assigned the position of 190m of the asset at time 445B. That quantity of the asset is held across time 445C until time 445D when 100m of the asset is transferred from party 3 (430) to party 2 (425). Therefore, the edges depicting this transaction traverse time 445C in demonstrating the timing of the transaction.

[0059] In various embodiments, each time 445A-D corresponds to a timestamp assigned to received transactions. In one embodiment, the duration of time between each timestamp can range between 30 seconds up to 30 minutes. In particular embodiments, the duration of time between each timestamp is 5 or 10 minutes.

[0060] Although FIG. 4A and 4B each depicts an interface 400 and 402 that includes directed graphs that are embodied as individual trees 405, other embodiments may depict other
forms of directed graphs. For example, in another embodiment as shown in FIG. 4C, directed
graphs are depicted as linear lists. In particular, the linear lists 455A-D shown in FIG. 4C
correspond to the nodes and edges of tree 2 (405B) as shown in FIG. 4B.

[0061] In this embodiment, each linear list 455 includes a root node, which in FIG. 4C is a
root node 415B that represents party 2 (425). Each root node 415B is assigned an initial position
410B (e.g., 100m) that represents the position of the asset held by the party (e.g., party 2 (425)).
Additionally, each linear list 455 includes a terminal node (e.g., shaded node) that represents the
position of the asset held by a party at the end of a transaction period. Each linear list 455 can
include one or more nodes between the root node 415B and the terminal node that represent the
intermediary parties that transferred the asset to arrive at the terminal node.

[0062] A single transaction may be depicted across multiple linear lists and encompass many
nodes and edges. For example, party 2 (425) begins with an initial position 410B (e.g., 100m) of
an asset. Each of the four linear lists 455 can represent the transaction of 40m of the asset to
party 4 (435) while party 2 (425) retains the remaining 60m of the asset. More specifically, each
of linear list 455A and 455B depicts the transfer of 40m of the asset from party 2 (425) to party 4
(435) whereas each of linear list 455C and 455D depicts the retention of 60m of the asset by
party 2 (425). Each linear list 455 then further branches out to depict a subsequent transaction
that occurs. For example, as shown in linear lists 455A and 455B, at time 445B, party 4 (435)
then transfers 20m of the asset to party 1 (420) while retaining 20m of the asset. Also, as shown
in linear lists 455C and 455D party 2 (425) transfers 40m of the asset to party 1 (420) while
retaining 20m of the asset. The last transaction that leads to a terminal node can be represented
across two linear lists 455. The second to last transaction that leads to a last transaction can be
represented across four linear lists 455. Generally, the position of the trees for the Nth
transaction can be represented by a set of $2^N$ linear lists 455 (since each transaction may branch a
tree).

[0063] In each of the example interfaces 402 depicted in FIG. 4B and 4C, the directed graph
initialized and maintained by the directed graph module 305 provides a traceable lineage of an
asset as it is transferred from party to party. Specifically, in both embodiments, each directed
graph of the interface 402 provides a root node 415 of a party that is assigned an initial position
410 of an asset held by the party. Therefore, the directed graph can be used to reconcile any
identified discrepancies by tracing the lineage of an asset back to the root node 415 of the
interface 402.

[0064] The embodiments depicted in FIG. 4B and FIG. 4C represent the interface 402 at the
end of a transaction period (e.g., close of a trading day). Here, the directed graph module 305
accumulates the positions of the asset held by parties across the terminal nodes (e.g., shaded
nodes in FIG. 4B or FIG. 4C) to obtain the accumulated position of the asset for each party. At
the beginning of a new transaction period, the directed graph module 305 initializes the directed
graphs by using the accumulated position of the asset for each party as the initial value of each
directed graph (e.g., tree) for the new transaction period. In some embodiments, at the initiation
of each new transaction period, the newly initialized directed graphs replace the previous
directed graphs of the prior transaction period. FIG. 4D depicts an example display 404 of
directed graphs at the beginning of a second transaction period. Here, the root nodes 415
correspond to the individual parties (e.g., party 1 (420), party 2 (425), party 3 (430), party 4
(435)). Additionally, the directed graph module 305 assigns each root node 415 the accumulated
position 460 of the asset for each party from the prior transaction period.

[0065] In various embodiments, the directed graph module 305 can provide each interface
(e.g., interface 400 in FIG. 4A, interface 402 in FIG. 4B or 4C, and interface 404 in FIG. 4D) for display. For example, the directed graph module 305 displays the interface 400, 402 or 404 including the multiple directed graphs to a user of the central service provider 150. Therefore, if a user of the central service provider 150 is reconciling transaction discrepancies, the user can view the interface 400, 402, or 404 and visually trace along each directed graph to identify the cause of the transaction discrepancy. In some embodiments, the directed graphs can be retrieved and automatically used by the central service provider 150 to reconcile discrepancies that may arise due to one or more transactions.

Managing Transactions

[0066] Transaction management module 310 receives transactions from a client device 110 that sends transaction requests specifying attributes of the transactions. Generally, the transaction management module 310 receives a first set of transactions within a time period such that the details of each transaction of the first set are written to a first block of the blockchain. The transaction management module 310 can further receive a second set of transactions in a next time period such that the details of each transaction of the second set are written to a next, adjacent block in the blockchain. By writing the details of each transaction as a block of the blockchain, the written details of each transaction are immutable, thereby protecting against unauthorized changes to the details of each transaction. The transaction management module 310 continues to repeat this process for subsequent sets of transactions received in subsequent time periods. In various embodiments, the time period for which transactions for a particular block are received can range between 30 seconds up to 30 minutes.

[0067] In each time period, the transaction management module 310 organizes the received transactions for that time period. For example, the transaction management module 310 can
assign an order to the transactions such that the transactions are written in a block to the blockchain in their assigned order. In some embodiments, the transaction management module 310 orders the transactions based on a timestamp associated with each transaction. In one embodiment, the timestamp is assigned by the client device 110 that sent the transaction request. In another embodiment, the timestamp is assigned by the transaction management module 310 upon receipt of a transaction request. In some embodiments, the transaction management module 310 assigns the same timestamp to the received transactions that represents a timestamp for the block and then assigns an arbitrary order to the transactions.

[0068] The transaction management module 310 extracts relevant information from each transaction request. For example, the transaction management module 310 extracts the attributes of the transaction (e.g., asset type, a quantity of the asset, party that provided the transaction request, one or more parties involved in the transaction, conditions for the transaction to be executed) from the transaction request. The transaction management module 310 can use the extracted attributes to reflect the details of the executed transaction in a set of directed graphs initialized and maintained by the directed graph module 305. The set of directed graphs are specific for an asset type. Therefore, given an asset type extracted from the transaction request, the transaction management module 310 identifies the set of directed graphs that are specific for the asset type to effect the transaction. As another example, the transaction management module 310 uses the extracted information to identify the appropriate parties such that the transfer of assets between the parties can be reflected in the set of directed graphs.

[0069] The transaction management module 310 can further maintain a position table that is continuously updated for each executed transaction. The position table can be stored in the asset position store 340 and can serve as a ledger in maintaining the positions of an asset held by the
various parties in the blockchain. Therefore, the transaction management module 310 can maintain multiple position tables, each position table specific for a type of asset. Reference is now made to FIG. 4E, which depicts an example position table 450 that documents the positions of an asset held by different parties, in accordance with an embodiment. Generally, the position table 450 depicts the total quantity of an asset held by each party (e.g., party 1 (420), party 2 (425), party 3 (430), party 4 (435)). In some embodiments, the position table 450 in FIG. 4E depicts the positions of the asset held by the parties at different time 445 during the transaction period. In other words, the position table 450 provides a snapshot of the quantity of an asset held by each party during various times 445 of the transaction period (e.g., during the trading day). In some embodiments, the position table 450 only maintains the positions of the asset held by the parties at a current time. For example, if the current time corresponds to time 445D, then the positions of the asset held by the parties at time 445B and time 445C can be discarded or replaced. In various embodiments such as the one shown in FIG. 4E, the position table 450 may further breakdown a total quantity of the asset held by each party into the position of the asset held by each party in each directed graph (e.g., tree 405). Thus, the position table 450 further enables a rapid understanding of the quantity of assets across directed graphs such that subsequent transactions can be represented using an appropriate tree 405.

[0070] In executing a transaction, the transaction management module 310 uses the directed graphs (as depicted in FIG. 4A-4D) and the position table 450 (as depicted in FIG. 4E). Given the extracted information for a transaction (e.g., the involved parties, the asset type, quantity of asset, and the like), the transaction management module 310 queries the position table 450 to identify the appropriate directed graphs that will be used to represent the executed transaction. For example, referring to the position table 450 shown in FIG. 4E, the position table 450
tabulates the position of the asset held by each party in each tree 405 (e.g., directed graph) at
different times 445. Therefore, the transaction management module 310 identifies the parties in
the position table 450 that are involved in the transaction and verifies that the party providing the
asset possesses a sufficient total quantity of the asset for the transfer. The transaction
management module 310 identifies one or more trees 405 in the position table 450 that possess a
sufficient quantity of the asset to represent the executed transaction. In various embodiments, if
each directed graph denotes a position of the asset held by the party that is insufficient to
represent the executed transaction, the transaction management module 310 can represent the
transaction using more than one directed graph, provided that the overall quantity of the asset
held by the party is sufficient. In some embodiments, the transaction management module 310
identifies one or more directed graphs by tracing the transaction records in the blockchain. For
example, the transaction management module 310 can maintain the position of the asset held by
the party as it traces along the transaction records in the blockchain to determine that the party
holds a sufficient quantity of the asset to execute the transaction.

[0071] As a specific example, referring to the directed graph interface shown in FIG. 4B and
the position table 450 shown in FIG. 4E, at time 445C, the transaction management module 310
receives a transaction request specifying a transfer of 50m of the asset from party 2 (425) to
party 4 (435). Therefore, the transaction management module 310 queries the position table 450
for the row 470 corresponding to the position of the asset held by party 2 (425) at time 445C.
Given that the total quantity of the asset held by party 2 (425) (e.g., 140m) is sufficient to
execute the transaction, the transaction management module 310 identifies the appropriate
directed graph to perform the transaction. Here, the transaction management module 310
determines that both tree 1 (405A) and tree 2 (405B) indicate a sufficient position of the asset
held by party 2 (425) to effect the transfer of 50m of the asset to party 4 (435). Tree 3 (405C) indicates an insufficient position of the asset held by party 2 (425). Therefore, the transaction management module 310 selects one of the trees that indicate a sufficient position (e.g., tree 1 (405A)) and executes the transaction. Referring now to FIG. 4B, the transaction management module 310 generates the nodes and edges (as indicated by 475) that reflect the transaction. Specifically, the transaction management module 310 generates a node representing party 4 (435) at time 445D as well as a first edge indicating the transfer of 50m of the asset from party 2 (425) to party 4 (435). Additionally, the transaction management module 310 generates a node representing party 2 (425) at time 445D and a second edge indicating the retention of 20m of the asset by party 2 (425).

[0072] The transaction management module 310 further updates the position table 450 to reflect the executed transaction. Referring to FIG. 4E, the transaction management module 310 determines the updated position of the asset held by party 2 (425) in tree 1 (405A) as well as the updated position of the asset held by party 4 (435) in tree 1 (405A) at the current time 445D and generates entries 480 that reflect the updated position (e.g., 20m and 50m). Therefore, the position table 450 contains the up-to-date positions of each party across the different trees 405 at the current time 445D.

Generating Cryptographically Strong Blocks of Transaction Records

[0073] The transaction record module 315 generates transaction records that correspond to the executed transactions. Each transaction record includes details of the executed transaction as well as information pertaining to a prior transaction. FIG. 5A depicts examples of transaction records 540 generated by the transaction record module 315, in accordance with an embodiment. The transaction record module 315 generates transaction records 540 that each incorporates a
payload 520 that includes the details, such as the attributes, of the transaction. In the embodiment shown in FIG. 5A, a transaction record 540 includes components such as a hash (502, 505A, or 505B) and an envelope 515 in addition to the payload 520.

[0074] The hash value (502, 505A, or 505B) is a hash of a prior transaction record 540. The hash value serves as a transaction identifier. Referring to FIG. 5A, hash₁ (505A), which is included as a part of transaction record 2 (540B), is the hash value representing transaction record 1 (540A). Hash₂ (505B), which is included as a part of transaction record 3 (540C), is the hash value representing transaction record 2 (540B). Similarly, hash₀ (502) of transaction record 1 (540A) is the hash value of the immediately preceding transaction record (not shown). In various embodiments, the hash value (502, 505A, or 505B) of a transaction record 540 is generated using one of a message digest algorithm 5 (MD5), a secure hash algorithm (SHA) algorithm (e.g., SHA-0, SHA-1, SHA-2, or SHA-3), BLAKE, or other hash functions of the like. As a particular example, the hash (502, 505A, or 505B) of a transaction record 540 is a SHA256 hash.

[0075] In some embodiments, each hash value (502, 505A, or 505B) corresponds to an immediately previous transaction that was received in a time period. As one example, the order of the transaction records 540 is based on the assigned order of the received transactions, as described above in relation to the transaction management module 310. In some embodiments, each hash value (502, 505A, or 505B) corresponds to an immediately previous transaction in a transaction request from a party. In other words, each hash value (502, 505A, or 505B) represents the immediately prior transaction record of a transaction sent by the party. Thus, a chain of transaction records 540 can be created that is specific for the party of the blockchain.

[0076] Each envelope 515 includes various details associated with the corresponding payload
520. For example, the envelope 515 can include a digital signature that was generated using the private key of the central service provider 150. This acts as a cryptographic guarantee that the transaction record 540 was written in a block to the blockchain. In various embodiments, the envelope 515 can include information corresponding to further processing of the payload 520. For example, the payload 520 in a transaction record 540 may be encrypted using either symmetric or asymmetric cryptographic techniques. Therefore, the envelope 515 can include information (e.g., a signature of the appropriate key that encrypted the payload) such that a device can identify and appropriately decrypt the encrypted payload. As another example, the envelope 515 can further include information such as a block identifier that identifies the block that the transaction record 540 is included within or a transaction record position identifier that identifies the location of the transaction record 540 within the block. In some embodiments, the envelope further includes a directed graph identifier that identifies the one or more directed graphs that were used to represent the transaction. The envelope can further include node identifiers and edge identifiers that identify the one or more nodes and edges of the one or more directed graphs that were generated to effect the transaction corresponding to the transaction record. Therefore, if the transaction needs to be reconciled, the information in the envelope 515 of the corresponding transaction record 540 such as the directed graph identifier, the node identifier, and/or the edge identifier can be used to identify the directed graph, nodes, and edges, respectively, to reconcile the transaction in the directed graph.

[0077] The payload 520 of a transaction record 540 includes details of an executed transaction. For example, details of a transaction can include the attributes of a transaction, which was described above as including an identification of a first party, an identification of a second party, the asset type, the quantity of asset to be transferred, the conditions of the
transaction, and a timestamp of the transaction.

In various embodiments, the attributes of the received transaction included in the payload 520 are encrypted. For example, the encrypted payload 520 can be generated by performing symmetric or asymmetric cryptography techniques. For symmetric cryptography, the transaction record module 315 can generate a symmetric key and encrypt the payload using the symmetric key. For asymmetric cryptography, the transaction record module 315 retrieves a public key of a party of the blockchain that will subsequently receive the transaction record and encrypts the payload using the public key.

The block generation module 320 maintains a blockchain network for the central service provider 150 and generates new blocks of transaction records 525 that can be appended to the blockchain network. Each block of the blockchain contains a reference of a prior block of the blockchain, thereby ensuring that the blocks of transaction records 525 are immutable in the blockchain. For example, a reference may be a hash value representing the immediately prior block of the blockchain. Therefore, if any detail of a transaction record 540 or a block of transaction records 525 is changed, then the block of transaction records 525 is invalidated.

In various embodiments, each block of transaction records 525 includes details of transactions corresponding to transaction requests that were received by the central service provider 150 during a time period. In some embodiments, each block of transaction records 525 includes details of a threshold number of transactions. In some embodiments, each block of transaction records 525 includes details of transactions that, in totality, specify up to a threshold amount of an asset. In other embodiments, any combination of a threshold number of transactions, transaction requests received during a time period, and threshold amount of an asset are used to limit the size of the block of transaction records 525. The blocks of the blockchain
can be stored in the blockchain store 335.

[0081] The block generation module 320 generates a block of transaction records 525 that includes the multiple transaction records 540 that were generated by the transaction record module 315. Referring again to FIG. 5A, the multiple transaction records 540 are immutably linked by the hash value (502, 505A, or 505B) in each transaction record 540. In various embodiments, the block generation module 320 sequentially appends each transaction record 540 to the block to generate the final block of transaction records 525 for a time period.

[0082] In some embodiments, the block of transaction records 525 includes all transaction records 540 of transactions that were received for a time period. For example, transaction records 540 of all received transactions associated with timestamps that are within the time period are included in the block of transaction records 525. In another embodiment, the block generation module 320 generates multiple blocks of transaction records 525 for a time period. Each block of transaction records 525 can be specific for a party of the blockchain. Specifically, each block of transaction records 525 corresponds to transactions that were sent by a client device 110 associated with a party of the blockchain.

[0083] In various embodiments, the block of transaction records 525 can be further processed by the block generation module 320. As an example, the block of transaction records 525 can be further hashed by the block generation module 320 to reduce computational resources that are needed to verify transactions. Reference is now made to FIG. 5B, which illustrates an example hashing strategy for generating a hashed block of transaction records 590. Specifically, the block of transaction records 525 (see FIG. 4) can be hashed using a binary hash tree (e.g., a Merkle tree) to generate the hashed block of transaction records 590.

[0084] As depicted in the embodiment shown in FIG. 5B, the block generation module 320
can perform a pairwise hashing of pairs of transaction records 540, each of which is represented as one of hash0 502, hash1 505A, hash2 505B, or hash3 505C. Specifically, hash0 502 and hash1 505A are hashed together as a pair using any of the aforementioned hashing algorithms (e.g., MD5, SHA-0, SHA-1, SHA-2, SHA-3, BLAKE, and the like) to generate hash_{0,1} 550A. Similarly, hash2 505B and hash3 505C are hashed together to generate hash_{2,3} 550B. Then, hash_{0,1} 550A and hash_{2,3} 550B can undergo a pairwise hashing to generate a root of the hash tree, represented as hash_{0,1,2,3} 555. As depicted in FIG. 5B, the root of the hash tree represents a hashed block of transaction records 590 that encompasses all transactions in the block.

[0085] In various embodiments, the block generation module 320 writes the hashed block of transaction records 590 as a block on the blockchain (e.g., store the hashed block of transaction records 590 in blockchain store 335). Storing the hashed block of transaction records 590 can be more efficient for data verification purposes. For example, a central service provider 150 can transmit the hashed block of transaction records 590 to a client device 110 for verification of all transaction records in the block without transmitting individual transaction records.

Transmitting Cryptographic Transactions for Verification

[0086] The transaction receipt module 325 generates a transaction receipt reflecting the executed transactions and/or blocks of executed transactions. The transaction receipt module 325 transmits a transaction receipt to a client device 110 that originally sent the transaction request such that the client device 110 can verify that the transaction in the request was appropriately executed.

[0087] The transaction receipt module 325 generates a transaction receipt for one or more transactions executed. Therefore, the client device 110 can verify each executed transaction using the transaction receipt. Although the subsequent description may refer to a transaction
receipt that includes information pertaining to a single transaction, the subsequent description may be applied to multiple transactions in the transaction receipt.

[0088] In various embodiments, the transaction receipt includes one or more attributes of the transaction specified by the transaction request sent by the client device 110 including a unique transaction request identifier as well as an asset type, a quantity of the asset to be transferred, a price of the asset, one or more parties involved in the transfer, conditions of the transaction, and a timestamp of the transaction. In particular embodiments, the transaction receipt includes the unique transaction request identifier such that the client device 110 can identify that the transaction receipt corresponds to the previously placed transaction.

[0089] In various embodiments, the transaction receipt generated by the transaction receipt module 325 further includes a hash value representing the block of transactions in which the transaction was included within. For example, referring to FIG. 5B, the hash value included in the transaction receipt can be the root hash (e.g., hash_{0,1,2,3} 555) of the Merkle tree that encompasses all transactions in the block. In various embodiments, the transaction receipt module 325 further includes hash values representing previous transactions in the block. For example, referring to FIG. 5A, the block of transaction records 525 may solely include transaction records 540 corresponding to transactions included in transaction requests placed by the client device 110. If transaction record 3 (540C) corresponds to the most recently received transaction request sent by client device 110, then the transaction receipt module 325 includes the hash values of hash_{0} (502), hash_{1} (505A), and hash_{2} (505B) that each represent a prior transaction record 540 in the block. In various embodiments, the transaction receipt further includes a timestamp applied by the transaction receipt module 325. In some embodiments, the transaction receipt includes a hash value representing the transaction receipt (e.g., transaction
receipt hash). As an example, the transaction receipt hash is a hash of each of the
aforementioned items in the transaction receipt. Specifically, the transaction receipt hash is a
hash of 1) the unique transaction request identifier, 2) the hash value representing the block of
transactions that the transaction was included within, 3) hash values representing previous
transactions in the block, and 4) the timestamp. In various embodiments, more or fewer
elements are hashed to obtain the transaction receipt hash. For example, the timestamp may not
be included in the transaction receipt hash. The transaction receipt hash may be generated by
any of the aforementioned hash strategies (e.g., MD5, SHA-0, SHA-1, SHA-2, SHA-3, BLAKE,
and the like).

[0090] In some embodiments, the transaction receipt also includes the updated position of
the asset held by the party associated with the client device 110 following the executed
transaction. For example, if the client device 110 sent a transaction request that specified a
transfer of assets, then the transaction receipt can include the updated position of the asset (e.g.,
either the overall position or one or more positions across the directed graphs) held by the party
taking into consideration the specified transfer of assets. The transaction receipt module 325 can
obtain the updated position from the position table 450.

[0091] In particular embodiments, the transaction receipt module 325 generates and
transmits a transaction receipt to the client device 110 where the transaction receipt includes the
elements of 1) the unique transaction request identifier, 2) the hash value representing the block
of transactions that the placed transaction was included within, 3) hash values representing
previous transactions in the block, 4) the timestamp, 5) the transaction receipt hash, and 6) the
updated position of the asset held by the party. In various embodiments, the transaction receipt
need not include these elements in the particular order denoted here. In various embodiments,
the transaction receipt includes fewer or additional elements than specified here.

[0092] The transaction receipt module 325 transmits the transaction receipt to the client device 110. In some embodiments, the transaction receipt only includes information for one transaction, and therefore, the transaction receipt module 325 transmits the transaction receipt following the execution of the transaction. Therefore, the client device 110 can verify each executed transaction in real-time. In some embodiments, the transaction receipt module 325 transmits transaction receipts at specific time intervals, such as time periods corresponding to blocks of transactions or at the ends of transaction periods (e.g., end of each trading day).

Reconciling Transactions

[0093] Reconciliation module 330 identifies a discrepancy and reconciles the discrepancy. Examples of a discrepancy include 1) a discrepancy in a position of the asset held by a party or 2) a discrepancy of a hash value (e.g., hash of a block or a hash of a transaction record). In particular, a discrepancy of a hash value may arise from a missing transaction, an added transaction, or a wrongly processed transaction. In various embodiments, the reconciliation module 330 receives a notification from the client device 110 that indicates a discrepancy. In some embodiments, the reconciliation module 330 identifies the discrepancy from transaction data received from the primary recordation system 120. The reconciliation module 330 performs the reconciliation process to resolve the discrepancy.

[0094] In various embodiments, to reconcile a discrepancy, the reconciliation module 330 retrieves the position table 450 from the asset position store 340 and queries the position table 450. Referring to FIG. 4E, the reconciliation module 330 can identify the appropriate time 445 based on a timestamp included in the notification. Therefore, the reconciliation module 330 can identify the appropriate entry in the position table 450 that corresponds to the identified
discrepancy. Referring to FIG. 4E, as one example, the identified discrepancy may refer to an overall balance of the asset held by party 2 (425) at time 445C. Therefore, the reconciliation module 330 can identify row 470 that depicts the position of the asset held by the party in each tree 405 as well as the overall position of the asset held by the party. In some embodiments, the reconciliation module 330 reconciles the discrepancy by adjusting the position of the asset held by the party as specified in the identified row 470 of the position table 450.

In various embodiments, to reconcile the discrepancy, the reconciliation module 330 retrieves the one or more directed graphs (e.g., the trees 405 in FIG. 4B) and identifies the nodes and/or edges of each directed graph that correspond to the timestamp included in the notification. For example, the discrepancy may indicate a transaction record that is written in a block of the blockchain. The reconciliation module 330 identifies the transaction record and extracts identifiers from the transaction record that refer to one or more directed graphs, nodes, or edges. For example, as described above, the transaction record may include an envelope that stores one or more of a directed graph identifier, node identifier, and edge identifier. The reconciliation module 330 identifies the appropriate directed graph that represents the executed transaction corresponding to the transaction record using the directed graph identifier. In some scenarios, the reconciliation module 330 can use either the node identifier or edge identifier to identify the appropriate directed graph. Similarly, the reconciliation module 330 identifies the appropriate node in the directed graph and/or the appropriate edge in the directed graph using the node identifier and edge identifier, respectively.

The reconciliation module 330 can trace backwards along each directed graph, beginning at the node and/or edge identified by the node identifier and/or edge identifier to identify suspect nodes and/or edges that correspond to particular transaction(s) that caused the
discrepancy. In various embodiments, the reconciliation module 330 can trace the entire lineage of the asset beginning at a terminal node of the identified directed graph back to the root node 415 (see FIG. 4B) of the identified directed graph to verify that no further discrepancies exist. In some embodiments, the reconciliation module 330 updates the suspect nodes and/or edges to resolve the discrepancy. For example, if a discrepancy is identified in the overall position of an asset held by a party, the reconciliation module 330 identifies the suspect nodes and edges that the discrepancy arises from. The reconciliation module 330 updates the suspect nodes and edges (e.g., change values of asset assigned to each node/edge) to resolve the discrepancy. If the notification specifies a discrepancy involving a mismatched hash value, the reconciliation module 330 can further add new nodes/edges or remove existing nodes/edges from the directed graphs to resolve the discrepancy.

[0097] In various embodiments, the reconciliation module 330 updates the transaction record 540 (see FIG. 5A) corresponding to the transaction(s) that caused the discrepancy in the overall position of the asset held by the one or more parties. The reconciliation module 330 identifies and regenerates the transaction record 540 to reconcile the discrepancy. For example, the reconciliation module 330 generates a new payload 520 that includes the correct values of the transaction and rehashes the elements of the transaction record 540. Alternatively or additionally, the reconciliation module 330 generates a new transaction record 540 or removes an existing transaction record 540 to reconcile a missing transaction or extra transaction, respectively. In various embodiments, the reconciliation module 330 regenerates each subsequent transaction record 540 in the block of transaction records 525 and transaction records 540 in subsequent blocks of transactions to reflect the reconciliation.

PROCESS OF MANAGING TRANSACTIONS
FIG. 6A is a flow diagram process 600 for managing verifiable, cryptographically strong transactions, in accordance with an embodiment. A transaction period, such as a new trading day, is started 605. The central service provider 150 initializes 610 directed graphs that each designate an initial value of an asset for a party of the blockchain. The central service provider 150 receives 615 a transaction for an asset for a time period. The central service provider 150 changes 620 a position of the asset held in one or more directed graphs to reflect the executed transaction.

The central service provider 150 appends 625 the details of the executed transaction to a block of transactions for the time period. In other words, the central service provider 150 generates and appends a transaction record of the executed transaction to a block of transaction records. In some scenarios, the central service provider 150 can receive additional transactions during the same time period and therefore, executes 620 and appends 625 the additional transactions to the block of transactions. When the central service provider 150 processes all transactions for the time period, the central service provider 150 appends 630 the block of transactions to the blockchain. The block of transactions includes a hash value that represents a hash of a prior block identifier. This enables the immutability of transactions in each block.

At the beginning of a new time period, the central service provider 150 can receive 615 new transactions for the new time period and repeats steps 615, 620, 625, and 630. At the end of a transaction period (e.g., trading day), the central service provider 150 closes 635 the transactions of the transaction period.

Reference is now made to FIG. 6B, which is a flow diagram process of executing transactions, in accordance with an embodiment. Specifically, the flow diagram process of FIG. 6B further details step 620 of FIG. 6A. The central service provider 150 identifies 655 a position
of the asset held by a party in the transaction within one or more directed graphs. In one embodiment, the central service provider 150 queries a position table maintained by the central service provider 150 to determine the position of the asset within one or more directed graphs. The central service provider 150 updates 660 the one or more directed graphs to reflect the transfer of the asset from the party. For example, the central service provider 150 generates nodes and edges in the one or more directed graphs that depict the transfer and retention of an asset by a different party and the party, respectively. The central service provider 150 generates 665 a transaction record including the details of the additional transaction as well as a hash value that represents a prior transaction record. Additionally, the central service provider 150 generates 670 a transaction receipt corresponding to the received transaction. In various embodiments, the transaction receipt can be sent to the client device 110 that sent a transaction request, thereby enabling the client device 110 to verify that the transaction was appropriately executed.

[00102] Optionally, the central service provider 150 can further reconcile one or more transactions represented by transaction records in the generated block. In various embodiments, the central service provider 150 can perform the reconciliation process for a transaction in a block at any time (e.g., even if in a different time period or even different transaction period). In some embodiments, the central service provider 150 performs the reconciliation process in response to receiving a request from a client device 110 which verifies whether details of executed transactions were appropriately written to the blockchain. The process of verifying the details of executed transactions by the client device 110 is described below in further detail.

VERIFYING RECORDED TRANSACTIONS

Verification of Transactions Placed by Client Device
FIG. 7A is an interaction diagram 700 for verifying executed transactions by a client device 110, in accordance with an embodiment. A client device 110 can send 705 a transaction request and write 708 the details of a transaction to a local list that is stored in the transaction store 215A (see FIG. 2A). The central service provider 150 executes 710 the transaction, generates 715 and transmits 720 the transaction receipt to the client device 110. Referring again to FIG. 2A, the client device 110, or more specifically, the verification module 210A of the client device 110 verifies 725 the transaction receipt transmitted by the central service provider 150 and identifies 730 discrepancies in the one or more executed transactions in the transaction receipt.

Referring more specifically to the verification step (step 725), in various embodiments, the transaction receipt received by the verification module 210A includes, for each executed transaction, the elements of 1) the unique transaction request identifier, 2) the hash value representing the block of transactions that the placed transaction was included within, 3) hash values representing previous transactions in the block, 4) the timestamp, 5) the transaction receipt hash, and 6) the updated position of the asset held by the party. Generally, the transaction receipt received by the client device 110 enables the client device 110 to verify that 1) the quantity of assets involved in each transaction is correct and 2) no missing or extra transactions were executed.

Referring to FIG. 7B, it depicts an example flow process for verifying a transaction receipt by a client device, in accordance with an embodiment. Although FIG. 7B depicts steps 755, 760, and 765 as a flow process, in various embodiments, the verification module 210A can perform the steps in any order. In some embodiments, the verification module 210A performs additional or fewer steps than those shown in FIG. 7B in verifying a transaction receipt.
For each executed transaction in the transaction receipt, the verification module 210A compares the unique transaction request identifier in the received transaction receipt to the locally stored list in the transaction store 215A. Specifically, the verification module 210A matches the unique transaction request identifier in the received transaction receipt to the same unique transaction request identifier in the list. This serves as confirmation to the verification module 210A that the transaction request was received and the transaction was executed by the central service provider 150. In some embodiments, the verification module 210A detects a discrepancy between the unique transaction request identifiers in the transaction receipt and the unique transaction request identifiers in the locally stored list. For example, one or more transaction requests sent by the transaction placement module 205 may not have been executed, thereby resulting in a missing unique transaction request identifier in the transaction receipt. As another example, an extra transaction may have been executed, thereby resulting in an extra unique transaction request identifier in the transaction receipt. As a third example, a transaction of a transaction request may have been incorrectly executed, thereby resulting in a mismatch between unique transaction request identifiers of the transaction receipt and the list.

In some embodiments, the verification module 210A can compare the hash values representing previous transactions in the block (element 3 of the transaction receipt) to hash values of a local transactions stored in transaction store 215A. In other words, the verification module 210A can compare all prior transaction requests sent by the transaction placement module 205 in the local ledger to the transactions identified by the hash values corresponding to all prior transactions from the client device 110 in the transaction receipt. In some embodiments, the verification module 210A compares the hash value representing the block of transactions that the transaction was included within (element 2 of the transaction
receipt) to a hash value stored in transaction store 215A. For example, the hash value representing the block of transactions may be a hash value of the root of a binary hash tree. Therefore, verifying this single hash value ensures that all transactions in the block of transactions represented by the single hash value are valid and correct.

[00108] In some embodiments, the verification module 210A compares the updated position of the asset held by the party indicated by the transaction receipt to the local ledger locally stored in the asset position store 220A to verify the received transaction receipt. For example, the verification module 210A ensures that the position of asset held by the party included in the transaction receipt (element 6 of the transaction receipt) matches the position of the asset held by the party in the locally stored ledger. This serves as confirmation to the verification module 210A that the quantity of an asset held by the party associated with the client device 110 is consistent across the client device 110 and the central service provider 150.

[00109] The verification module 210A sends a notification to central service provider 150 including information corresponding to an identified discrepancy. In various embodiments, the verification module 210A can also send a notification to the primary recordation system 120 to reconcile the discrepancy. The information of the identified discrepancy includes information corresponding to a suspected transaction that was identified to have caused the discrepancy. In some embodiments, information of the suspected transaction can include a hash value representing the block of transactions that the transaction was included within (element 2 of the transaction receipt) and the timestamp of the transaction within the transaction receipt (see element 4).

Verification of Transactions of a Primary Recordation System

[00110] FIG. 8A is an interaction diagram for verifying transactions recorded by a
primary recordation system 120, in accordance with an embodiment. One or more client devices 110 may send 805 transaction requests for a set of transactions, each transaction specifying a transfer of an asset. In various embodiments, the client devices 110 sends transaction requests to both the primary recordation system 120 and the central service provider 150. In other embodiments, the primary recordation system 120, or more specifically the transaction handling module 208 as shown in FIG. 2B, receives the transaction requests and forwards a copy of the transaction requests for the central service provider 150. Therefore, both the central service provider 150 and the primary recordation system 120 receive the same transaction requests from client devices 110.

[0011] Both the central service provider 150 and the primary recordation system 120 record 810 and 815 the transaction requests. Specifically, referring to FIG. 2B, the primary recordation system 120 may maintain a local store of transactions (e.g., transaction store 215B) and a local store of positions held by various parties (e.g., asset position store 220B). The transaction handling module 208 of the primary recordation system 120 can record 810 the received transactions using the local store of transactions and local store of positions. In various embodiments, the primary recordation system 120 records 810 the received transaction requests by 1) updating the position table in the transaction store 215B and 2) storing transaction data for a transaction corresponding to the received transaction request in the transaction store 215B.

[0012] The transaction handling module 208 updates the position table in the asset position store 220B to reflect each transaction. For example, the transaction handling module 208 increases a position of an asset held by a party receiving the asset and decreases a position of the asset held by a party sending the asset. Therefore, the transaction handling module 208 maintains the up-to-date positions of an asset held by each party. Additionally, the transaction
handling module 208 stores transaction data for the transaction in the transaction store 215B. As an example, the transaction data for a transaction includes attributes of the transaction (e.g., asset type, quantity of the asset, parties involved in transaction, time stamp of transaction, and the like) that were received as a part of the transaction request. Additionally, the transaction data can include a transaction identifier, such as a unique transaction request identifier, that was received as a part of the transaction request from the client device 110.

[00113] The central service provider 150 also records 815 transactions. In various embodiments, the central service provider 150 records transactions by generating transaction records, as described above, and writing each transaction record to a block in the blockchain. In various embodiments, the central service provider 150 record a transaction by updating one or more traceable directed graphs (e.g., see FIG. 4B) and/or updating a position table (e.g., see FIG. 4E) to reflect the transfer of assets specified by the received transaction request. Therefore, the central service provider 150 maintains the most up-to-date blockchain and position table that reflects the executed transaction.

[00114] The verification module 210B of the primary recordation system 120 sends 820 transaction data that were stored by the primary recordation system 120. In one embodiment, the verification module 210B further sends an end time, such as a timestamp, for a time period that corresponds to the transaction data. For example, the transaction data may be derived from transaction requests that were received by the primary recordation system 120 within a time period. An example of a time period may be 5 minutes. In some embodiments, the verification module 210 further sends a snapshot of the updated position table corresponding to the end time. The updated position table reflects positions of an asset held by different parties at the end time of the time period.
In some embodiments, the verification module 210B sends transaction data corresponding to recorded transactions of transaction requests subsequently received by the primary recordation system 120. Therefore, the verification module 210B can continuously send transaction data such that the recorded transactions for subsequent time periods are verified. As an example, the verification module 210B sends transaction data of recorded transactions every 5 minutes.

The central service provider 150 receives the transaction data corresponding to transactions recorded by the primary recordation system 120 and identifies 825 transaction records written in the blockchain that correspond to the transactions recorded by the primary recordation system 120. For example, the central service provider 150 may receive the end time of a time period along with the transaction data and therefore, identifies transaction records that were written in a block of the blockchain during a time period that includes the end time. Therefore, the central service provider 150 identifies transaction records generated by the central service provider 150 from the transaction requests that match the transaction requests that were used by the primary recordation system 120 obtain the transaction data.

The central service provider 150 verifies 830 the transaction data sent by the primary recordation system 120. Generally, the central service provider 150 compares information in the transaction data to the identified transaction records written on the blockchain. For example, the central service provider 150 verifies each unique transaction request identifier in the transaction data by comparing the unique transaction request identifier to an identifier recorded in a transaction record written in the blockchain. As described above, each unique transaction request identifier may be stored in the envelope 515 of a transaction record 540. Therefore, the central service provider 150 matches the unique transaction request identifier of transaction data.
to a unique transaction request identifier in an envelope of a transaction record to verify that the
transaction corresponding to the transaction data was also recorded in the blockchain.

[00118] In various embodiments, the central service provider 150 verifies 830 the transaction
data by verifying the snapshot of the updated position table at an end time (e.g., timestamp) that
was sent in conjunction with the transaction data. For example, the central service provider 150
can identify the positions of an asset held by various parties at the end time by accessing one or
both of the directed graphs (e.g., see FIG. 4B) or the position table (e.g., see FIG. 4E) that were
updated by the central service provider 150 when recording transactions (e.g., step 815). For
example, referring briefly to FIG. 4B, the central service provider 150 can identify the nodes in
the one or more trees 405 by matching the appropriate time 445 to the end time (e.g., timestamp)
received in conjunction with the transaction data. Similarly, referring to FIG. 4E, the central
service provider 150 identifies the appropriate time 445 in the position table that matches the end
time received in conjunction with the transaction data. Therefore, the central service provider
150 can verify that the positions of the asset held by the parties at the end time sent by the
primary recordation system 120 matches the directed graphs and/or the position table maintained
by the central service provider 150.

[00119] The central service provider 150 may perform an additional or alternative process for
verifying 830 the transaction data. For example, reference is now made to FIG. 8B, which
depicts an example flow process for verifying transaction data for a transaction recorded by the
primary recordation system 120, in accordance with an embodiment. In this embodiment, the
central service provider 150 verifies transaction data for a recorded transaction by determining
855 a hash value that represents the transaction data. For example, the central service provider
150 determines 855 a hash value using the unique transaction request identifier and attributes
included in the transaction data. In various embodiments, the generated hash value represents a transaction record (e.g., 540 in FIG. 5A). In some embodiments, the generated hash value represents a block of transactions. As an example, the central service provider 150 determines a hash value for transaction data of each recorded transaction, and executes a pair-wise hashing algorithm to generate a single hash value that represents transaction data of multiple recorded transactions. Therefore, the central service provider 150 verifies 860 the hash value by comparing the generated hash value to a hash value recorded in the blockchain to verify the transactions recorded by the primary recordation system 120.

[00120] In various embodiments, the central service provider 150 identifies 835 a discrepancy. For example, the central service provider 150 identifies 865 a discrepancy between a generated hash value of the transaction data and a hash value recorded in the blockchain. Therefore, the central service provider 150 sends 840 a notification of the identified discrepancy to the primary recordation system 120. The primary recordation system 120 can reconcile 845A the discrepancy. Additionally, the central service provider 150 can reconcile 845B the discrepancy, as described above.

[00121] Specifically, the reconciliation module 330 of the central service provider 150 sends the notification to the primary recordation system 120 that includes information corresponding to an identified discrepancy. The information of the identified discrepancy includes information corresponding to a suspected block of transactions or a suspected transaction that was identified to have caused the discrepancy. For example, if the discrepancy corresponds to transaction data for a recorded transaction whose generated hash value was not identified as recorded in the blockchain, details included in the transaction data (e.g., the unique transaction request identifier, attributes of the transaction, and the like) are included in the notification sent to the primary
recordation system 120.

ADDITIONAL CONSIDERATIONS

[00122] The foregoing description of the embodiments of the invention has been presented for the purpose of illustration; it is not intended to be exhaustive or to limit the invention to the precise forms disclosed. Persons skilled in the relevant art can appreciate that many modifications and variations are possible in light of the above disclosure.

[00123] Some portions of this description describe the embodiments of the invention in terms of algorithms and symbolic representations of operations on information. These algorithmic descriptions and representations are commonly used by those skilled in the data processing arts to convey the substance of their work effectively to others skilled in the art. These operations, while described functionally, computationally, or logically, are understood to be implemented by computer programs or equivalent electrical circuits, microcode, or the like. Furthermore, it has also proven convenient at times, to refer to these arrangements of operations as modules, without loss of generality. The described operations and their associated modules may be embodied in software, firmware, hardware, or any combinations thereof.

[00124] Any of the steps, operations, or processes described herein may be performed or implemented with one or more hardware or software modules, alone or in combination with other devices. In one embodiment, a software module is implemented with a computer program product comprising a computer-readable medium containing computer program code, which can be executed by a computer processor for performing any or all of the steps, operations, or processes described.

[00125] Embodiments of the invention may also relate to an apparatus for performing the operations herein. This apparatus may be specially constructed for the required purposes, and/or
it may comprise a general-purpose computing device selectively activated or reconfigured by a computer program stored in the computer. Such a computer program may be stored in a non-transitory, tangible computer readable storage medium, or any type of media suitable for storing electronic instructions, which may be coupled to a computer system bus. Furthermore, any computing systems referred to in the specification may include a single processor or may be architectures employing multiple processor designs for increased computing capability.

[00126] Embodiments of the invention may also relate to a product that is produced by a computing process described herein. Such a product may comprise information resulting from a computing process, where the information is stored on a non-transitory, tangible computer readable storage medium and may include any embodiment of a computer program product or other data combination described herein.

[00127] Finally, the language used in the specification has been principally selected for readability and instructional purposes, and it may not have been selected to delineate or circumscribe the inventive subject matter. It is therefore intended that the scope of the invention be limited not by this detailed description, but rather by any claims that issue on an application based hereon. Accordingly, the disclosure of the embodiments of the invention is intended to be illustrative, but not limiting, of the scope of the invention, which is set forth in the following claims.
WHAT IS CLAIMED IS:

1. A method for verifying transaction record accuracy of a primary recordation system, comprising:
   receiving, by a central service provider, a set of transactions, each transaction specifying a transfer of an asset;
   recording, by the central service provider, each transaction in the set of transactions by:
   writing a transaction record for the transaction to a block in a blockchain; and
   updating one or more traceable directed graphs to reflect the transfer of the asset specified by the transaction;
   receiving, from the primary recordation system, transaction data for each transaction in a first set of recorded transactions and a snapshot of a position table maintained by the primary recordation system that describes positions of the asset held by one or more parties, the first set of recorded transactions recorded by the primary recordation system using the set of transactions also received by the primary recordation system;
   identifying a second set of recorded transactions represented by transaction records written in the blockchain;
   determining positions of the asset held by one or more parties; and
   verifying each recorded transaction in the first set of recorded transactions recorded by the primary recordation system by:
   comparing information derived from the transaction data to a transaction record written in a blockchain representing a corresponding recorded transaction in the second set of recorded transactions; and
   comparing positions of the asset held by one or more parties described by the snapshot of the position table to the determined positions of the asset held by one or more parties.

2. The method of claim 1, wherein transaction data for each transaction comprises:
   attributes of the transaction from the first set of recorded transactions recorded by the primary recordation system; and
a unique transaction request identifier that identifies the transaction from the first set of recorded transactions.

3. The method of claim 2, wherein comparing information derived from the transaction data to the transaction record written in a blockchain further comprises:
generating a hash value from at least the attributes and the unique transaction request identifier of the transaction data; and
comparing the generated hash value to a hash value in the transaction record written in the blockchain.

4. The method of claim 1, further comprising:
identifying a discrepancy arising from the verification; and
sending a notification to the primary recordation system, the notification indicating the recorded transaction from the first set of recorded transactions that the discrepancy was identified from.

5. The method of claim 4, wherein identifying the discrepancy comprises:
identifying a mismatch between a generated hash value derived from the transaction data and a hash value in the transaction record written in the blockchain.

6. The method of claim 4, further comprising reconciling the identified discrepancy using one or more traceable directed graphs.

7. The method of claim 1, wherein comparing information derived from the transaction data to the transaction record written in the blockchain comprises:
comparing the unique transaction request identifier in the transaction to a hash value stored in an envelope of the transaction record written in the blockchain.

8. The method of claim 1, wherein identifying the second set of recorded transactions comprises:
identifying a time period corresponding to the first set of recorded transactions; and
identifying a block of transaction records written in the blockchain corresponding to the identified time period.

9. The method of claim 1, wherein determining positions of the asset held by one or more parties comprises accessing a position table maintained by the central service provider.
10. The method of claim 1, wherein determining positions of the asset held by one or more parties comprises accessing one or more traceable directed graphs.

11. A non-transitory computer-readable medium comprising computer code that, when executed by a processor, causes the processor to:
receive, by a central service provider, a set of transactions, each transaction specifying a transfer of an asset;
record, by the central service provider, each transaction in the set of transactions by:
    write a transaction record for the transaction to a block in a blockchain; and
    update one or more traceable directed graphs to reflect the transfer of the asset specified by the transaction;
receive, from the primary recordation system, transaction data for each transaction in a first set of recorded transactions and a snapshot of a position table maintained by the primary recordation system that describes positions of the asset held by one or more parties, the first set of recorded transactions recorded by the primary recordation system using the set of transactions also received by the primary recordation system;
identify a second set of recorded transactions represented by transaction records written in the blockchain;
determine positions of the asset held by one or more parties; and
verify each recorded transaction in the first set of recorded transactions recorded by the primary recordation system by:
    compare information derived from the transaction data to a transaction record written in a blockchain representing a corresponding recorded transaction in the second set of recorded transactions; and
    compare positions of the asset held by one or more parties described by the snapshot of the position table to the determined positions of the asset held by one or more parties.

12. The non-transitory computer-readable medium of claim 11, wherein transaction data for each transaction comprises:
attributes of the transaction from the first set of recorded transactions recorded by the
primary recordation system; and
a unique transaction request identifier that identifies the transaction from the first set of
recorded transactions.

13. The non-transitory computer-readable medium of claim 12, wherein the computer code
that causes the processor to compare information derived from the transaction data to the
transaction record written in a blockchain further comprises computer code that, when
executed by the processor, causes the processor to:
generate a hash value from at least the attributes and the unique transaction request
identifier of the transaction data; and
compare the generated hash value to a hash value in the transaction record written in the
blockchain.

14. The non-transitory computer-readable medium 11, further comprising computer code
that, when executed by the processor, causes the processor to:
identify a discrepancy arising from the verification; and
send a notification to the primary recordation system, the notification indicating the
recorded transaction from the first set of recorded transactions that the
discrepancy was identified from.

15. The non-transitory computer-readable medium of claim 14, wherein the computer code
that causes the processor to identify the discrepancy further comprises computer code
that, when executed by the processor, causes the processor to:
identify a mismatch between a generated hash value derived from the transaction data
and a hash value in the transaction record written in the blockchain.

16. The non-transitory computer-readable medium of claim 14, further comprising computer
code that, when executed by the processor, causes the processor to reconcile the
identified discrepancy using one or more traceable directed graphs.

17. The non-transitory computer-readable medium of claim 11, in the computer code that
causes the processor to compare information from the transaction data to the transaction
record written in the blockchain further comprises computer code that, when executed by
the processor, causes the processor to:
compare the unique transaction request identifier in the transaction data to a hash value stored in an envelope of the transaction record written in the blockchain.

18. The non-transitory computer-readable medium of claim 11, wherein the computer code that causes the processor to identify the second set of recorded transactions further comprises computer code that, when executed by the processor, causes the processor to: identify a time period corresponding to the first set of recorded transactions; and identify a block of transaction records written in the blockchain corresponding to the identified time period.

19. The non-transitory computer-readable medium of claim 11, wherein the computer code that causes the processor to determine positions of the asset held by one or more parties further comprises computer code that, when executed by the processor, causes the processor to access a position table maintained by the central service provider.

20. A method for verifying transaction record accuracy of a primary recordation system, comprising:
receiving, by a primary recordation system and a central service provider, a set of transactions for recordation, each transaction in the set specifying a transfer of an asset;
recording, by the primary recordation system, each transaction in the set of transactions by:
updating a position table to reflect the transaction; and
storing transaction data for the transaction, the transaction data comprising an identifier of the transaction and attributes of the transaction;
recording, by the central service provider, each transaction in the set of transactions by:
writing a transaction record for the transaction to a block in a blockchain; and
updating one or more traceable directed graphs to reflect the transfer of the asset specified by the transaction;
for each time period of a plurality of time periods:
identifying, by the primary recordation system, a first set of recorded transactions for the time period recorded by the primary recordation system to be
verified with the central service provider at an end of the time period having the end time;

providing, by the primary recordation system to the central service provider, transaction data for each transaction in the first set of recorded transactions, the end time, and a snapshot of the position table describing positions of the asset held by one or more parties at the end time;

identifying, by the central service provider, a second set of recorded transactions recorded by the central service provider represented by transaction records written in the blockchain corresponding to the time period;

determining, by the central service provider, positions of the asset held by one or more parties at the end time using the one or more traceable directed graphs; and

verifying, by the central service provider, each recorded transaction in the first set of recorded transactions recorded by the primary recordation system by: comparing information derived from the transaction data to a transaction record written in a blockchain representing a corresponding recorded transaction in the second set of recorded transactions, and comparing positions of the asset held by one or more parties at the end time described by the snapshot of the position table to positions of the asset held by one or more parties at the end time determined from the one or more traceable directed graphs.
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