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METHODS AND DEVICES FOR SUB-SAMPLING AND INTERLEAVING MULTIPLE IMAGES, EG

STEREOSCOPIC

CROSS-REFERENCE TO RELATED APPLICATIONS

This application claims priority to United States Provisional Patent Application

No. 61/148,051 filed January 29, 2009, hereby incorporated by reference in its entirety.
FIELD OF INVENTION

The present invention relates to coding and decoding of digital data, and

particularly to digital video data.
DESCRIPTION OF RELATED ART

In recent years, content providers have become considerably interested in the
delivery of stereoscopic (3D) content into the home. This interest is driven by the
increased popularity and production of 3D material, but also the emergence of several
stereoscopic devices that are already available to the consumer. Several systems have
been proposed on the delivery of stereoscopic material to the home.

SUMMARY OF THE INVENTION

The present inventors have realized the need for better encoding and decoding for
3D and other multi-image video systems. In various embodiments, the present invention
provides methods, systems, and architectures for the encoding and decoding of video
data. For example, encoding and decoding using checkerboard (CB) interleaved video
data where data is either “red” or “black” in a format where “red” data follows “black”
data preceding “red” data, etc (the “red” data connoting image data of a first image, view,
or scene, (collectively referred to as “views” plural or “a view” singular) and “black™ data
connoting image data of a second independent view (e.g., of a separate video stream) or a
related view (e.g., a second view of a 3D image to be rendered from both “red” and
“black” data, or another angle of the same view carried in the “red” data). Extending
these concepts, an interleaved video may include any one or more of, for example,
multiple images from multiple program streams, multiple angles of a same scene, or
multiple sets of 3D views of a same or different scene, video game, or program, for
example. In addition, preparation of frames for encoding may include sampling
performed via quincunx or other sampling techniques. The sampled data is then arranged

in an advantageous format (e.g., a format that considers the data or capabilities/tendencies
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of the encoder) which can be a straight checkerboard or groupings of data (e.g., sub-
images) interleaved in one or more patterns. Encoding may then be performed, for
example, via MPEG-4 AVC or another encoding technique.

In one embodiment, the present invention provides a method, comprising the steps
of sub-sampling n images, separating each of the sampled images into sub-images,
packaging the sub-images together into an image frame, and encoding the single image
frame via a video encoder. The step of sub-sampling comprises, for example, quincunx
sampling. The images may comprise, for example, at least one of left and right views of a
3D image, multiple views of a same scene, and multiple images (and the images may also
comprise one of depth and occlusion information), or the images may comprise a group
of more than one pixel from one of the images. The sub-images may comprise data
within an image having characteristics similar to a normal image, or the sub-images may
comprise data selected via a pattern from a corresponding image.

The step of separating may comprise, for example, separating the sampled images
based on at least one of rows and columns. The step of separating may comprise
preparing multiple blocks of nearby data from each of the sampled images. The step of
packaging may comprise interleaving the sub-images in a predetermined format. The
predetermined format may be changed adaptively based on, for example, any of the
images, the sampled images, and the separated image samples. The method may further
comprise a step of encoding a map identifying the pre-determined format. The map may
be encoded, for example, in an area of the image frame and the packaging of sub-images
is performed in other areas of the image frame. The map may be encoded as side
information and/or made part of an image frame. The interleaving may comprise, for
example, one of a horizontal interleaving, a vertical interleaving, and a rectangular block
interleaving.

The step of sub-sampling may comprise quincunx sampling, the step of
separating may comprise preparing sub-images using one of every other row and every
other column of a sub-sampled image, and the step of packaging may comprise arranging
one of row and column based sub-images. The method may further comprise the step of
encoding an identifier of an arrangement of sub-images within the image frame. In one
embodiment, the identifier is a code that may be placed in side information of the
encoded patterned block. The may also or alternatively be placed in the image frame.

The step of packaging may comprise packaging according to any of the patterns

described herein or others. The packaging may maintain, for example, at least one
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dimension equivalent to a dimension of one of the sub-sampled images. The packaging
may comprise, for example, a packaging format selected for efficient use of resources to
be utilized to decode the encoded image. The packaging may comprise a packaging
format selected for enabling advanced scalability features including SNR/resolution
scalability, and 2D to 3D scalability. The packaging format may be selected based on
available resources, such as processing capabilities. The packaging may comprise, for
example, maintaining pixels of high value for decoding/up-sampling each [sub-image] in
close proximity to each other. The step of encoding may comprise, for example, any one
image or video encoding system such as JPEG, JPEG-2000, like MPEG-2, MPEG-4
AVC, and VC1 encoding.

In other embodiments, the invention may be embodied as a video device,
comprising a decoder configured to decode an encoded video signal comprising more
than one image per frame in the video signal, and a format converter comprising a format
converter configured to de-interleave groups of video data interleaved in a frame format
in the decoded video signal wherein the groups of video data comprise one or more
groups of video data from a first image and one or more groups of video data from a
second image. The format converter may comprise, for example, a de-interleaver
configured to de-interleave the groups of data from multiple interleaving formats. The
format converter may comprise, for example, a format reader configured to determine an
interleaving format of the groups of data. The format converter may comprise a selection
device configured to select one of an algorithm and specialized electronics to perform the
de-interleaving based on a format of the interleaved data groups. The format converter
may be configured, for example, to de-interleave at least one of horizontal, vertical,
block-based, and map-based interleaved groups of video data.

The invention may further comprise an up-converter configured to up convert the
de-interleaved groups of data from at least one of the images. The up-converted data may
be output, for example, as a 2D image. The 2D image may be formatted, for example, in
an HDMI compatible signal. The up-converted data may comprise data of the first image
which comprises a first view in a 3D image and data of the second image which
comprises a second view of the 3D image.

The video device may be part of, for example, at least one of a Blue-Ray DVD
player, a media player, a set-top box, a cable box, a computer video card, a tuner, or other
electronic device. The decoder may comprise one of an MPEG-2, MPEG-4 AVC, VClI,

and other decoders.
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In another embodiment, the invention may be embodied as an encoding system,
comprising, a sub-sampler configured to sub-sample images of at least two different
views, a formatter configured to select at least one group of image data from each view
and interleave the groups into a single image frame of a video stream, and an encoder
configured to encode the video stream. The encoder may comprise, for example, an
MPEG-4 AVC encoder. The groups of image data comprise, for example, groups of
more than one pixel. The formatter may comprise, for example, an even-odd row-column
selector and the interleaving groups of image data comprise groups comprising at least
one of a horizontal re-arrangement, a vertical re-arrangement, an interleaved horizontal
re-arrangement, an interleaved vertical re-arrangement, a block re-arrangement, an
interleaved block re-arrangement, vertical interleaved re-arrangement, and a horizontal
interleaved re-arrangement.

The encoder may further comprise a selection device configured to select an
arrangement for interleaving the groups of data. The encoder may further comprise a
mapper configured to map an arrangement of data from the two images as formatted.

The invention may also be embodied as a media storage having a video stream
stored thereon, wherein the video stream comprises interleaved sets of data from at least
two views, that, when loaded and read by a corresponding media player, cause the player
to decode and then de-interleave the video stream and then format the video stream for a
display device. The sets of data may comprise, for example, multiple sets of data
corresponding to a first view of a 3D image and multiple sets of data corresponding to a
second view of the 3D image. The media storage may comprise at least one of a memory
card, a disk, and physical properties of an electromagnetic carrier. Storage contents of the
media storage may be represented by physical characteristics of at least one of a memory
card, an electromagnetic carrier, and an optical disk comprise the video stream and are
encrypted.

The invention may yet also be embodied as a video encoding system, comprising,
a formatter configured to format at least one package of data corresponding to a first
image, at least one package of data corresponding to a second image, at least one of a
resolution and dynamic range enhancement of the first image, and at least one of a
resolution and dynamic range enhancement of the second image into an image data frame
of a video stream, and an encoder configured to encode the formatted first image data and
enhancements, second image and enhancements into a video stream for at least one of

storage and broadcast. The encoder may constrain sub-images from performing
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prediction from samples that correspond to other sub-images. The encoder may constrain
sub-images packaged earlier in space from performing prediction from samples that
correspond to other sub-images.

The invention may yet further be embodied as a video decoding system,
comprising, a decoder configured to decode a data frame of a video stream, wherein the
data frame comprises image data from at least two images and enhancements for at least
one of the images, and a re-formatter configured to re-format the decoded image data
from at least one of the images to produce a low resolution version of an original image
embodied by the decoded image data. The re-formatter may comprise, for example, a de-
interleaver configured to de-interleave data corresponding to the at least one image. The
re-formatter may be further configured to discard at least one of the second image data
and the enhancements for at least one of the images. The video decoding system may
further comprise an enhancer configured to utilize at least some of the decoded
enhancements to enhance the decoded image and produce at least one of a higher
resolution and higher dynamic range image. The enhancements may be applied to each
image progressively and to an extent the video decoding system is capable of doing so in
real-time. The enhancements may be applied to each image progressively if the video
decoding system is capable of doing so in real-time and an output display device is
capable of displaying the enhanced images.

Portions of both the device and method may be conveniently implemented in
programming on a general purpose computer, or networked computers, and the results
may be displayed on an output device connected to any of the general purpose, networked
computers, or transmitted to a remote device for output or display. In addition, any
components of the present invention represented in a computer program, data sequences,
and/or control signals may be embodied as an electronic signal broadcast (or transmitted)
at any frequency in any medium including, but not limited to, wireless broadcasts, and
transmissions over copper wire(s), fiber optic cable(s), and co-ax cable(s), etc.

BRIEF DESCRIPTION OF THE DRAWINGS

A more complete appreciation of the invention and many of the attendant
advantages thereof will be readily obtained as the same becomes better understood by
reference to the following detailed description when considered in connection with the
accompanying drawings, wherein:

Fig. 1 is a diagram illustrating a checkerboard (CB) multiplexing format according

to an embodiment of the present invention;
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Fig. 2 is a diagram illustrating transform based de-multiplexing of CB data in a
frame mode according to an embodiment of the present invention;

Fig. 3 is a diagram illustrating transform based de-multiplexing of CB data in a
field mode according to an embodiment of the present invention;

Fig. 4 is a diagram illustrating block motion compensation without overlapping
considerations according to an embodiment of the present invention;

Fig. 5 is a diagram illustrating transform based de-multiplexing of CB data in a
frame mode according to an embodiment of the present invention;

Fig. 6 is a drawing of a video encoder according to an embodiment of the present
invention;

Fig. 7 is a drawing of a video de-encoder according to an embodiment of the
present invention;

Fig. 8 is a diagram illustrating utilization of square blocks that may be extended to
diamond or other blocks depending on the nature of content being encoded according to
an embodiment of the present invention;

Fig. O is a diagram of a quincunx sampled image according to an embodiment of
the present invention;

Fig. 10 is a diagram illustrating horizontal and vertical re-arrangement
(formatting) of quincunx samples to improve coding efficiency according to embodiments
of the present invention;

Fig. 11 is a diagram illustrating horizontal and vertical “block™ re-arrangement
(formatting) of quincunx samples to improve coding efficiency according to embodiments
of the present invention;

Fig. 12 is a diagram illustrating a variety of arrangements that may be utilized
with quincunx sampled data (or extended to other sampling techniques) according to an
embodiment of the present invention;

Fig. 13 is a diagram illustrating a CB arrangement that interleaves blocks of
sampled data according to an embodiment of the present invention;

Fig. 14 is a diagram illustrating an arrangement and a map that either dictates or
identifies an arrangement in each sub-region of interleaved samples according to an
embodiment of the present invention;

Fig. 15 is a drawing of a video encoder according to an embodiment of the present

invention; and
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Fig. 16 is a drawing of a video decoder according to an embodiment of the present
invention.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

In one embodiment, the invention extends the MPEG-4 AVC standard to more
appropriately consider the characteristics of the encoded signal, allowing improved
coding efficiency and performance. The invention may be implemented, for example, not
only at the encoder but also at the decoder. Similar extensions may be made to other
encoding/decoding standards, methods, devices, and/or systems. Applications include,
for example, Blu-ray video disks and may also include broadcast and download solutions
which are more bandwidth constraints (among others). The invention may also be used in
a scalable solution that could improve or enhance the current Dolby consumer level 3D
video coding system (or other 3D and/or multi-view systems) to full resolution.

The invention in various embodiments is primarily intended for use in Dolby (or
other) Stereoscopic (3D) format video encoders & decoders, but may be used in other
Dolby and/or non-Dolby specific equipment and/or other types of video (e.g., multi-
program, multi-view, multi 3D views, either alone or in combination with others).
Applications include, for example, Blu-ray discs, memory cards, broadcast, satellite, and
IPTV systems, etc.

The present inventors have realized that to ensure rapid adoption of 3D and other
technologies among consumers, a solution should be one that can be implemented with
minimal or no alteration to existing playback devices such as set-top boxes, DVD, and
Blu-ray disk players, as well as existing 3D capable displays. However, converter boxes,
hardware/firmware/software modifications, devices and/or displays specifically adapted
or designed to new or multiple formats are also consistent with the present invention.
One possible solution for the delivery of 3D content without alteration of playback
devices is the creating, coding, and delivering video content information by multiplexing
the two views using a checkerboard arrangement (see Fig. 1). Such a system may be
implemented using the MPEG-4 AVC/H.264 video coding standard or other standards
(e.g., Microsoft’s VC1). However, the standardized codecs do not consider the nature of
the 3D encoded video signal, resulting in suboptimal coding performance.

In particular, these codecs have been designed and contain tools with progressive
or row interleaved (interlaced) video content in mind (e.g., only progressive or row
interlaced video content). These include tools such as motion estimation, motion

compensation, transform, and quantization. However, checkerboard interleaved data can
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have very different characteristics from progressive or interlaced content. In various
embodiments of the invention, these tools are extended to properly account for the
characteristics of the data and/or the arrangement in which the data is placed, and
therefore improve the coding efficiency, of the content (e.g., content in checkerboard
format).

In one embodiment, video coding efficiency of checkerboard interleaved content
can be achieved by only modifying the transform and quantization process to be applied
on checkerboard de-multiplexed data. In particular, as can be seen also from Fig. 2, in this
scenario motion estimation and compensation are performed using traditional block based
methods that do not account for overlapping blocks (Fig. 4). This process can be justified
by the argument that, in general, the checkerboard multiplexed data are characterized by
similar motion.

However, after motion compensation or intra prediction is performed, the residual
data are checkerboard de-multiplexed before transform and quantization. Given the fact
that common transform methods employed in existing codecs are square or orthogonal,
de-multiplexing in this scenario does not happen only in terms of different views but also
in terms of rows. This would result in 4 blocks that would have to be transformed, e.g.,
using the 4x4 or 8x8 Integer DCT or other transform, quantized, zig-zag scanned and
encoded. In another embodiment, for interlace (i.e. field) pictures, only vertical de-
multiplexing may need to be performed since the data are already in the appropriate
arrangement for operating such operations. This process could be signaled at the
sequence, picture, slice, macroblock, or block level. The scanning order of the quantized
coefficients can be also appropriately designed to account for the frequency differences in
the horizontal and vertical axis. In particular, for field content the scanning order of the
transformed coefficients is commonly vertically biased given the difference between
horizontal and vertical frequencies. Given, however, the new coding arrangement we
introduce, no such modification is necessary and the normal (i.e. zig-zag) scanning order
can still be used.

In an alternative embodiment, the motion estimation and compensation processes
are also modified apart from the transform, in similar manner to account for the
characteristics of the content. More specifically both the reference and source data are
rearranged into multiple sets, each set separating the data according to view and parity.
This would basically result into four (4) different arrangements (e.g., even/top or

odd/bottom left and right views). This can be seen in Fig. 5, which includes an illustration
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of an embodiment of a reference image de-interleave result, comprising, clockwise,
starting at the top left box, a set of “x’s” from even rows of the left view picture (or
CBLT (left top)), a set of “x’s” from odd rows of the left view (or CBLB (left bottom)), a
set of “0’s” from even rows of the right view picture (or CBRT (right top)), and a set of
“0’s” from odd rows of the right view picture (or CBRB (right bottom)). A de-interleave
in a matching format is also illustrated for a source image.

Each arrangement from the source can be matched with any of the arrangements
of the reference data for prediction, which can include both intra and inter prediction.
After the source data are predicted the residual data are also transformed, quantized, and
coded in the same arrangement. This process can be seen as being rather similar to how
interlace encoding is performed where the data are arranged into odd and even field/line
data. However, in the present invention, data are further arranged into odd and even
column as well. Similar to our transform method (which may be used alone or in
combination with other techniques), this method can be signaled for use at the sequence,
picture, slice, macroblock, or block level.

The picture level method, for example, can be seen as performing the encoding of
4 different pictures, CBLT, CBLB, CBRT, and CBRB. These four pictures can reference
any previously encoded picture that is available in the buffer. Default reference list
ordering, for obvious reasons is biased according to the topology of these pictures, i.e., a
CBLT picture would give higher priority to previous CBLT pictures, a CBLB picture will
give higher priority to previous CBLB pictures etc. Each such picture can be encoded
with existing coding tools, i.e. AVC. When all pictures are decoded, they are then
recombined in the frame buffer for further processing as a checkerboard image. If
disabled, existing, e.g. progressive or interlace, coding methods are utilized such as the
one already available in MPEG-4 AVC or VCI. It should be noted that the various
methods of signaling enable combinations of legacy methods with our approach at the
picture, slice, macroblock, or/and block level similar to what already exists in MPEG-4
AVC for interlace coding.

In a further embodiment, de-blocking of pixel data, using such a method is applied
only across pixels of the same set. An encoder and decoder employing such methods can
be seen in Fig. 6 and Fig. 7 respectively.

In an additional embodiment, given the characteristics of the content, instead of
utilizing square or orthogonal blocks for prediction, transform and quantization, we can

[IPe2)

instead consider diamond blocks (see Fig. 8, where darkened/red “o0” pixel components
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(diamond shaped) of an exemplary right view picture, and un-darkened “x” pixel
components directly below each darkened/red *“o” pixel component (also diamond
shaped) of an exemplary left view picture are shown). That is, motion estimation and
compensation are now employed with diamond shaped blocks of size NxM, while the
transform of the residual data can be performed by using square or orthogonal transforms
by first rotating the residual by an appropriate angle (e.g. 45 degrees). De-blocking is
performed in this scenario on the edges of the diamond block data. Furthermore, image
boundaries are processed by appropriately padding the data. The method can again be
enabled at the sequence, picture, slice, macroblock or block level and can be combined
with any of the previous described methods. However, it is preferred, primarily due to
complexity and performance reasons, that this method is considered mainly at the
sequence or picture level.

In yet another embodiment, any of the above methods could be utilized for the
encoding of not only checkerboard interleaved images but also of residual data from
checkerboard interleaved images, or a combination of four images that are interleaved
using a periodic square tiling method.

This invention can be configured as an extension of video coding systems such as
those based on MPEG-4 AVC.

Obviously, numerous modifications and variations of the present invention are
possible in light of the above teachings. It is therefore to be understood that within the
scope of claims to be included in a subsequently filed utility patent application, the
invention may be practiced otherwise than as specifically described herein.

Referring again to the drawings, wherein like reference numerals designate
identical or corresponding parts, and more particularly to Fig. 9 thereof, there is
illustrated a sampling method for images and data referred to as the quincunx sampling.
In quincunx sampling, data is sampled in a quincunx arrangement as is shown in Fig. 9.
The benefit of this method, unlike horizontal and/or vertical sampling is that only ~30%
of the information is lost during the sampling process, which enables higher quality
during the reconstruction of the signal. The method may be used, for example, to produce
samples to be multiplexed into the CB interleaved picture of Fig. 1. In that case,
quincunx sampling is used in part to compress 3D images, for example. More
specifically, both views of a 3D image may first be quincunx sampled and then
interleaved using a checkerboard arrangement prior to compression using a codec (e.g.

existing codecs such as MPEG-2, MPEG-4 AVC, and VC-1 among others).
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Although we have shown that it is possible to compress quincunx sampled data,
unfortunately existing compression algorithms are not well designed and to some extent
are suboptimal to handle their characteristics. The resent invention includes different
methods to encode such content, which would allow the existing infrastructure to be
exploited while achieving improved coding efficiency and performance. This is done by
performing various rearrangements of the quincunx sampled data that better fit the
content characteristics [and encoding mechanisms].

In particular, we observe that quincunx samples can be separated in odd and even
column (or row) data. Odd column data, if seen on their own, have similar characteristics
as a normal image even though their frequency characteristics may be somewhat
different. The same could also be said for even column data. We can therefore separate a
quincunx sampled image into two sub-images, an odd column sub-image and an even
column sub-image. These sub-images contain all information associated with the data
such as luma and chroma information, transparency and depth information etc.
Obviously, for scalable image systems each sub-image would also contain all relevant
scalability information such as SNR layers.

Even though we can encode each sub-image separately, it may be desirable for
some environments and/or applications to instead keep the sub-images together as a
single image. A possible method, for example is to package the two sub-images vertically
(Fig. 10a) or vertically (Fig. 10b). Nevertheless, for some other applications it is possible
to consider interleaving the two sub-images as well (Fig. 11). The amount of interleaving
could be fixed or adaptive and could depend on a variety of requirements that our system
or architecture may have. For example, if compression is of higher importance, then the
interleaving could be kept to a minimal, therefore better exploiting the signal
characteristics during compression (e.g. use of the discrete cosine transform/DCT and
quantization, prediction etc). If, however, the reconstruction of data including memory
access is of higher importance, then some interleaving between the views could be used.
For example, instead of keeping the data packed using the original quincunx arrangement,
the data can be packed according to their quincunx parity (odd or even) into rectangular
blocks of NxM. In the two most extreme cases, {N=1, M=1} and {N=width/2,
M=height/2} where width and height are the width and height of the original non sampled
image. These rectangular blocks can be arranged in a variety of ways such as blocks of
4x2 size arranged horizontally (Fig. 11a), or blocks of 2x2 size arranged vertically (Fig.

11b). In a special example, given that most existing video and image codecs use blocks of
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size 16x16 for prediction, such a block size, or sizes larger than this size (e.g. 32x32,
32x48, 48x48 etc), could also be used. Note that in such arrangements it may be desirable
to keep one of the resolution dimensions the same as that of the original non-sampled
image, even though that requirement is not necessary.

As we have discussed earlier, a special case of quincunx sampled data is used for
3D applications. In this scenario, two stereo images are first quincunx sampled and then
interleaved together to generate a single stereo image. Instead of only interleaving these
images using a pixel level checkerboard arrangement (e.g., as in Fig. 1), interleaving
methods may be employed as discussed earlier to better separate the two images,
therefore better exploiting existing tools for compression. More specifically, we can now
separate the left and right views into left-odd (Lo), left-even (Le), right-odd (Ro), and
right-even (Re) data (LolLelRolRe).

In one embodiment, each set of data represents a different sub-image. In the case
of LolLelRolRe, these four sub-images can be tiled together in a variety of arrangements,
as shown, for example, in Fig. 12 (other arrangements and different sizes of the images
arranged may also be utilized). The tiled images then represent a new image that can now
be encoded using existing or newly developed encoding algorithms. For example, we can
arrange the four sub-images in the LolLelRolRe frame arrangement as shown in Fig. 12,
or the checkerboard like frame level arrangement B (LolRolRelLe). The sub-images
could also be arranged all in a horizontal or vertical sub-image arrangement
(arrangements D and E). Other arrangements are also possible. The arrangement type can
depend on the application and its requirements. For example, arrangement A provides the
benefit that one can immediately reconstruct all samples for one view independently from
the other, especially if reconstruction to full resolution is required, while the method B
may provide benefits in reorganizing the quincunx data into other arrangements.

In a different embodiment, interleaving could again consider instead of single
samples or the entire sub-image, groups of samples, which essentially comprise a
rectangular or even arbitrary block/region. Blocks for example could again be of fixed
size MxN (Fig. 13), as was also discussed earlier, or an image could be comprised by
blocks of varying shapes and/or sizes. Such an arrangement could be signaled, through,
for example, a metadata method such as a map. The map could be fixed for the entire
video sequence, or could be adaptive and signaled whenever necessary. As an example, in
Fig. 14, a map with is provided that provides information of how sub-blocks of size 4x4

are organized in terms of interleaving. The same correspondence could apply to all
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samples associated with a pixel, e.g. luma and chroma information, transparency,
depth/occlusion information etc, but different arrangements could also be used, including
the presence of multiple/separate maps, for certain groups or for each different type of
information. The separation could also involve different representations of an image, or
different layers (e.g. SNR, bit depth, etc) of an image.

In another embodiment, any of the above methods could be utilized for the
encoding of not only checkerboard interleaved images but also of residual data from
checkerboard interleaved images, or a combination of any images that are interleaved
using a periodic square tiling method. The method could also be easily extended in the
interleaving of multiple images (beyond 2), including depth/occlusion information.
Finally, the proposed interleaving methods could be used not only when encoding an
image, but also for the generation of prediction images that can be utilized in a motion
compensated video coding environment.

An encoder that utilizes a format converter that converts a quincunx sampled
image or stereo pair into the appropriate format is presented in Fig. 15. The corresponding
decoder, that decodes the image and converts this format to a different format which may
be required for display or other processes is presented in Fig. 16.

Thus the present invention may take many forms. Provided hereinbelow are a set
of Enumerated Example Embodiments (EEEs), which are exemplary forms of the
invention that are provided as examples. As such the EEEs should not be viewed as
limiting any of the above discussion or any claims also presented hereinbelow or in any
follow-on continuations, re-uissues, or foreign counterpart patents and/or applications.
The examples are:

EEE1. A method, comprising the steps of:
sub-sampling n images;
separating each of the sampled images into sub-images; and
packaging the sub-images together into an image frame; and
encoding the single image frame via a video encoder.
EEE2. The method according to EEE1, wherein the step of sub-sampling comprises
quincunx sampling.
EEE3. The method according to EEE1, wherein the images comprise at least one of
left and right views of a 3D image, multiple views of a same scene, and multiple images.
EEE3A. The method according to EEE3, wherein the images comprise one of depth

and occlusion information.
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EEE4. The method according to EEE1, wherein the sub-images comprise data within
an image having characteristics similar to a normal image.

EEES. The method according to EEE1, wherein the step of separating comprises
separating the sampled images based on at least one of rows and columns.

EEE6. The method according to EEE1, wherein the sub-images comprise a group of
more than one pixel from one of the images.

EEE7. The method according to EEE1, wherein the sub-images comprise data
selected via a pattern from a corresponding image.

EEES. The method according to EEE1, wherein the step of separating comprises
preparing multiple blocks of nearby data from each of the sampled images.

EEE9. The method according to EEE1, wherein the step of packaging comprises
interleaving the sub-images in a predetermined format.

EEE10. The method according to EEE9, wherein the predetermined format is
changed adaptively based on at least one of the images, the sampled images, and the
separated image samples.

EEE11. The method according to EEE1, further comprising the step of encoding a
map identifying the pre-determined format.

EEE11B. The method according to EEE11, wherein the map is encoded in an area of
the image frame and the packaging of sub-images is performed in other areas of the
image frame.

EEE12. The method according to Claim EEE11, wherein the map is encoded as side
information.

EEE13. The method according to EEE9, wherein the interleaving comprises one of a
horizontal interleaving, a vertical interleaving, and a rectangular block interleaving.

EEE14. The method according to EEE1, wherein the step of sub-sampling comprises
quincunx sampling, the step of separating comprises preparing sub-images using one of
every other row and every other column of a sub-sampled image, and the step of
packaging comprises arranging one of row and column based sub-images.

EEE15. The method according to EEE1, further comprising the step of encoding an
identifier of an arrangement of sub-images within the image frame.

EEE16. The method according to EEE1, further comprising the step of encoding an
identifier of an arrangement of sub-images wherein the identifier is a code placed in side

information of the encoded patterned block.
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EEE17. The method according to EEE1, wherein the packaging comprises at least
one of the patterns described above.

EEE18. The method according to EEE1, wherein the packaging maintains at least
one dimension equivalent to a dimension of one of the sub-sampled images.

EEE19. The method according to EEE1, wherein the packaging comprises a
packaging format selected for efficient use of resources to be utilized to decode the
encoded image.

EEE19B. The method according to EEE1, wherein the packaging comprises a
packaging format selected for enabling advanced scalability features including
SNR/resolution scalability, and 2D to 3D scalability.

EEE19C. The method according to Claim 19B, wherein the packaging format is
selected based on available resources, such as processing capabilities.

EEE20. The method according to EEE1, wherein the packaging comprises
maintaining pixels of high value for decoding/up-sampling each [sub-image] in close
proximity to each other.

EEE21. The method according to EEE1, wherein the step of encoding comprises any
one image or video encoding system such as JPEG, JPEG-2000, like MPEG-2, MPEG-4
AVC, and VC1 encoding.

EEE22. A video device, comprising:

a decoder configured to decode an encoded video signal comprising more than one
image per frame in the video signal;

a format converter comprising a format converter configured to de-interleave groups
of video data interleaved in a frame format in the decoded video signal wherein the
groups of video data comprise one or more groups of video data from a first image and
one or more groups of video data from a second image.

EEE23. The video device according to EEE22, wherein the format converter
comprises a de-interleaver configured to de-interleave the groups of data from multiple
interleaving formats.

EEE24. The video device according to EEE22, wherein the format converter
comprises a format reader configured to determine an interleaving format of the groups of
data.

EEE25. The video device according to EEE22, wherein the format converter

comprises a selection device configured to select one of an algorithm and specialized
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electronics to perform the de-interleaving based on a format of the interleaved data
groups.

EEE26. The video device according to EEE22, wherein the format converter is
configured to de-interleave at least one of horizontal, vertical, block-based, and map-
based interleaved groups of video data.

EEE27. The video device according to EEE22, further comprising an up-converter
configured to up convert the de-interleaved groups of data from at least one of the images.

EEE28. The video device according to EEE27, wherein the up-converted data is
output as a 2D image.

EEE29. The video device according to EEE28, wherein the 2D image is formatted in
an HDMI compatible signal.

EEE30. The video device according to EEE27, wherein the up-converted data
comprises data of the first image which comprises a first view in a 3D image and data of
the second image which comprises a second view of the 3D image.

EEE31. The video device according to EEE22, wherein the video device is part of at
least one of a Blue-Ray DVD player, a media player, a set-top box, a cable box, a
computer video card, a tuner, or other electronic device,.

EEE32. The video device according to EEE22, wherein the decoder comprises one of
an MPEG-2, MPEG-4 AVC, VC1, and other decoders.

EEE33. An encoding system, comprising:

a sub-sampler configured to sub-sample images of at least two different views;

a formatter configured to select at least one group of image data from each view and
interleave the groups into a single image frame of a video stream; and

an encoder configured to encode the video stream.

EEE34. The encoding system according to EEE33, wherein the encoder comprises an
MPEG-4 AVC encoder.

EEE35. The encoding system according to EEE33, wherein the groups of image data
comprise groups of more than one pixel.

EEE36. The encoding system according to EEE33, wherein the formatter comprises
an even-odd row-column selector and the interleaving groups of image data comprise
groups comprising at least one of a horizontal re-arrangement, a vertical re-arrangement,
an interleaved horizontal re-arrangement, an interleaved vertical re-arrangement, a block
re-arrangement, an interleaved block re-arrangement, vertical interleaved re-arrangement,

and a horizontal interleaved re-arrangement.
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EEE37. The encoder according to EEE33, further comprising a selection device

configured to select an arrangement for interleaving the groups of data.

EEE38. The encoder according to EEE33, further comprising a mapper configured to
map an arrangement of data from the two images as formatted.

EEE39. A media storage having a video stream stored thereon, wherein the video
stream comprises interleaved sets of data from at least two views, that, when loaded and
read by a corresponding media player, cause the player to decode and then de-interleave
the video stream and then format the video stream for a display device.

EEE40. The media storage according to EEE39, wherein the sets of data comprise
multiple sets of data corresponding to a first view of a 3D image and multiple sets of data
corresponding to a second view of the 3D image.

EEE41. The media storage according to EEE39, wherein the media storage comprises
at least one of a memory card, a disk, and physical properties of an electromagnetic
carrier.

EEE42. The media storage according to EEE39, wherein storage contents of the
media storage as represented by physical characteristics of at least one of a memory card,
an electromagnetic carrier, and an optical disk comprise the video stream and are
encrypted.

EEE43. A video encoding system, comprising:

a formatter configured to format at least one package of data corresponding to a first
image, at least one package of data corresponding to a second image, at least one of a
resolution and dynamic range enhancement of the first image, and at least one of a
resolution and dynamic range enhancement of the second image into an image data frame
of a video stream;

an encoder configured to encode the formatted first image data and enhancements, second

image and enhancements into a video stream for at least one of storage and broadcast.

EEE44. The video encoding system according to EEE43, wherein the encoder
constrains sub-images from performing prediction from samples that correspond to other
sub-images.

EEE45. The video encoding system according to EEE43, wherein the encoder
constrains sub-images packaged earlier in space from performing prediction from samples

that correspond to other sub-images.
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EEE46. A video decoding system, comprising:

a decoder configured to decode a data frame of a video stream, wherein the data frame
comprises image data from at least two images and enhancements for at least one of the
images;

a re-formatter configured to re-format the decoded image data from at least one of the
images to produce a low resolution version of an original image embodied by the decoded
image data.

EEE47. The video decoding system according to EEE46, wherein the re-formatter
comprises a de-interleaver configured to de-interleave data corresponding to the at least
one image.

EEEA48. The video decoding system according to EEE46, wherein the re-formatter is
further configured to discard at least one of the second image data and the enhancements
for at least one of the images.

EEE49. The video decoding system according to EEE46, further comprising an
enhancer configured to utilize at least some of the decoded enhancements to enhance the
decoded image and produce at least one of a higher resolution and higher dynamic range
image.

EEES0. The video decoding system according to EEE49, wherein the enhancements
are applied to each image progressively and to an extent the video decoding system is
capable of doing so in real-time.

EEE60. The video decoding system according to EEE49, wherein the enhancements
are applied to each image progressively if the video decoding system is capable of doing
so in real-time and an output display device is capable of displaying the enhanced images.

In describing preferred embodiments of the present invention illustrated in the
drawings, specific terminology is employed for the sake of clarity. However, the present
invention is not intended to be limited to the specific terminology so selected, and it is to
be understood that each specific element includes all technical equivalents which operate
in a similar manner. For example, when describing an interleaving technique (e.g., block,
vertical, horizontal, or others), any other equivalent interleaving, or variances of those
listed, or entirely different interleaving patterns that otherwise address the same issues
discussed herein may be substituted therewith. Furthermore, the inventors recognize that
newly developed technologies not now known may also be substituted for one or more of
the described parts of the invention and still not depart from the scope of the present

invention. All other described items, including, but not limited to encoders, sampling,
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interleaving, decoders, maps, patterns/arrangements/formats, etc should also be
considered in light of any and all available equivalents.

Portions of the present invention may be conveniently implemented using a
conventional general purpose or a specialized digital computer or microprocessor
programmed according to the teachings of the present disclosure, as will be apparent to
those skilled in the computer art.

Appropriate software coding can readily be prepared by skilled programmers
based on the teachings of the present disclosure, as will be apparent to those skilled in the
software art. The invention may also be implemented by the preparation of application
specific integrated circuits or by interconnecting an appropriate network of conventional
component circuits, as will be readily apparent to those skilled in the art based on the
present disclosure.

The present invention includes a computer program product which is a storage
medium (media) having instructions stored thereon/in which can be used to control, or
cause, a computer to perform any of the processes of the present invention. The storage
medium can include, but is not limited to, any type of disk including floppy disks, mini
disks (MD's), optical discs, DVD, HD-DVD, Blue-ray, CD-ROMS, CD or DVD RW+/-,
micro-drive, and magneto-optical disks, ROMs, RAMs, EPROMs, EEPROMs, DRAMs,
VRAMs, flash memory devices (including flash cards, memory sticks), magnetic or
optical cards, SIM cards, MEMS, nanosystems (including molecular memory ICs), RAID
devices, remote data storage/archive/warehousing, or any type of media or device suitable
for storing instructions and/or data.

Stored on any one of the computer readable medium (media), the present
invention includes software for controlling both the hardware of the general
purpose/specialized computer or microprocessor, and for enabling the computer or
microprocessor to interact with a human user or other mechanism utilizing the results of
the present invention. Such software may include, but is not limited to, device drivers,
operating systems, and user applications. Ultimately, such computer readable media
further includes software for performing the present invention, as described above.

Included in the programming (software) of the general/specialized computer or
microprocessor are software modules for implementing the teachings of the present
invention, including, but not limited to, sampling, identifying sub-images, arranging sub-

images, encoding side information in any form related to the interleaving schemes or sub-
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images relating to the invention, re-formatting after decoding, and the display, storage, or
communication of results according to the processes of the present invention.

The present invention may suitably comprise, consist of, or consist essentially of,
any of element (the various parts or features of the invention) and their equivalents as
described herein. Further, the present invention illustratively disclosed herein may be
practiced in the absence of any element, whether or not specifically disclosed herein.
Obviously, numerous modifications and variations of the present invention are possible in
light of the above teachings. It is therefore to be understood that within the scope of the
appended claims, the invention may be practiced otherwise than as specifically described

herein.
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WHAT IS CLAIMED:

1. A method, comprising the steps of:

sub-sampling n images;

separating each of the sampled images into sub-images; and
packaging the sub-images together into an image frame; and

encoding the single image frame via a video encoder.

2. The method according to Claim 1, wherein the step of sub-sampling comprises

quincunx sampling.

3. The method according to Claim 1, wherein the step of separating comprises separating

the sampled images based on at least one of rows and columns.

4. The method according to Claim 1, wherein the sub-images comprise data selected via

a pattern from a corresponding image.

5. The method according to Claim 1, wherein the step of separating comprises preparing

multiple blocks of nearby data from each of the sampled images.

6. The method according to Claim 1, wherein the step of packaging comprises

interleaving the sub-images in a predetermined format.

7. The method according to Claim 6, wherein the predetermined format is changed
adaptively based on at least one of the images, the sampled images, and the separated

image samples.

8. The method according to Claim 6, further comprising the step of encoding a map

identifying the pre-determined format.

9. The method according to Claim 1, wherein the map is encoded in an area of the image

frame and the packaging of sub-images is performed in other areas of the image frame.

10. The method according to Claim 8, wherein the map is encoded as side information.
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11. The method according to Claim 1, wherein the step of sub-sampling comprises
quincunx sampling, the step of separating comprises preparing sub-images using one of
every other row and every other column of a sub-sampled image, and the step of

packaging comprises arranging one of row and column based sub-images.

12. The method according to Claim 1, further comprising the step of encoding an

identifier of an arrangement of sub-images within the image frame.

13. The method according to Claim 1, wherein the packaging maintains at least one

dimension equivalent to a dimension of one of the sub-sampled images.

14. The method according to Claim 1, wherein the packaging comprises a packaging
format selected for enabling advanced scalability features including SNR/resolution

scalability, and 2D to 3D scalability.

15. The method according to Claim 1, wherein the step of encoding comprises any one
image or video encoding system such as JPEG, JPEG-2000, like MPEG-2, MPEG-4
AVC, and VC1 encoding.

16. A video device, comprising:

a decoder configured to decode an encoded video signal comprising more than one
image per frame in the video signal;

a format converter comprising a format converter configured to de-interleave groups
of video data interleaved in a frame format in the decoded video signal wherein the
groups of video data comprise one or more groups of video data from a first image and

one or more groups of video data from a second image.
17. The video device according to Claim 1, wherein the format converter comprises a de-

interleaver configured to de-interleave the groups of data from multiple interleaving

formats.
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18. The video device according to Claim 1, wherein the format converter comprises a
selection device configured to select one of an algorithm and specialized electronics to

perform the de-interleaving based on a format of the interleaved data groups.

19. The video device according to Claim 1, wherein the format converter is configured to
de-interleave at least one of horizontal, vertical, block-based, and map-based interleaved

groups of video data.

20. The video device according to Claim 1, further comprising an up-converter

configured to up convert the de-interleaved groups of data from at least one of the images.

21. The video device according to Claim 20, wherein the up-converted data comprises
data of the first image which comprises a first view in a 3D image and data of the second

image which comprises a second view of the 3D image.

22. The video device according to Claim 1, wherein the video device is part of at least
one of a Blue-Ray DVD player, a media player, a set-top box, a cable box, a computer

video card, a tuner, or other electronic device,.

23. An encoding system, comprising:

a sub-sampler configured to sub-sample images of at least two different views;

a formatter configured to select at least one group of image data from each view and
interleave the groups into a single image frame of a video stream; and

an encoder configured to encode the video stream.

24. The encoding system according to Claim 23, wherein the encoder comprises an

MPEG-4 AVC encoder.

25. The encoding system according to Claim 23, wherein the groups of image data

comprise groups of more than one pixel.

26. The encoding system according to Claim 23, wherein the formatter comprises an
even-odd row-column selector and the interleaving groups of image data comprise groups

comprising at least one of a horizontal re-arrangement, a vertical re-arrangement, an
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interleaved horizontal re-arrangement, an interleaved vertical re-arrangement, a block re-
arrangement, an interleaved block re-arrangement, vertical interleaved re-arrangement,

and a horizontal interleaved re-arrangement.

27. The encoder according to Claim 23, further comprising a selection device configured

to select an arrangement for interleaving the groups of data.

28. The encoder according to Claim 23, further comprising a mapper configured to map

an arrangement of data from the two images as formatted.
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